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ABSTRACT

In recent years, there has been a growing appreciation for the value of modelling planetary
atmospheres at varying levels of complexity. This ‘hierarchical modelling’ bridges the gap
between theory and fully-comprehensive simulations, and builds physical understanding
in a way that is not possible with either one of these alone. Improving understanding of
planetary atmospheric dynamics through hierarchical modelling places the circulation
patterns seen in Earth’s atmosphere in a broader context, and allows deeper insight
into which planetary parameters play a key role in driving circulation. This thesis uses
an idealised modelling framework to study how both physical processes and planetary
parameters impact large-scale atmospheric circulation, with a focus on polar vortices.

First, the modelling framework and reanalysis datasets are employed to study Mars’s
present-day northern polar vortex. The annularity of this vortex is surprising: such a
morphology is expected to be unstable, so its persistence indicates the presence of a
restoring mechanism. Here, a process-attribution study investigates the relative roles of
possible such mechanisms and compares results to reanalyses.

The modelling framework is subsequently utilised to investigate both northern and
southern Martian polar vortices across a range of possible orbital configurations. Mars’s
orbital parameters have varied substantially across its history; these changes may be
linked to the formation of the polar layered deposits. Effective diffusivity, a geometric
method used to quantify mixing, is calculated for the first time in Mars’s atmosphere in
order to quantify the extent to which the polar vortices may act as transport barriers.

Finally, motivated by exoplanetary atmospheres, the range of planetary parameters
studied is broadened further still to investigate the relationships between dynamical
metrics for tropical width. Given the uncertainty concerning relationships between these
metrics in models, reanalyses, and observations in Earth’s atmosphere, this study helps to
contextualise their coupling in a broader parameter space.
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(d) show the zonally-averaged climatology of the evolution of Tc −T∗ (K) on the

2 hPa pressure level (shading). The climatology is obtained by averaging over

MY 24-32 for both (c) OpenMARS and (d) the ‘yearly’ simulations, and standard

deviation (K) is also shown (contours). . . . . . . . . . . . . . . . . . . . . . . . . 73

3.1 Satellite observation of the north polar layered deposits. HiRISE image

PSP_001398_2615 of layers in the north polar layered deposits. This image is

centred at 81.515◦N, 47.300◦E. Credit: NASA/JPL-Caltech/Univ. of Arizona . . 83

3.2 An illustration of the effective diffusivity calculation. Constant contours

of tracer c∗ = c on a sphere of radius r. Left: an example of tracer geometry

with large effective diffusivity. Right: an example with small effective diffusivity.

In each, the red contour represents a contour of tracer c∗ = c enclosing the

same area A. The blue contour is the shortest possible contour enclosing A, sits

at latitude φe, and has length Lmin = 2πr cosφe. In the left panel, Le ≫ Lmin,

whereas in the right, Le ≈ Lmin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
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3.3 A schematic of diagnostics in Chapter 3. (top) Northern winter mean

meridional streamfunction (shading; 108 kg s−1), zonal-mean zonal wind (thick

contours; m s−1), and (bottom) zonal-mean potential vorticity (orange; MPVU)

and effective diffusivity (blue) on the 300K level. The latitudes of our metrics

(φHC, φumax , φPV , κeff300) are indicated by either crosses, or, if the calculation is

based on an integral or mean, by bars across the region in question. The data

used is the present-day simulation (γ= 0.093, ε= 25◦). . . . . . . . . . . . . . . . 95

3.4 Winter anomaly of the latitude of the descending branch of the Hadley
circulation (φHC) for: a,b) γ= 0.093; c,d) γ= 0; and e,f) dust scale simulations.

Panels g,h) show φHC for ε= 25◦ and λ= 1, and panels a-f) show the anomaly

from this value in the corresponding suite of simulations. The left-hand column

shows the northern hemisphere and the right-hand the southern. . . . . . . . . 97

3.5 Winter anomaly of the strength of the Hadley circulation (ψmax) for:

a,b) γ= 0.093; c,d) γ= 0; and e,f) dust scale simulations. Panels g,h) show φHC

for ε= 25◦ and λ= 1, and panels a-f) show the anomaly from this value in the

corresponding suite of simulations. The left-hand column shows the northern

hemisphere and the right-hand the southern. . . . . . . . . . . . . . . . . . . . . 98

3.6 Winter anomaly of the latitude of the jet on the 50Pa surface (φumax) for:

a,b) γ= 0.093; c,d) γ= 0; and e,f) dust scale simulations. Panels g,h) show φHC

for ε= 25◦ and λ= 1, and panels a-f) show the anomaly from this value in the

corresponding suite of simulations. The left-hand column shows the northern

hemisphere and the right-hand the southern. . . . . . . . . . . . . . . . . . . . . 99

3.7 Winter anomaly of the strength of the jet on the 50Pa surface (umax) for:

a,b) γ= 0.093; c,d) γ= 0; and e,f) dust scale simulations. Panels g,h) show φHC

for ε= 25◦ and λ= 1, and panels a-f) show the anomaly from this value in the

corresponding suite of simulations. The left-hand column shows the northern

hemisphere and the right-hand the southern. . . . . . . . . . . . . . . . . . . . . 100

3.8 Winter anomaly of the latitude of the maximum PV value on the 300K
level (φPV ) for: a,b) γ= 0.093; c,d) γ= 0; and e,f) dust scale simulations. Panels

g,h) show φHC for ε= 25◦ and λ= 1, and panels a-f) show the anomaly from this

value in the corresponding suite of simulations. The left-hand column shows

the northern hemisphere and the right-hand the southern. . . . . . . . . . . . . 101
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3.9 Winter anomaly of the strength of the PV maximum (PVmax) for: a,b)

γ= 0.093; c,d) γ= 0; and e,f) dust scale simulations. Panels g,h) show φHC for

ε = 25◦ and λ = 1, and panels a-f) show the anomaly from this value in the

corresponding suite of simulations. The left-hand column shows the northern

hemisphere and the right-hand the southern. . . . . . . . . . . . . . . . . . . . . 102

3.10 Overall tracer transport from the poles in all simulations. The per-

centage of tracer remaining above 75◦N/S at 30 sols after initialisation. The

concentration, given as a percentage, is given to be cpole30 /cpole0 in the northern

hemisphere, where cpole t is an area-weighted polar average of tracer concentra-

tion at 300K t sols after initialisation. Corresponding Ls values for initialisation

(Ls0) and 30 sols after initialisation (Ls30) are given in the legend. As the tracer

is initialised with a sinusoidal profile (Equation 3.1), typically it is transported

into the southern polar region, hence we take the inverse cpole0 /cpole30 in the

southern hemisphere, for comparability. Lower percentages indicate greater

transport, as more tracer has been transported into/away from the polar region

over 30 sols. Solid lines show γ= 0.093 and dashed show γ= 0. . . . . . . . . . . 104

3.11 Winter horizontal mixing in the northern hemisphere varying-obliquity
simulations. Northern hemisphere winter effective diffusivity for varying-

obliquity simulations. 10 sol winter average (centred around Ls = 270◦) cross-

sections of effective diffusivity (shading), zonal-mean zonal winds (solid con-

tours), isentropic surfaces (dashed contours; corresponding to 200, 300, . . . K),

and the latitude of the hemispheric maximum in zonal-mean PV (purple line).

a-e) Current eccentricity (γ= 0.093) and f-j) Zero eccentricity (γ= 0). . . . . . . 106

3.12 Winter horizontal mixing in the southern hemisphere varying-obliquity
simulations. Southern hemisphere winter effective diffusivity for varying-

obliquity simulations. Shading and contours as in Figure 3.11 but for the

southern hemisphere (centred around Ls = 90◦). . . . . . . . . . . . . . . . . . . . 107

3.13 Winter horizontal mixing in the dust scale simulations. Winter effec-

tive diffusivity for dust scale simulations (left column SH, right column NH).

Shading, contours, and time averages as in Figures 3.11 and 3.12 but for the

dust-scale simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

3.14 Seasonal changes in mixing in varying-obliquity simulations. Evolution

of effective diffusivity on the 300K level (shading), zonal winds (black contours),

and φPV (purple line). A 30-sol smoothing is applied to the model output for

clarity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
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3.15 Seasonal changes in mixing in dust scale simulations. Evolution of effec-

tive diffusivity on the 300K level (shading), zonal winds (black contours), and

φPV (purple line). A 30-sol smoothing is applied to the model output for clarity. 111

3.16 The change in various diagnostics of the circulation with obliquity or
dust scale. a,b) Rates of change of the winter mean (60 sols averaged about

Ls = 270 (Ls = 90) in the northern (southern) hemisphere) values of φHC, φumax ,

φPV , and κeff300 with obliquity (a) and dust scale (b) for both the northern (light

blue) and southern (dark blue) hemispheres. Descriptions of the quantities

shown are given in Table 3.2 and error bars show the standard deviation of

these rates of change. c-f) Winter average values of φHC (blue), φumax (green),

φPV (yellow), and κeff300 (purple). Panels a-b) show the gradient of the lines in

panels c-f). In panels c-d), solid lines show current eccentricity (γ= 0.093) and

dashed show zero eccentricity (γ= 0) simulations. Note that κeff300 is plotted on

the right-hand axis of all panels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

3.17 A time series of winter-time mixing (κeff300) according to historical
integrations of obliquity. Winter mean is 60 sols averaged about Ls = 270◦

(Ls = 90◦) in the northern (southern) hemisphere. (a) Obliquity from Laskar

et al. [2004, data obtained here], and mixing changes with obliquity in (b)

the northern hemisphere and (c) the southern hemisphere. We have chosen to

include only variations based on obliquity due to the complication of the timing

of perihelion with varying eccentricity also, although we show the time series

for both γ= 0.093 (solid blue) and γ= 0.000 (dashed red). . . . . . . . . . . . . . 115

4.1 A schematic of various metrics for tropical width. A schematic illustrating

the zonal mean circulation in the NH. The location (altitude and approximate

latitude) of each metric is shown: (top) metrics based on outgoing longwave

radiation; (middle) zonal wind (solid black contours), meridional streamfunc-

tion (shading), tropopause (dash-dotted line); (bottom) sea level pressure and

precipitation-evaporation. Figure from Waugh et al. [2018, precise definitions

given therein]. Of particular relevance to this thesis are PSI, EDJ, and STJ,

which are equivalent to φHC, φEDJ, and φSTJ. . . . . . . . . . . . . . . . . . . . . 126

4.2 A schematic showing the formation of an eddy-driven jet. Stirring in the

baroclinic zone generates Rossby waves that propagate away. Momentum flux

associated with these waves is towards the source region, and thus momentum

converges there, generating a net eastward flow. From Vallis [2017, Figure 15.3] 129
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4.3 Vertical cross-section of the circulation in some example simulations.
Vertical profile of mean meridional circulation (shading), and zonal mean zonal

winds (contours, m s−1). Eight example simulations are shown, with simulation

type given in the panel titles, and parameter values given on the left. In each

panel, blue markers illustrate maxima in uadj, green show the 10% crossing

of the vertically integrated ψ, and purple show maxima in u850. Such max-

ima/crossings relate to possible locations of the STJ, EDJ, and edge of the HC.

In cases where there is more than one maximum in a hemisphere, the most

equatorward (poleward) maximum is used for the STJ (EDJ). See text for details.

All markers are placed at either the exact altitude at which they are calculated,

or at the centre point of the vertical average used. . . . . . . . . . . . . . . . . . . 138

4.4 The influence of obliquity and rotation rate on the mean location of
each metric. The mean location of each metric (left: φHC; centre: φSTJ; right:

φEDJ), in the summer and winter hemisphere (top and bottom row, respectively).

In each panel, one square represents one HS simulation, with obliquity and

rotation rate on the x- and y-axis, respectively. . . . . . . . . . . . . . . . . . . . . 139

4.5 The influence of obliquity and rotation rate on the mean strength of
the quantity defining each metric. As in Figure 4.4, except we show the

mean strength of the quantities used to define each metric. The definitions of

these strengths are given in the text. . . . . . . . . . . . . . . . . . . . . . . . . . 141

4.6 The relative latitudes of each metric. The mean latitude of each metric

in the SH plotted against the mean latitude of other metrics. Results shown

for HS simulations and the benchmark Ω∗ = 1,ε = 0 simulation is indicated.

Markers are coloured according to the simulation’s location in parameter space

and, where appropriate, a linear regression is calculated (red) and its score is

shown. A 1:1 line is also plotted in each panel (dashed grey). . . . . . . . . . . . 142

4.7 The influence of obliquity and rotation rate on the coupling between
each metric. The Pearson correlation coefficient (colour) between metrics (left:

φHC and φSTJ; centre: φHC and φEDJ; right: φSTJ and φEDJ), in the summer and

winter hemisphere (top and bottom row, respectively). In each panel, one square

represents one HS simulation, with obliquity and rotation rate on the x- and

y-axis, respectively. Squares are hatched where the relationship between the

two metrics is not significant (p-value greater than 0.01). . . . . . . . . . . . . . 144
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4.8 The influence of a metric’s mean location on its coupling with other
metrics. The Pearson correlation coefficient between metrics as a function

of each metric’s mean latitude in the winter (southern) hemisphere (left: as

a function of φHC; centre: as a function of φSTJ; right: as a function of φEDJ).

Results shown for HS simulations and the benchmark Ω∗ = 1,ε= 0 simulation

is indicated. Markers are coloured according to the simulation’s location in

parameter space, and are solid where the relationship between the two metrics

has p-value less than 0.01. Where appropriate, linear regressions have been

fitted simulations and their scores shown. . . . . . . . . . . . . . . . . . . . . . . 145

4.9 The influence of the separation in mean location of two metrics on
their coupling. The Pearson correlation coefficient between two metrics as a

function of the separation between them in the winter (southern) hemisphere

(left: as a function of φHC-φSTJ; centre: as a function of φSTJ-φEDJ; right: as a

function of φEDJ-φHC). Results shown for HS simulations and the benchmark

Ω∗ = 1,ε = 0 simulation is indicated. Markers are coloured according to the

simulation’s location in parameter space, and are solid where the relationship

between the two metrics has p-value less than 0.01. Where appropriate, linear

regressions have been fitted and their scores shown. . . . . . . . . . . . . . . . . 145

4.10 The influence of the mean strength of the quantity defining each metric
on its coupling with other metrics. As in Figure 4.8, except showing corre-

lation coefficient between metrics as a function of the strength of the quantity

defining each metric. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

4.11 The influence of obliquity and rotation rate on the mean location of
each metric in the moist model. The mean location of each metric (left:

φHC; centre: φSTJ; right: φEDJ), in the summer and winter hemisphere (top

and bottom row, respectively). In each panel, one square represents one F06

simulation, with obliquity and rotation rate on the x- and y-axis, respectively. . 148

4.12 The influence of obliquity and rotation rate on the mean strength of
the quantity defining each metric in the moist model. As in Figure 4.11,

except we show the mean strength of the quantities used to define each metric.

The definitions of these strengths are given in the text. . . . . . . . . . . . . . . 150
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4.13 The relative latitudes of each metric in the moist model. The mean

latitude of each metric plotted against the mean latitude of other metrics. Trian-

gular markers show moist F06 simulations. F06 markers are coloured according

to the simulation’s location in parameter space and, where appropriate, a linear

regression is calculated (purple dash-dotted) and its score is shown. A 1:1 line

is also plotted in each panel (dashed grey), and HS simulations are shown in

grey (circular) for comparison. Simulations with ε= 0 are indicated. . . . . . . . 150

4.14 The influence of obliquity and rotation rate on the coupling between
each metric in the moist model. The Pearson correlation coefficient (colour)
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a function of φEDJ). Triangular markers show F06 simulations and circular

markers represent HS simulations. Simulations with ε= 0 are indicated. F06

markers are coloured according to the simulation’s location in parameter space,

and are solid where the relationship between the two metrics has p-value less

than 0.01. Where appropriate, linear regressions have been fitted and their
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hemisphere (left: as a function of φHC-φSTJ; centre: as a function of φSTJ-φEDJ;

right: as a function of φEDJ-φHC). Triangular markers show F06 simulations

and circular markers represent HS simulations. Simulations with ε = 0 are

indicated. F06 markers are coloured according to the simulation’s location in
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4.17 The influence of the mean strength of the quantity defining each metric
on its coupling with other metrics. As in Figure 4.15, except showing
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C.2 The influence of obliquity and rotation rate on the mean location of
each metric. The mean location of each metric (left: φHC; centre: φSTJ; right:

φEDJ), in the summer and winter hemisphere (top and bottom row, respectively).

In each panel, one square represents one PK simulation, with obliquity and

rotation rate on the x- and y-axis, respectively. . . . . . . . . . . . . . . . . . . . . 202
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C.4 The influence of obliquity and rotation rate on the mean strength of
the quantity defining each metric. As in Figure C.2, except we show the

mean strength of the quantities used to define each metric. The definitions of

these strengths are given in the text. . . . . . . . . . . . . . . . . . . . . . . . . . 204

C.5 The relative latitudes of each metric. The mean latitude of each metric in

the SH plotted against the mean latitude of other metrics. Diamond markers

represent PK simulations, and grey circular markers show HS simulations for

comparison. Simulations with ε= 0 are indicated. PK markers are coloured ac-

cording to the simulation’s location in parameter space and, where appropriate,

a linear regression is calculated (black dash-dotted) and its score is shown. A

1:1 line is also plotted in each panel (dashed grey). . . . . . . . . . . . . . . . . . 204

C.6 The influence of obliquity and rotation rate on the coupling between
each metric. The Pearson correlation coefficient (colour) between metrics (left:

φHC and φSTJ; centre: φHC and φEDJ; right: φSTJ and φEDJ), in the summer and

winter hemisphere (top and bottom row, respectively). In each panel, one square

represents one PK simulation, with obliquity and rotation rate on the x- and

y-axis, respectively. Squares are hatched where the relationship between the

two metrics is not significant (p-value greater than 0.01). . . . . . . . . . . . . . 205

xxvii



LIST OF FIGURES

C.7 The influence of a metric’s mean location on its coupling with other
metrics. The Pearson correlation coefficient between metrics as a function of

each metric’s mean latitude in the winter (southern) hemisphere (left: as a

function of φHC; centre: as a function of φSTJ; right: as a function of φEDJ). Dia-

mond markers represent PK simulations, and grey circular markers show HS

simulations for comparison. Simulations with ε= 0 are indicated. PK markers

are coloured according to the simulation’s location in parameter space, and are

solid where the relationship between the two metrics has p-value less than 0.01.

Where appropriate, linear regressions (black dash-dotted) have been fitted and

their scores shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

C.8 The influence of the separation in mean location of two metrics on
their coupling. The Pearson correlation coefficient between two metrics as a

function of the separation between them in the winter (southern) hemisphere

(left: as a function of φHC-φSTJ; centre: as a function of φSTJ-φEDJ; right: as a

function of φEDJ-φHC). Diamond markers represent PK simulations, and grey

circular markers show HS simulations for comparison. Simulations with ε= 0

are indicated. PK markers are coloured according to the simulation’s location

in parameter space, and are solid where the relationship between the two

metrics has p-value less than 0.01. Where appropriate, linear regressions (black

dash-dotted) have been fitted and their scores shown. . . . . . . . . . . . . . . . 207

C.9 The influence of the mean strength of the quantity defining each metric
on its coupling with other metrics. As in Figure 4.8, except showing corre-

lation coefficient between metrics as a function of the strength of the quantity

defining each metric. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

C.10 The influence of obliquity and rotation rate on the mean location of
each metric in the dry grey model. The mean location of each metric (left:

φHC; centre: φSTJ; right: φEDJ), in the summer and winter hemisphere (top

and bottom row, respectively). In each panel, one square represents one DF

simulation, with obliquity and rotation rate on the x- and y-axis, respectively. . 208

C.11 The difference in mean latitude in equivalent F06 and DF simulations.
The difference (DF-F06) in mean location of each metric (left: φHC; centre:

φSTJ; right: φEDJ), in the summer and winter hemisphere (top and bottom row,

respectively). In each panel, one square shows how much further poleward lies

a metric in a DF simulation compared to the equivalent F06 simulation, with

obliquity and rotation rate on the x- and y-axis, respectively. . . . . . . . . . . . 209

xxviii



LIST OF FIGURES

C.12 The influence of obliquity and rotation rate on the mean strength of
the quantity defining each metric in the dry grey model. As in Figure

C.10, except we show the mean strength of the quantities used to define each

metric. The definitions of these strengths are given in the text. . . . . . . . . . . 210

C.13 The relative latitudes of each metric in the dry grey model. The mean

latitude of each metric plotted against the mean latitude of other metrics.

Square markers show dry DF simulations and are coloured according to the

simulation’s location in parameter space. Where appropriate, a linear regression

is calculated (black dotted) and its score is shown. A 1:1 line is also plotted in

each panel (dashed grey), and F06 simulations are shown in blue (triangular)

for comparison. Simulations with ε= 0 are indicated. . . . . . . . . . . . . . . . . 210

C.14 The influence of obliquity and rotation rate on the coupling between
each metric in the dry grey model. The Pearson correlation coefficient

(colour) between metrics (left: φHC and φSTJ; centre: φHC and φEDJ; right:

φSTJ and φEDJ), in the summer and winter hemisphere (top and bottom row,

respectively). In each panel, one square represents one DF simulation, with

obliquity and rotation rate on the x- and y-axis, respectively. Squares are

hatched where the relationship between the two metrics is not significant

(p-value greater than 0.01). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

C.15 The influence of a metric’s mean location on its coupling with other
metrics in the moist model. The Pearson correlation coefficient between

metrics as a function of each metric’s mean latitude in the winter (southern)

hemisphere (left: as a function of φHC; centre: as a function of φSTJ; right: as

a function of φEDJ). Square markers show dry DF simulations, are coloured

according to the simulation’s location in parameter space, and are solid where

the relationship between the two metrics has p-value less than 0.01. Where

appropriate, a linear regression is calculated (black dotted) and its score is

shown. A 1:1 line is also plotted in each panel (dashed grey), and F06 simulations

are shown in blue (triangular) for comparison. Simulations with ε = 0 are

indicated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

xxix



LIST OF FIGURES

C.16 The influence of the separation in mean location of two metrics on their
coupling in the moist model. The Pearson correlation coefficient between two

metrics as a function of the separation between them in the winter (southern)

hemisphere (left: as a function of φHC-φSTJ; centre: as a function of φSTJ-φEDJ;

right: as a function of φEDJ-φHC). Square markers show dry DF simulations,

are coloured according to the simulation’s location in parameter space, and are

solid where the relationship between the two metrics has p-value less than

0.01. Where appropriate, a linear regression is calculated (black dotted) and its

score is shown. A 1:1 line is also plotted in each panel (dashed grey), and F06

simulations are shown in blue (triangular) for comparison. Simulations with

ε= 0 are indicated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213

C.17 The influence of the mean strength of the quantity defining each metric
on its coupling with other metrics. As in Figure 4.15, except showing

correlation coefficient between metrics as a function of the strength of the

quantity defining each metric. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213

C.18 The relative latitude of each metric for all simulations, with HS simula-
tions coloured according to the number of jet maxima. The mean latitude

of each metric plotted against the mean latitude of other metrics (winter). Circu-

lar markers show HS simulations, diamond markers represent PK simulations,

triangular markers represent F06 simulations, and square markers represent

DF simulations. HS markers are coloured according to the number of maxima

in u850 and uadj. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

C.19 The influence of the number of jets and the separation in mean loca-
tion of two metrics on their coupling, with HS simulations coloured
according to the number of jet maxima. The Pearson correlation coefficient

between two metrics as a function of the separation between them in the winter

(southern) hemisphere (left: as a function of φHC-φSTJ; centre: as a function

of φSTJ-φEDJ; right: as a function of φEDJ-φHC). Circular markers show HS

simulations, diamond markers represent PK simulations, triangular markers

represent F06 simulations, and square markers represent DF simulations. HS

markers are coloured according to the number of maxima in u850 and uadj, and

are solid where the relationship between the two metrics has p-value less than

0.01. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

xxx



LIST OF ACRONYMS AND ABBREVIATIONS

Acronyms and abbreviations in use throughout this thesis (in alphabetical order). Each

term is redefined at its first use in an individual chapter if used frequently.

CDOD Column dust optical depth

EDJ Eddy-driven jet

EMARS Ensemble Mars Atmosphere Reanalysis System [Greybush et al., 2012]

GCM Global climate model (or General circulation model)

GDS Global dust storm

GFDL Geophysical Fluid Dynamics Laboratory

HC Hadley Cell

HS Held-Suarez [Held and Suarez, 1994]

HiRISE High Resolution Imaging Science Experiment (aboard MRO)

Isca Roman name for Exeter, primarily a GCM framework

Ls (Areocentric) Solar longitude

MACDA Mars Analysis Correction Data Assimilation [Montabone et al., 2014]

MCS Mars Climate Sounder (aboard MRO)

MGCM Mars GCM

MGS Mars Global Surveyor

MOC Mars Orbital Camera (aboard MGS)

MOLA Mars Orbiter Laser Altimeter (aboard MGS)

MPVU Martian potential vorticity units

xxxi



LIST OF ACRONYMS AND ABBREVIATIONS

MRO Mars Reconnaissance Orbiter

MY Martian year

OpenMARS Open access to Mars Assimilated Remote Soundings [Holmes et al., 2020]

PK Polvani-Kushner [Polvani and Kushner, 2002]

(N/S)PLD (North/South) Polar layered deposit

PV Potential vorticity

SSW Sudden stratospheric warming

STJ Subtropical jet

TES Thermal Emission Spectrometer (aboard MGS)

TPW Transient polar warming

xxxii



C
H

A
P

T
E

R

1
INTRODUCTION

Recent decades have seen improvements in observational, computational, and modelling

capabilities that have allowed the scientific community to understand and simulate dynam-

ical processes in Mars’s atmosphere better than ever before. The atmosphere of Mars, both

past and present, is a compelling field of study for a multitude of reasons, not least because

it exhibits striking circulation patterns. Present-day interannual (or year-to-year) variabil-

ity is primarily driven by large variations in atmospheric dust abundance, to an extent

that is not seen here in Earth’s atmosphere. Inherently fascinating processes currently

occur in the Martian atmosphere that make it a worthy subject of study. Moreover, studies

of Mars’s geology, mineralogy and isotopic data reveal that its early climate system could

have been warmer, wetter, and with a thicker atmosphere than currently [Haberle et al.,

2017a, and references therein]. This more Earth-like climate state may have harboured

liquid water at the surface, and is the most likely period in the planet’s history in which

life may have originated [Haberle et al., 2017b].

The endeavour to understand Mars’s past and current climate thus links many areas

of research, all of which aim to resolve unanswered questions about the planet and its

1



CHAPTER 1. INTRODUCTION

evolution. Appreciation of the large-scale features of its atmospheric circulation may be

crucial to understanding the formation of geological features and thus past climate, as

well as to assessing locations of future lander missions, or even potential habitability.

On Earth, it is well understood that atmospheric circulation patterns such as zonal jets,

the overturning Hadley circulation, and polar vortices all contribute to the transport and

distribution of heat, chemical species, and other atmospheric constituents throughout the

atmosphere. Such distributions are important for a number of reasons, including (but

not limited to) habitability, the distribution of precipitation, and phenomena such as the

stratospheric ozone hole. These circulation patterns on Mars and other planets will no

doubt also have an important influence on such distributions, although the relative sparsity

of observations means that these influences are less well-studied. How these atmospheric

circulation patterns depend on planetary parameters and the physical processes within an

atmosphere will be explored within this thesis.

This chapter firstly introduces the atmosphere of Mars in Section 1.1. Secondly, polar

vortices and their dynamics on Earth and Mars are described in Section 1.2. The Hadley

circulation is discussed in Section 1.3. The primary aims of the thesis are given in Section

1.4 and key methodological choices are explained in Section 1.5. Finally, Section 1.6 outlines

the structure of this thesis.

1.1 The atmosphere of Mars

The atmosphere and planetary characteristics of Mars share many similarities with those

of Earth: this fact, along with the increasing number of observations available, means that

Mars is an ideal test case for theories of planetary atmospheric circulation and climate.

Both planets are terrestrial planets with a relatively thin atmosphere: notable similarities

include Mars’s obliquity (its axial tilt from its orbital plane), its rotation rate, and its

mean radius. Mars has radius approximately half the size of Earth’s and surface gravity
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Parameter Earth Mars

Radius (km) 6371.0 3389.5

Rotation Rate (rad s−1) 7.29×10−5 7.08×10−5

Obliquity (◦) 23.44 25.19

Eccentricity 0.0167 0.0935

Major atmospheric component 78.1% N2 95.1% CO2

Average temperature (K) 288 210

Surface gravity (m s−2) 9.798 3.71

Surface pressure (hPa) 1014 6.1

Table 1.1: A comparison of planetary, orbital, and atmospheric parameters on
Earth and Mars.

approximately one third of Earth’s. Its atmosphere is thin (with mean surface pressure

around 6.1 hPa compared to Earth’s 1014 hPa) and cold, with a much smaller greenhouse

effect than on Earth. A table comparing various relevant parameters is given (Table 1.1);

all of these factors influence the circulation of both atmospheres.

1.1.1 Overview

The atmosphere of Mars is substantially cooler than Earth’s and comprises around 95%

carbon dioxide (CO2) by volume, which leads to the interesting phenomenon that its major

component is condensible (condensation does indeed frequently occur, particularly during

the winter polar night). This is unlike the atmosphere of Earth (whose primary component

is nitrogen, N2, which does not reach pressures or temperatures suitable for condensation

on Earth). This difference sets apart the circulation on the two planets as CO2 condensation

on Mars can lead to seasonal atmospheric mass loss of up to 30% [Tillman, 1988], which

can have significant dynamical impacts. On Earth, pressure changes due to mass loss from

rainfall (water vapour being the main condensible component in Earth’s atmosphere) are

minor [Pierrehumbert and Ding, 2016].
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Mars currently has an obliquity similar to Earth’s (ε= 25.19◦) but much greater eccen-

tricity (orbital ellipticity; γ= 0.093). As a consequence of this relatively large eccentricity,

seasonality on Mars is much larger; perihelion occurs just prior to Northern Hemisphere

(NH) winter solstice. This means both that southern winter lasts much longer than north-

ern (due to orbital speed being larger at perihelion) and that the increased insolation at this

time contributes to a more vigorous circulation during northern winter [e.g. Leovy, 2001]1.

In Mars’s history, it has undergone significant orbital oscillations, driven in part by prox-

imity to Jupiter and the gravitational perturbations exerted by other solar system planets,

and amplified by secular spin-orbit resonances [e.g. Bretagnon, 1974; Forget et al., 2017;

Ward and Rudy, 1991]. In the last 10Ma, obliquity has varied between ε= 5−55◦ (with

a significant jump in mean obliquity around 5Ma), and eccentricity between γ= 0−0.12

[Laskar et al., 2002, Fig. 2]. Over the past 4Ga, Mars is thought to have had a most

probable obliquity of 42◦ and eccentricity of 0.068 [Laskar et al., 2004].

Eccentricity is not the only factor leading to large seasonality on Mars. Mars’s atmo-

sphere and surface have substantially lower thermal inertia2 than Earth’s, and this fact,

along with its lack of oceans and lakes, means that its seasonality is much greater than on

Earth [Read et al., 2018]. Winds are stronger, reaching over 150 ms−1 in the winter-time

jet, which extends to high altitudes in reanalyses and models. The jet sits at around 70◦

latitude and extends throughout the atmosphere. It is tilted toward the pole at higher

altitudes [Mitchell et al., 2014; Waugh et al., 2016]. This polar jet may also be referred

to as the Martian polar vortex, and will be discussed in more detail in Section 1.2.3.2. A

comparatively short radiative timescale3 means that the atmospheric response to radiative

1Mars has a hemispheric dichotomy in its topography, with a lower northern hemisphere topography,
which is the strongest effect on enhancing northern winter circulation compared to southern [Richardson and
Wilson, 2002].

2A combination of a substance’s thermal conductivity, density, and heat capacity. It represents the ability
of a substance to both store and transport heat relative to its environment [Mellon, 2000].

3The length of time it takes for a thermal perturbation to relax to its equilibrium. A typical timescale near
the surface of Mars might be ∼ 1 sol (Martian day, which lasts 24 hours, 39 minutes) compared to ∼ 20 days for
Earth [Barnes et al., 2017, and references therein], and between 10-40km in altitude it might be ∼ 0.5−2 sols
[Eckermann et al., 2011; Seviour et al., 2017].
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heating (and thereby enhanced dust loading, as will be discussed in the following section)

is rapid. Nonetheless, Mars and Earth share many similarities, making it an interesting

case study for comparison with atmospheric dynamics on our own planet. Furthermore,

its proximity means that observational data of Mars and its atmosphere is second only to

that of Earth, making it an important resource for understanding, testing, and verifying

theories of atmospheric circulation.

1.1.2 Martian dust storms

A key source of variability in the atmosphere of Mars is the presence of large amounts

of dust that can be lofted into the atmosphere during different times of the year. Planet-

encircling global dust storms (GDSs) can cover a significant proportion of the planet in a

dust haze, substantially altering the atmosphere’s optical depth and circulation at that

time (via enhanced radiative cooling and heating). Studies have shown that such storms

result from the aggregation of multiple smaller-scale storms and can last for weeks to

months [Wang and Richardson, 2015, and references therein]. In a given Martian Year

(MY)4, there is an estimated chance of approximately 1/3 of a GDS occurring (18−55%

chance at the 95% confidence level) [Zurek and Martin, 1993]. The three most recent GDSs

(in 2001, MY 25;5 in 2007, MY 28; in 2018, MY 34) have been observed globally by satellite

instrumentation, allowing characterisation of their evolution and impacts on a new level

[Kass et al., 2020]. Figure 1.1 illustrates the visible difference in atmospheric opacities in

the periods leading up to and during the MY 25 GDS that encircles much of the planet.

Enhanced dust loading in the atmosphere is known to have substantial influence on the

atmospheric circulation. Dust aerosol suspended in the atmosphere absorbs and scatters

incoming shortwave radiation, heating both the suspended dust itself and the atmosphere

around it [Kahre et al., 2017]. This can impact the circulation even far from regions of

4Martian Years last 669.6 sols or approximately two Earth years (687 days). By somewhat arbitrary
convention, MY 1 begins at northern spring equinox on April 11th, 1955 [Clancy et al., 2000].

5Shown in Figure 1.1.
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Figure 1.1: Satellite observation of a dust storm on Mars. A GDS encircles Mars
in 2001, as captured by the MOC aboard MGS. Left panel shows a relatively non-dusty
period before the storm, and right panel shows the planet at the height of the GDS. Credits:
NASA/JPL-Caltech/Malin Space Sciences Systems.

elevated dust loading: for example, it has been shown that increased aerosol heating rates

in the southern midlatitudes can strengthen the northern polar jet during northern winter

[Guzewich et al., 2016]. Although local dust storms may occur throughout the year, the

dust season occurs during southern spring and summer (Ls = 180−360◦)6 and the largest

regional and global dust storms occur during this period [Smith, 2004, and references

therein]. Archetypes of regional dust storms have been defined: "A" storms start early in

the season (at Ls = 205−240◦) and last for 15−40◦. "B" storms tend to occur over southern

summer solstice (starting Ls = 245−260◦ and lasting 5−20◦). Finally, "C" storms develop

in late southern summer (Ls = 305−320◦) and have a duration of 3−15◦. The different

6Areocentric solar longitude (Ls, degrees) is used to describe the position of Mars in its orbit around the
Sun; Ls = 0◦ defines the northern spring equinox [e.g. Spiga et al., 2018].
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storm types have different characteristics: "A" and "C" storms typically cover much of the

Southern Hemisphere (SH) and will often have a NH temperature response, and "B" storms

will generally occur over the southern polar regions and the atmospheric response will

be confined poleward of the southern midlatitudes [Kass et al., 2016]. Based on available

observations, GDSs are clearly distinct from regional dust events: in dust distribution

(altitude and latitude, and duration), in temperature fields, and in their initiation window

[Kass et al., 2020]. All storms, regional or global, experience interannual variability in

their extent, duration, and intensity.

1.2 Polar vortices

One of the influences that dust loading in the Martian atmosphere can have is its influence

on the winter polar vortex. This feature of the atmospheric circulation, as well as its

response to dust loading, will be discussed in Section 1.2.3.2, following an overview of polar

vortices.

1.2.1 What are polar vortices?

Broadly speaking, a polar vortex may be defined to be a coherent structure of rapidly

rotating flow in the polar region of a planet. This could be circumpolar (flow encircling the

pole), as is the case for Earth’s stratospheric7 polar vortices, or of a smaller horizontal scale,

such as synoptic-scale tropospheric8 polar cyclones. Mitchell et al. [2021] define two types

of polar vortex: the predominantly circumpolar Type I vortex, and the Type II vortex that

is of smaller horizontal scale. Following Mitchell et al. [2021], one mathematical definition

of a polar vortex may be that such a structure should have a value of absolute potential

7The stratosphere is the second layer of Earth’s atmosphere, and extends from ∼ 12km - ∼ 50km in altitude.
The presence of ozone causes a temperature inversion in the stratosphere, wherein temperature rises with
altitude.

8The troposphere is the lowest layer of Earth’s atmosphere, extending to ∼ 12km in altitude. Temperature
decreases with altitude, unlike in the stratosphere.
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vorticity (PV) greater than the polar planetary vorticity [Mitchell et al., 2021]. PV is given

by

(1.1) q = ζa ·∇θ
ρ

,

where ρ is atmospheric density, ζa is absolute vorticity, and ∇θ is the vertical potential

temperature gradient [Vallis, 2017]. PV is expected to be largest at the poles in an atmo-

sphere at rest as this is where absolute vorticity (given by ζa = 2Ω+∇×v, where Ω is

planetary rotation rate and v is the velocity field) is greatest. PV is useful in the study

of polar vortices for several reasons: a) that it is conserved in frictionless, adiabatic flow

and therefore can be used in some analyses as a tracer of the fluid flow; b) that it is an

invertible quantity and we may use it to obtain other dynamical fields of the flow; and c)

that PV gradients provide a restoring force for breaking Rossby waves9 [e.g. Hoskins et al.,

1985; McIntyre and Palmer, 1983; Vallis, 2017; Waugh, 2023]. This restoring mechanism

will be discussed in Section 1.2.2.

1.2.2 Theory and dynamics

This section introduces principles of fluid dynamics that are relevant for the study of polar

vortices.

1.2.2.1 Thermal wind balance

Thermal wind balance arises by assumption of geostrophic balance (an assumption that

the dominant terms of the flow are rotation and pressure) and hydrostatic balance (an

assumption that in the vertical momentum equation, the gravitational and pressure gradi-

ent terms balance). These two assumptions are appropriate for the large-scale circulation

(where horizontal scales of motion are much greater than vertical) of the atmospheres

9Rossby waves are large-scale waves (of a scale at which planetary rotation is important) often generated
by topography and land-sea contrasts that disturb the flow - the background vorticity gradient then propagates
this as a wave.
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of Earth and Mars, away from the equator [see Vallis, 2017, 2.7.4 for a discussion]. In

pressure coordinates, the zonal component of the thermal wind equation is:

(1.2) f
∂ug

∂p
= R

p
∂T
∂y

,

where f = 2Ωsinφ is the Coriolis parameter at latitude φ, ug is the zonal component

of the geostrophic velocity10, R is the specific gas constant, p the pressure, and T the

temperature. The mechanism can be explained by temperature gradients (and therefore

density gradients) inducing larger vertical pressure gradients where the fluid is colder

via the assumption of hydrostasy. There is then a horizontal pressure gradient that, by

geostrophic balance, is accompanied by a vertical shear in the horizontal wind [see Figure

2.6 of Vallis, 2017, Chapter 2]. It can be seen that on a surface of constant pressure, any

change in the temperature gradient (a change in the right-hand-side of Equation 1.2)

must induce a vertical shear in the zonal velocity (as f is constant at a given latitude φ),

thus providing the basic mechanism for the formation of polar vortices in an atmosphere

with a strong equator-to-pole temperature gradient [see Vallis, 2017, Chapter 2, for a full

derivation of the thermal wind equation].

1.2.2.2 Potential vorticity gradients

Sharp PV gradients, which are relevant to the study of polar vortices, act to restore

perturbations. Consider a meridional gradient of PV on an isentropic surface (a surface of

constant potential temperature). Conservation of PV in the absence of frictional or diabatic

effects implies that when a material contour is perturbed north-south in a wavy pattern

(for example, by a Rossby wave), PV is similarly perturbed. This perturbation induces a

velocity field a quarter-wavelength out of phase with the material perturbation, which

propagates the disturbance westward and acts to restore this disturbance. See Hoskins

et al. [1985, Figure 17] for a schematic of this restoring mechanism. The effectiveness of

10The zonal geostrophic velocity is defined by f ug ≡− 1
ρ
∂p
∂y , and represents a balance between rotational

effects and pressure gradient effects.
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the Rossby wave restoring mechanism is weaker at small scales than at large [McIntyre,

1989].

Where PV gradients are small, there may be a mixing region. Mixing regions may be

understood in the context of chaotic advection, which means that there is exponential

divergence of nearby fluid parcel trajectories, with rate given by the Lyapunov exponent

[Pierrehumbert, 1991]. Contours of tracer lengthen exponentially over time, which in-

creases the surface area over which irreversible microscale diffusion can occur: i.e. in such

a region, mixing occurs. Barrier regions however have much slower separation of parcels,

and so contours of tracer do not lengthen exponentially as stretching rates are small and

thus less mixing occurs.

Finally, of relevance to the upward propagation of Rossby waves is the Charney-Drazin

criterion, after Charney and Drazin [1961]. The Charney-Drazin criterion states that

vertical energy propagation in standing waves in an atmosphere of uniform basic zonal

velocity, ū, and temperature can occur when the velocity is positive but smaller than some

modified Rossby critical velocity, U0. In the beta-plane approximation at latitude φ0, U0

can be shown to be given by

(1.3) 0< ū <U0 ≡β
/[

(k2 + l2)+ f 2
0 /4H2N2]

,

where β= (2Ω/a)cosφ0, k and l are the zonal and meridional wavenumbers of the wave,

f0 = 2Ωsinφ0, H the scale height (given by H = RT/g for specific gas constant R and

reference temperature T), and N2 the Brunt-Vaisälä frequency. On Earth, this criterion

then implies that eastward-propagating waves may extend all the way into the stratosphere

if their wavenumber is sufficiently low, but higher wavenumber waves will remain trapped

in the troposphere. At Earth’s NH midlatitudes, this critical velocity is found to be U0 ∼
38 ms−1 [Charney and Drazin, 1961].
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1.2.3 The morphology of polar vortices in the solar system

Polar vortices have been observed or inferred in the atmospheres of all solar system planets

with a substantial atmosphere [e.g. Waugh, 2023]; there is a staggering diversity even

in such a small sample. This raises the possibility of polar vortices that feature as-yet-

unobserved characteristics in the atmospheres of exoplanets (an exoplanet, or extrasolar

planet, is any planet beyond our solar system). To date, over 5000 exoplanet discoveries

have been confirmed [NASA, 2023]; it is possible that many of these have polar vortices in

their atmospheres. These polar vortices (where they exist) are likely to be influenced by a

huge variety of planetary parameters, atmospheric compositions, and stellar insolation.

These vortices are important for understanding the distribution of trace species in the

atmosphere, as they may well form significant transport barriers that induce differences

in the composition of the atmosphere within and outside the vortices [Mitchell et al., 2021].

Within this section, polar vortices that have been observed within the solar system are

discussed, with emphasis on the polar vortices of Earth and Mars. Figure 1.2 illustrates

a vertical cross-section of the winter polar vortices of Venus, Earth, Mars, and Titan. A

strong polar jet is seen in the atmospheres of all four bodies, and on Earth, there is a

distinct transition in the latitude of strongest winds from the troposphere to stratosphere.

1.2.3.1 Earth’s stratospheric polar vortices

The most well-studied polar vortices in our solar system are undoubtedly those in our own

atmosphere, although the term polar vortex has been used to describe several distinct

features [Waugh et al., 2017]. We typically think of Earth’s polar vortices as those in the

stratosphere, which form in the autumn with a decrease in polar heating and strengthen

into the winter. The decrease in polar heating ensures an increase in equator-to-pole

temperature gradient which, by thermal wind balance, induces a stronger westerly flow.

Earth’s winter-time stratospheric polar vortices extend from 10-50km in altitude and to

∼ 60◦N/S in latitude. We may also occasionally refer to the tropospheric polar vortex; these
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Figure 1.2: Vertical cross-section of the winter polar vortex of four solar system
terrestrial bodies. Winter-mean zonal-mean PV (shading) and zonal wind (solid lines),
along with potential temperature surfaces (dashed lines) for a) Venus, b) Earth, c) Mars,
and d) Titan (stratosphere only). In panels (c) and (d), the blue line indicates the latitude
of the maximum PV. Figure created by this author and published in Mitchell et al. [2021,
with details on data sources, scalings, and time averages given therein]. The blue lines
have been added for this thesis, to illustrate the annularity of Mars’s and Titan’s polar
vortices.
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two vortices are distinct (although both lie in the Type I category), with the tropospheric

polar vortex extending much further equatorward (its edge typically lies at 40−50◦N) and

persisting throughout the year [Waugh et al., 2017]. Furthermore, we can also refer to

large-scale polar cyclones that develop in the troposphere that fit the description of a Type

II polar vortex. References to Earth’s polar vortices herein will refer to the more classical

stratospheric polar vortex, although both the tropospheric and stratospheric vortices can

be seen in Figure 1.2 b.

The stratospheric polar vortices exhibit significant hemispheric differences. The Antarc-

tic polar vortex is broader and stronger (in terms of PV and winds) and experiences less

interannual variability than its northern counterpart [Waugh, 2023]. These differences are

primarily forced by hemispheric differences in wave-breaking. Low wavenumber Rossby

waves generated in the troposphere by topography and land-sea contrasts propagate up-

ward into the stratosphere and perturb the vortices. The Charney-Drazin criterion implies

that these disruptions will primarily be wavenumber 1 or 2, as higher wavenumber waves

are filtered out at lower altitudes [Charney and Drazin, 1961]. Thus the tropospheric polar

vortex on Earth is influenced by waves of smaller spatial extent than the stratospheric

[Waugh et al., 2017]. The polar vortex in the NH has a tendency to break down in an event

called a Sudden Stratospheric Warming (SSW), forced by such wave-breaking. Although

exact definitions of SSWs vary, broadly speaking an SSW is defined to be minor when

the polar temperature gradient reverses and major when there is also a reversal in the

zonal-mean zonal wind at 10 hPa and 60◦N [Butler et al., 2017]. An SSW can take the

form of either a vortex displacement, a split (whereby the parent vortex splits into two

smaller child vortices), or some combination of the two. Downward connections between

the stratosphere and troposphere mean that these SSWs can have significant impacts on

surface weather [e.g. Domeisen et al., 2020; Kidston et al., 2015; Mitchell et al., 2013].

The SH polar vortex may also undergo SSWs, albeit much less frequently due to less

wave-breaking - the most recent major SSW in the SH occurred in 2002 [Shen et al., 2020].

13



CHAPTER 1. INTRODUCTION

Despite these hemispheric differences in variability, the stratospheric polar vortices

on Earth are both monopolar, meaning that they have a maximum in PV at the pole.

Following the discussion surrounding Equation (1.1), this is generally as is expected as

absolute vorticity reaches its maximum at the pole. However, observations suggest that

the mesospheric polar PV does not always follow this same pattern [e.g. Manney et al.,

2008] which may be caused by a polar warm anomaly at these higher altitudes [Harvey

et al., 2009]. In the stratosphere, these regions of high PV are surrounded by a midlatitude

surf zone, where PV and PV gradients are much smaller than at the equatorward vortex

boundary. Indeed, studies have used the location of the steepest PV gradients to locate the

edge of the vortex [Nash et al., 1996].

1.2.3.2 The Martian polar vortices

The polar vortices on Mars may be the next most well-studied after Earth, thanks to

decades of successful orbital and lander missions that began with the Mariner 9 orbiter

in 1971 and the Viking Landers in 1976. Mars’s atmosphere, while sharing some similar-

ities with Earth’s, does not feature a stratosphere: Mars’s polar vortices are an entirely

tropospheric feature, but extend from low levels up to ∼ 80km in altitude. At ∼ 10 Pa/50km

(approximately the altitude of the vortex core), the strongest winds lie at 60◦N/S (see

Figure 1.2 c). Early modelling studies of the Martian atmosphere predicted strong circum-

polar winds and the potential for rapid polar warmings that may be analogous in some

ways to SSWs on Earth [Leovy and Mintz, 1969; Schneider, 1983; Wilson, 1997]; these

findings have been confirmed by observational studies [Conrath, 1981; Martin and Kieffer,

1979; McCleese et al., 2008; McDunn et al., 2013] and [James et al., 2017, and references

therein].

The Martian polar vortices have been studied through numerical modelling since the

late 1960s, with both modelling and observations playing an important role at this time

[Conrath, 1981; French and Gierasch, 1979; Pirraglia, 1975]. The Mintz-Arakawa two-level
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model adapted for Mars displayed strong winter-time zonal winds at high latitudes [Leovy

and Mintz, 1969], an early indication that Mars’s atmosphere may host a polar vortex.

More recent models have also identified significant polar vortices in the atmosphere of

Mars, and have studied their morphology and variability, for example the full global climate

models (GCMs11) of Guzewich et al. [2016]; Toigo et al. [2017], along with the shallow

water studies of Scott et al. [2020]; Seviour et al. [2017]. The polar vortices have also

been studied in datasets called reanalyses: these are created by assimilating spacecraft

observations into a GCM. This form of dataset is useful in the sense that it provides a

physically-consistent estimate of the state of an atmosphere at a given time that is also

spatially and temporally evenly-gridded. There are currently three reanalyses of Mars’s

atmosphere12, between them covering the period Ls = 103◦ in MY 24 - present, assimilating

observations of temperature, dust, water vapour, and ozone into the underlying models.

However, due to a gap in observational time periods between Mars Global Surveyor (MGS)

and Mars Reconnaissance Orbiter (MRO), there is a temporal range (Ls = 81◦ MY 27 -

Ls = 111◦ MY 28) in which no observations are assimilated. Studies have investigated

multiple features of the atmospheric circulation on Mars using these reanalyses, notably

using the MACDA dataset to compare polar vortices on Mars and Earth [Mitchell et al.,

2014], and comparing the vortices across MACDA and EMARS [Waugh et al., 2016]. Recent

studies have also investigated the influence of the equinoctial MY 34 GDS on both northern

and southern vortex in the OpenMARS reanalysis [Streeter et al., 2021]. Both MACDA

and EMARS agree quantitatively on polar vortex structure, and see patchy PV on short

timescales with an elliptical PV structure on longer timescales [Waugh et al., 2016].

Unlike Earth’s polar vortices, observations, reanalyses, and free-running models have

11May also refer to a General Circulation Model. Within this thesis, global climate model will be used, as
this is the more common term for models of Mars’s atmosphere. A brief introduction into their use is given
later in Section 1.5.1.

12The Mars Analysis Correction Data Assimilation [MACDA; Montabone et al., 2014], the Ensemble Mars
Atmosphere Reanalysis System [EMARS; Greybush et al., 2012], and the Open access to Mars Assimilated
Remote Soundings [OpenMARS; Holmes et al., 2020].
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all revealed Mars’s polar vortices to be annular in terms of their PV structure, meaning

that there is a ring of high PV surrounding a polar minimum in both hemispheres [Banfield

et al., 2004; Barnes and Haberle, 1996; Mitchell et al., 2014; Waugh et al., 2016]. This can

be seen in reanalysis data in Figure 1.2 c. This surprising result has inspired research into

the question of the stability of Mars’s polar vortices and their persistence, along with the

potential causes of their annular structure. Typically, a ring of high PV is understood to

be barotropically unstable: waves on either interface of the strip of high PV propagate in

opposite directions (due to the opposing PV gradients on either side), interacting with each

other and leading to linear instability [Dritschel and Polvani, 1992; Hoskins et al., 1985].

This wave propagation is illustrated in Figure 1.3, where an annulus of high PV (shaded)

is disturbed. The persistence of this unstable state on Mars suggests that there may exist

an external restoring force that maintains the annulus [Mitchell et al., 2014]. One factor

that influences the polar atmosphere of Mars, and could contribute to the maintenance

of the annulus, is the condensation of CO2. Significantly, at the winter poles of Mars it

reaches temperatures cold enough for this atmospheric CO2 to condense to snow. During

this phase change process, latent heat is released and warms the polar atmosphere, which

could provide the restoring force for the annulus by a destruction of PV. This destruction

occurs via the diabatic change in temperature with the release of latent heat, which causes

a reduction in the vertical potential temperature gradient and reduces PV according to

Equation 1.1. Indeed, in full GCM simulations, it has been shown that a representation of

latent heat release can be sufficient to produce and maintain an annulus of PV [Toigo et al.,

2017]. This forcing has also been studied in the more idealised rotating shallow-water

equations, where an annular PV structure was maintained with a relevant combination

of topographic and radiative forcing [Seviour et al., 2017]. CO2 deposition has also been

shown to contribute to the PV ‘patchiness’ of the vortex on short timescales [Rostami et al.,

2018] that was previously identified in reanalyses [Waugh et al., 2016]. Other processes

may influence the annular morphology: research has also linked Hadley Cell downwelling
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Figure 1.3: Barotropic instability. A schematic of the barotropic instability associated
with a strip of high potential vorticity (shaded regions). Panel a) shows the undisturbed
strip on the sphere and in planar geometry. Panel b) shows disturbances propagating
longitudinally in opposite directions due to the opposing potential vorticity gradients
on either side of the strip. Circular arrows indicate the direction of propagation of the
disturbance.

with the maintenance of the annulus, which will be discussed in Section 1.3.

Somewhat analogous to Earth’s SSWs, Mars’s northern polar vortex can also be dis-

rupted by an event called a Transient Polar Warming (TPW). During a TPW, the upper

polar atmosphere of Mars can warm by several tens of degrees Kelvin on a short timescale,

producing a reversed equator-to-pole temperature gradient and potentially disrupting the

polar vortex for a period of a few tens of sols [Guzewich et al., 2016; McDunn et al., 2013].

These TPWs are influenced by large aerosol heating rates in the southern midlatitudes

[Guzewich et al., 2016], which occur during times of particularly high atmospheric dust
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Figure 1.4: Maps of the global topography of Mars. The projections are Mercator to 70°
latitude and stereographic at the poles with the south pole at left and north pole at right.
Figure from Smith et al. [1999, Figure 2]. Note in particular the low northern topography
with prominent intrusion by the Tharsis province at 220◦E to 300◦E.

loading. TPWs can occur throughout the winter, often in response to the occurrence of a

GDS, which can strengthen the overturning circulation and push its descending branch

poleward and thus cause warming in the polar upper atmosphere [Guzewich et al., 2016].

Due to the seasonality of the dust loading on Mars, typically large or global dust storms

occur during northern autumn and winter, and much smaller dust loading during southern
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winter precludes the occurrence of such an event at this time [Kahre et al., 2017, and

references therein]. Interannual variability in the northern winter polar vortex tends

to be much greater than in the southern as a result. However, increased dust loading

can also lead to changes in the SH vortex: during the MY 34 GDS (a southern spring

equinoctial storm) [developing prior to the window for "A" type regional dust events, Kass

et al., 2020], dust was shown to induce more longitudinally-symmetric transport around

both the northern and southern poles [Streeter et al., 2021]. There are further hemispheric

differences that lead to differences in polar vortex morphology, notably topography and

the timing of perihelion. Figure 1.4 shows topographical data obtained from the Mars

Orbiter Laser Altimeter [MOLA Smith et al., 1999]: the significant protrusion of higher

altitudes into the northern lowlands is the Tharsis province. The topography in the NH of

Mars, which is significantly lower than in the southern, may influence the polar vortex

morphology by topographically-induced wavenumber 2 planetary waves [Nayvelt et al.,

1997] and is thought to induce on average an elliptical shape in PV [Mitchell et al., 2014;

Streeter et al., 2021].

1.2.3.3 Further diversity of polar vortices

Beyond Earth and Mars, there have been sufficient observations of other planetary bodies

in our solar system to either observe or infer the presence of polar vortices in their

atmospheres. Two further examples of terrestrial planetary bodies that exhibit polar

vortices are Venus, the second planet from our Sun and the first with an atmosphere, and

Titan, the largest moon of Saturn. Figure 1.2 a and 1.2 d show the polar vortices of these

two planetary bodies. Venus is a slowly rotating planet and its atmosphere experiences

a strong greenhouse effect, with average temperatures of 700 K, as well as atmospheric

superrotation. It has two features that have both been identified as a polar vortex in

the literature: a hemispheric-scale midlatitude wind pattern and a tropical cyclone-like

structure at each pole - given Venus’s very low obliquity, both features exist in both
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Figure 1.5: The diversity of polar vortices across the solar system. Observations of
polar vortices or features resembling them on Venus, Earth, Mars, Titan, Jupiter, Saturn,
Uranus, and Neptune. Figure is from Mitchell et al. [2021, Figure 3], and details of
individual images are given therein.

hemispheres year-round [Sánchez-Lavega et al., 2017]. The polar vortices of Venus are also

shown in ultraviolet in Figure 1.5 from observations.

Recent work using Cassini observations has also inferred the presence of an annular

polar vortex in Titan’s stratosphere [Achterberg et al., 2008; Sharkey et al., 2021]. Titan’s

polar vortex extends to substantially lower latitudes than the vortices on Earth or Mars

(in northern winter, there is a circumpolar jet located around 30−50◦N) [Achterberg et al.,

2008; Flasar et al., 2005] and acts as a significant barrier to the mixing of chemical species

[Teanby et al., 2008]. The mixing barrier at 60◦N leads to a significantly more enriched

polar atmosphere than the atmosphere at lower latitudes, and the chemical composition of

the polar atmosphere suggests that conditions are suitable for photochemical processes to

occur in the isolated polar air. Titan’s southern polar region is shown in Figure 1.5 in false

colour.
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Thinking beyond the rocky planets, the gas giants of our solar system exhibit fascinat-

ing polar vortices unlike any seen on terrestrial bodies. Indeed, Jupiter’s polar vortices,

unobserved until recently, form a stunning array around a central vortex at each pole.

Near-infrared images from Juno reveal the northern polar vortex is surrounded by eight

circumpolar cyclones (Type II vortices), and the southern by five [Adriani et al., 2018].

An example infrared image of Jupiter’s northern polar vortex is shown in Figure 1.5. The

polar stratosphere of Saturn has Type I polar vortices that extend to ∼ 75◦N/S: Cassini

observations reveal that in the NH, the vortex exhibits a hexagonal boundary similar

to Saturn’s tropospheric wave that is believed to be a Rossby wave [Allison et al., 1990;

Fletcher et al., 2018]. The Saturnian stratospheric polar vortices are believed to be stronger

in the summer hemisphere, with a warm polar collar, due to solar absorption by high-

altitude stratospheric aerosols [Fletcher et al., 2008]. Saturn’s northern polar region is

shown in the visible in Figure 1.5.

Finally, despite the relatively fewer observations of Uranus and Neptune that are

available, data from the Voyager flybys as well as ground-based observations suggest

that these two planets also feature a single polar cyclone [Brueshaber et al., 2019, and

references therein]. Near-infrared images of Uranus and Neptune from Keck II are shown

in Figure 1.5.

The diverse display of observed vortices (in terms of their morphology, scale, and per-

sistence) naturally leads to the question of the relative importance of different processes

on each planet and how polar vortex features are determined by these processes. Recent

reviews of polar vortices in planetary atmospheres [Mitchell et al., 2021; Waugh, 2023]

discuss the dynamics involved in the formation, maintenance, and disruptions of these

coherent structures. Ranging from perhaps the simplest representation of vortices (vortex

patches) to their representation in full GCMs, numerical models and laboratory exper-

iments have been used for many years to understand more about their behaviour [see

Mitchell et al., 2021, and references therein, for a comprehensive introduction into the
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modelling of polar vortices].

It is useful to consider the roles of both planetary parameters and external forcings

when discussing factors that influence polar vortex behaviour. Considering first the role

of planetary parameters, for gas giant planets it is the planetary Burger number (Bu =
(Ld/a)2, where Ld is the Rossby deformation radius13 of a planet, and a its radius) that

primarily controls the dynamical regime of the polar vortex [Brueshaber et al., 2019;

O’Neill et al., 2015].

By considering meridional vorticity gradients generated by both planetary rotation and

the existence of a polar cyclone, Gavriel and Kaspi [2021] identified two equilibrium points

in the atmosphere of Jupiter that a coherent cyclone forming at lower latitudes may reach,

one of which is stable and lies at approximately 84◦N/S; this latitude is in approximate

agreement with the location of Jupiter’s observed circumpolar array of cyclones. Zonal

stability arguments were similarly able to predict the number of cyclones present at each of

Jupiter’s poles. Despite the similarities between Jupiter and Saturn, the analysis of Gavriel

and Kaspi [2021] did not identify any equilibrium for the poles of Saturn, consistent with

there being no observed array of cyclones and suggesting that the polar vortices of these

two planets may be largely controlled by the barotropic dynamics.

Despite the identification of certain key parameters that may allow some form of

polar vortex classification, the cause of many of the differences noted between planetary

polar vortices is not known [Mitchell et al., 2021]. Highly planet-specific external forcings,

including planetary characteristics such as topography, or the presence of atmospheric con-

stituents such as specific aerosols or gases, could be the cause of some such differences. For

example, a key feature that influences Earth’s vortex variability is topography. Topography

and land-sea contrasts on Earth may induce upward propagating planetary waves that

break and influence polar vortex variability, particularly in the NH [Waugh et al., 2017].

13Ld is given by Ld =√
gH / f , for a typical scale height H and gravity g, and is the scale at which rotation

effects become important.
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Topographical wave forcing is also thought to influence the northern Martian polar vortex,

inducing an elliptical polar vortex on average by propagation of wavenumber-2 waves from

the large topographical variations [Mitchell et al., 2014]. Atmospheric aerosols may also

play important roles in polar vortex morphology, for example with dust on Mars causing

large interannual variability [Guzewich et al., 2016]. On Earth, the presence of increased

chlorofluorocarbons in the stratosphere is well understood to have induced stratospheric

ozone depletion, leading to the phenomenon of the ozone hole in the Antarctic [e.g. Farman

et al., 1985; Solomon, 1990].

1.2.4 Polar vortices as barriers to transport

It is known that the polar vortices on Earth act as an efficient barrier to quasi-horizontal

(isentropic) transport, although not necessarily to the overturning Brewer-Dobson circula-

tion (tropospheric air rising into the stratosphere in the tropics, moving poleward before

descent in the mid-high latitudes) [e.g. Juckes and McIntyre, 1987; McIntyre, 1995; Pierce

and Fairlie, 1993]. This has implications for the distribution of heat and chemical species

throughout the atmosphere [e.g. Schoeberl and Hartmann, 1991], notably in the formation

of the Antarctic ozone hole.

On Earth, the polar vortex boundary is characterised by sharp PV gradients that

inhibit inward mixing of heat and constituents and thus the vortex has a tendency to act

as an isolated air mass (via the processes outlined in Section 1.2.2) [Juckes and McIntyre,

1987]. However, high PV air from within the vortex may be mixed into the lower latitude

surf zone in a process known as filamentation, which occurs at small-scales, since the PV

gradient restoring mechanism is less effective at these scales. Intrusion of material into

the vortex is much less common due to an asymmetry in the structure of the strain in

the flow, wherein perturbations on the vortex edge feel a strong strain on their outer edge

but little-to-no equivalent on their inward side [Juckes and McIntyre, 1987; Polvani and

Plumb, 1992]. On short timescales (of up to approximately one week), PV can be used as a
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tracer to demonstrate this filamentation and wave breaking at the edge of the stratospheric

polar vortices on Earth [e.g. McIntyre and Palmer, 1983]. Rossby waves may also induce

mixing (or chaotic advection) in the polar vortex surf zone, an important process for the

distribution of chemical species in the atmosphere.

On Earth, the more stable SH polar vortex forms a stronger mixing barrier that

isolates cold polar air, leading to significant destruction of ozone in the SH [Schoeberl

and Hartmann, 1991]. Planetary wave activity is greater in the NH, which induces more

horizontal mixing and thus ensures less isolated air than in the SH [Pierrehumbert, 1991].

A similar and related process may occur at the poles of other planets: for example, CO2

can condense out of the cold polar air at the poles of Mars and form seasonal CO2 ice caps.

This process releases latent heat and creates a complex and distinct picture from that of

Earth’s isolated Antarctic air. Saturn’s moon Titan is also known to have tracer-enriched

air at its poles which may enhance radiative cooling there [Teanby et al., 2017].

One method used to quantify the differences in mixing between the surf zone and

at the polar vortex boundary is to consider contour length via the area-based diagnostic

effective diffusivity [Nakamura, 1996]. This is a geometric method of understanding mixing,

whereby the equivalent length of a contour of constant tracer is calculated. Equivalent

length is large where the flow’s geometric structure is complex; as mixing regions have

large stretching rates and produce complex flow geometry, one expects large equivalent

length (and hence effective diffusivity) in such a region [Haynes and Shuckburgh, 2000a].

Studies have considered mixing in the stratosphere using effective diffusivity across the

mid to high latitudes and on multiple vertical levels [e.g. Abalos et al., 2016; Haynes

and Shuckburgh, 2000a,b]. Using effective diffusivity reconfirms the result that Earth’s

stratospheric polar vortices form a region of isolated air over the pole, with relatively

frequent filamentation into the lower latitude regions with small meridional PV gradients.

This method has not been used to study isentropic mixing in planetary atmospheres, and

the existence of opposing PV gradients inside the annulus on Mars suggests that mixing
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may look qualitatively different in the Martian polar regions compared to on Earth.

1.3 The Hadley Cell and jets

Another feature of the atmospheric circulation on Earth that is important for meridional

transport is the Hadley circulation. In Earth’s upper troposphere, the subtropical jet (STJ)

forms at the poleward edge of the Hadley Cell (HC) via conservation of angular momentum.

On Mars, the circumpolar jet (i.e. the winds of the polar vortex) may be thought of as the

equivalent jet, as it is inextricably linked to the Hadley circulation and forms via the same

mechanisms.

1.3.1 What is the Hadley circulation?

On Earth, the HC is a thermally direct tropospheric circulation with warm ascending

motion over the equator and cool descending motion at around 30◦N/S. It is responsible

for the transport of heat and momentum poleward [e.g. Lu et al., 2007]. In a steady

axisymmetric flow with Newtonian cooling to a radiative equilibrium temperature14,

parcels of air are lifted near the equator (where maximum heating is assumed) and

transported poleward via the presence of an equator-to-pole temperature gradient in an

angular momentum conserving flow. In order to conserve angular momentum, they begin

to gain eastward velocity as they move to higher latitudes, and lose heat as they do so

by thermal wind balance (Equation 1.2). At around 30◦N/S, the air parcels sink and then

return equatorward at low-levels. One can derive a prediction for this latitude of descent

via conservation of angular momentum and an assumption of thermal wind balance [Held

and Hou, 1980, hereafter HH80]. Even in this axisymmetric theory, at the upper poleward

edge of the HC, a large temperature gradient induces a maximum in the westerly flow: the

14Radiative equilibrium temperature is the hypothetical, three-dimensional, temperature field that the
atmosphere would obtain if there were no atmospheric or oceanic motion, given the composition and radiative
properties of the atmosphere and surface [Vallis, 2017, Chapter 14].
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Figure 1.6: The overturning circulation on Earth and Mars. A schematic of the
overturning circulation in Earth’s troposphere and stratosphere during equinox (a) and
Northern Hemisphere winter (b). The overturning circulation in Mars’s troposphere during
equinox (c) and Northern Hemisphere winter (d). Overturning circulation cells (red arrows)
are labelled, and in b), d) winter-time jets are shown (black hatched ellipses).

STJ. Further detail about the formation of the HC and the STJ is given below in Section

1.3.2.

Figure 1.6 shows a schematic of the overturning circulation of both Earth (a, b; showing

tropospheric and stratospheric circulations) and Mars (c, d). The tropospheric winter-time

overturning circulation on Mars shares similarities with both the stratospheric Brewer-

Dobson circulation and the tropospheric HC on Earth [Mitchell et al., 2014]. At equinox,

the Hadley circulation on both planets is similar in its morphology, with rising air over

the equator, but the circulation diverges away from this time period. This is due to the

much smaller thermal inertia on Mars (due to its lack of oceans), which enables the rising

26



1.3. THE HADLEY CELL AND JETS

branch to drift further poleward than it does on Earth. On Mars, the polar vortex is

inextricably linked to the Hadley circulation, which extends much further poleward than

its counterpart on Earth. The extent and the strength of the Martian Hadley circulation

experience significant internal and interannual variability, and changes in its extent

induce significant changes in the polar middle atmosphere. One cannot consider mixing

and transport into the polar regions without considering the Hadley circulation. Indeed,

HC downwelling on Mars may be partially responsible for the maintenance of the annular

polar vortex [Scott et al., 2020].

This leads to the question of the Hadley circulation on more Earth-like planets, and

whether changes in planetary parameters affect the relationships we see with atmospheric

jets, which can be induced by the Hadley circulation. In particular, it is known that on

Earth the edge of the winter HC extends further poleward with decreasing rotation rate

via a reduction in eddy scale that increases the equator-to-pole temperature gradient

[Guendelman and Kaspi, 2019; Singh, 2019; Walker and Schneider, 2006]. Similarly,

increasing obliquity also extends the HC [e.g. Guendelman and Kaspi, 2018; Lindzen and

Hou, 1988; Walker and Schneider, 2006]. However, its dynamical relationship with the

STJ and the lower-level eddy-driven jet (EDJ), both in terms of their relative locations and

their covariability, has not been thoroughly explored across changes in these parameter

values.

1.3.2 Theory

There exist many models of varying complexity that represent the Hadley circulation. Its

initial proposition came in 1735 by George Hadley, who supposed that differential heating

caused air to rise at the equator, move poleward and lose heat, gaining sufficient density to

thereby sink once again [Hadley, 1735]. This argument has since been revised, and theory

and numerical models have been developed that aid understanding of this circulation and

can predict the latitude or strength of the HC for a given flow. One such theoretical model
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is the axisymmetric inviscid model of HH80, which considers the primitive equations on a

hemisphere confined by a surface below and a rigid lid above, and forced by a radiative

heating. The flow is near angular momentum-conserving and predicts the width of the cell

based on gravity, imposed height of the cell, equator-to-pole temperature gradient, and

planetary rotation rate and radius.

Theoretical and modelling studies have calculated or identified theoretical and empiri-

cal scaling laws for the width of the HC dependent on various planetary parameters. For

example, in the HH80 model (with equatorially-centred heating), it can be shown that the

extent of the HC scales like:

(1.4) φHC ∼
(
R
∆h

θ0

)1/2
,

where R = gHt/(Ω2a2), Ht is the imposed height scale of the HC, θ0 a global-mean potential

temperature, ∆h the equator-to-pole temperature gradient, Ω the rotation rate, and a the

planetary radius [Held and Hou, 1980]. This model was subsequently extended to include

off-equatorial heating by Lindzen and Hou [1988], who found a stronger and wider cell with

heating centred off-equator (for example, with φHC ∼ 35◦ when maximal heating occurred

at 6◦ off-equator compared to φHC ∼ 23◦ when centred at the equator).

In reality, the circulation on Earth (and other planets) is not axisymmetric. Midlatitude

eddies can have an impact on the width and strength of the HC: in both dry and moist

atmospheres, there is good correlation between the HC edge and the latitude at which

eddies deepen and reach the upper troposphere [Davis and Birner, 2019, and references

therein]. Rotation rate and radius influence the width of the HC via eddy momentum fluxes,

and HC strength increases with latitude of off-equatorial heating in the eddy-permitting

model also [Walker and Schneider, 2006]. Returning to the axisymmetric model, one may

sketch an argument that as the wind shear increases in the poleward-moving upper branch

of the cell, the flow will become baroclinically unstable15 at some latitude, which will indeed

15Consider a pair of Rossby waves propagating one above the other. In the Earth’s atmosphere, we could
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induce eddy activity [Vallis, 2017, Chapter 14]. In the Earth’s atmosphere, baroclinic eddies

are most active in the midlatitudes, and convergence of their westerly momentum flux

drives a westerly jet there [Lee and Kim, 2003]. This jet (the EDJ) may also be referred

to as the polar front or polar jet, and is in fact the same jet that is sometimes referred

to as the tropospheric polar vortex [see Maher et al., 2019a; Manney et al., 2022, for an

explanation of why the tropospheric polar vortex may sometimes however be referring to

the STJ]. Earth’s STJ and EDJ are often distinct and are fundamentally driven by different

processes, but may at times be colocated as these processes interact with and impact each

other [e.g. Davis and Birner, 2019]. Both have been used as metrics for tropical width,

along with the edge of the HC [e.g. Adam et al., 2018; Waugh et al., 2018], so understanding

their dynamical relationships is crucial to predicting future changes.

1.3.3 Hadley Cell morphology on Earth and Mars

1.3.3.1 On Earth

The HC on Earth extends to around 30◦N/S on average, and approximately 15km vertically,

and is important for the poleward transport of heat and moisture. The latitudinal extent

of the HC varies seasonally and hemispherically, with one study of multiple reanalyses

showing that the HC extends to 28◦–38◦S in the SH and to 25◦–44◦N in the NH throughout

its seasonal cycle [Nguyen et al., 2013]. The edge of the tropics, located at the descending

branch of the HC, are typically a region of low precipitation due to the dry descending

motion at this point. Observations and reanalyses, as well as future modelling, show that

the HC is expanding (and is expected to continue to do so) under increasing greenhouse gas

forcing [e.g. Archer and Caldeira, 2008; Davis and Rosenlof, 2012; Grise and Davis, 2020]

take one such wave near the surface and one close to the tropopause, for example during NH winter: in this
scenario, there is a negative equator-to-pole temperature gradient in the lower troposphere and a positive
equator-to-pole PV gradient at the upper level. The negative low-level temperature gradient induces a vertical
wind shear by thermal wind balance, which is enhanced by the temperature anomalies of the perturbation.
This vertical shear means that the induced velocity fields of the two waves may overlap, and if this is the case
one finds that they act to keep each other in step (phase-locking), and make each other grow [Section 6 of
Hoskins et al., 1985, describes this mechanism in more detail].
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which has significant implications for populations living at these latitudes, for example by

shifting precipitation patterns [Seager et al., 2007].

1.3.3.2 On Mars

On Mars, the HC extends substantially further poleward than on Earth. Typically, it

features one large cross-equatorial cell, with ascending motion in the summer hemisphere

midlatitudes and descending in the winter high latitudes (although around the equinoxes

the circulation is briefly symmetric about the equator). The ascending and descending

branches of the circulation typically lie between 30−60◦N/S [Leovy, 2001]. In SH winter,

the extent and strength of the circulation is somewhat smaller, likely due to topographic

differences and dust seasonality. Indeed, GCM simulations varying timing of perihelion

and meridional topographic asymmetries indicate that the stronger NH winter cell is

primarily topographically driven [Richardson and Wilson, 2002], suggesting an inherent

handedness to the system that has been present throughout recent Martian climate history.

Within the cell, angular momentum is approximately conserved, leading to much of the

Martian atmosphere being angular momentum-conserving given the extent of the solsticial

overturning circulation [Waugh et al., 2016]. In both an axisymmetric model and full eddy-

permitting shallow-water simulations, HC downwelling has been linked to the annular

morphology of the northern Martian polar vortex, although an additional latent heating

was also required to maintain a polar minimum in PV [Scott et al., 2020].

A terrestrial analogue for the seasonal changes in overturning circulation on Mars

is the stratospheric circulation on Earth (the Brewer-Dobson circulation) [Barnes et al.,

2017], in the sense that this circulation extends further poleward than Earth’s tropospheric

HCs and is generally dominated by one cross-equatorial cell that has rising motion in the

summer hemisphere and descending in the winter. Thus in two senses, one may think of

analogies between Earth’s stratosphere and Mars’s troposphere: in the context of their

polar vortices and their Hadley circulation.
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1.4 Aims of thesis

This thesis aims to illustrate how idealised model hierarchies may be employed to better

understand features of large-scale circulation in planetary atmospheres. Its primary goal

is to better understand the processes and morphology of the Martian polar vortices, as

well as how they could have influenced transport into the polar regions over a range of

past orbital configurations, which is especially relevant for the formation of the polar

layered deposits. The scope of this research is then broadened further to investigate the

relationships between the HC, STJ, and EDJ, which are explored via an examination of

Earth-like exoplanets across a range of planetary parameters and model complexities.

The primary questions this thesis aims to answer are the following:

1. What are the key processes influencing the morphology and variability of the north-

ern Martian polar vortex?

2. Do the Martian polar vortices act as barriers to quasi-horizontal mixing, similar to

the stratospheric polar vortices on Earth?

3. If so, how has horizontal mixing across the polar regions changed throughout the

planet’s history, and in particular what are the influences of obliquity and global

dust abundance?

4. Are there hemispheric differences in these responses?

5. How do planetary parameters affect the relationships between zonal jets (particularly

the STJ and EDJ) and the edge of the HC in the atmosphere of an Earth-like

exoplanet?

6. How do these relationships depend on model complexity?
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1.5 Methodological choices

In this section, I give an overview of the broad methodology employed in this thesis, placing

it in the context of other recent work. More specific descriptions of, for instance, simulations

and data analysed, are given in the respective results chapters.

To answer the above questions, the idealised GCM framework called Isca is employed

throughout this thesis. Isca is highly flexible [Vallis et al., 2018], and allows its user to make

an assortment of modelling choices, which makes the modelling of a variety of planetary

atmospheres a relatively simple task. Furthermore, the ability to make these choices allows

the user to construct a range of individual models with varying levels of complexity; it

is thus possible to test the robustness of results to a range of modelling choices entirely

within the Isca framework. A description of multiple planetary configurations of varying

complexities is given in Thomson and Vallis [2019b]. To analyse the atmosphere of Mars,

the previous version of Isca-Mars (described in Thomson and Vallis [2019b]) is developed in

Chapter 2 to better represent the present-day atmosphere: new process additions include

a dust scheme and a representation of latent heat release during CO2 condensation. The

newly-developed Isca-Mars is further compared with reanalysis datasets of recent years in

the observational record to validate the model. A passive tracer is initialised in Isca-Mars

in order to investigate mixing over a range of obliquities in Chapter 3. Finally, Isca is

also used to investigate the jets and overturning circulation in a simple representation of

Earth’s atmosphere, as well as to perform a parameter sweep over obliquity and rotation

rate in this framework (Chapter 4). Individual chapters give further details on the relevant

configurations of Isca used therein.

1.5.1 Overview of global climate modelling

A GCM solves fluid equations of motion on a rotating sphere. Starting from the full Navier-

Stokes equations, various simplifications can be made such that these are often reduced to
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the primitive equations. Typically the sphere is subdivided into latitudinal, longitudinal

and vertical gridboxes in which these equations are solved simultaneously. The dynamical

core of the Isca framework is a spectral core from the GFDL that discretises in spectral

space rather than physical [Vallis et al., 2018]. The higher the model resolution (i.e. the

greater the number of gridboxes), the more computationally expensive this process will

be, although changing model resolution can influence model output in certain scenarios

[see Toigo et al., 2012, for a study of the impacts of altering horizontal resolution in

a Mars GCM (MGCM)]. The particular equations solved and the boundary conditions

imposed vary depending on the modelling and complexity desired for a given scenario.

For example, relatively simple models could prescribe radiative-convective equilibrium

temperature profiles and impose relaxation to these [the benchmark model of Held and

Suarez, 1994, is one such example]. Depending on the model complexity, representations of

oceanic processes in a full Earth GCM may include atmosphere-ocean coupling, prescribed

sea-surface temperatures or a slab ocean. Other physical processes in the atmosphere,

cryosphere, ocean, and land may be represented or parameterised.

Adapting GCMs that were developed primarily to understand Earth’s atmosphere in

order to understand the atmospheres of other planets is interesting for a variety of reasons.

1. First and foremost, the use of these models in exploring the dynamics of planetary

atmospheres is interesting in and of itself: planetary atmospheres feature inherently

alien circulation patterns that are not seen in the atmosphere of Earth. Understand-

ing how these form is fascinating.

2. Secondly, simulating such diverse atmospheres allows model users to test the ro-

bustness of their models. Such tests are important as models ought to be robust to

changing parameters in a number of scenarios, for example for future predictions of

climate change or for paleoclimate studies.

3. Thirdly, GCM simulations complement the observations we have available. Indeed,
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Figure 1.7: A schematic showing how model complexity varies for a selection
of relevant numerical simulations of the atmosphere of both Earth and Mars.
Relevant citations are shown in orange, the chapters of this thesis in yellow, and a brief
summary of the model type in green. Model complexity increases from left to right, and
Martian models are shown above the x-axis, Earth models below. Configurations of Isca
are given in Thomson and Vallis [2019b]. The models shown do not form an exhaustive list.

model simulations allowed scientists to predict the behaviour of the Martian at-

mosphere before observations were readily available, and predictions were then

confirmed by observations once possible. Additionally, there exist very few direct

observations of wind fields from the atmosphere of Mars, yet the use of GCMs allows

the generation of such fields in a physically consistent manner.

4. Planetary GCMs can also further understanding of Earth’s atmosphere, either by

comparison with similar atmospheres, or by performing parameter sweeps over

planetary parameters to contextualise the atmospheric dynamics of Earth in a

broader space.

Figure 1.7 shows a selection of relevant models that have been used in the study of
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either Earth’s or Mars’s atmosphere (with a focus on models that have been used to explore

the Martian polar vortices). Models mentioned range from axisymmetric shallow-water

equation (SWE) treatment of the Martian northern polar vortex [Scott et al., 2020] on the

left through to full Coupled Model Intercomparison Project 6 (CMIP6) models that describe

Earth’s atmosphere under a range of forcing scenarios [Eyring et al., 2016] on the right.

This schematic illustrates how a variety of model complexities and domains may be used to

simulate either a specific circulation feature or a full atmosphere, and that models initially

developed to simulate the atmosphere of Earth have been readily adapted to Mars. For

example, a version of the Met Office’s Unified Model (UM) that has been recently adapted

to model Mars’s atmosphere for the first time is described in McCulloch et al. [2023]. All

models mentioned can be and have been used to draw conclusions about the dynamical

behaviour of an atmosphere, and there are many further configurations and complexities

that are useful to modellers that are not mentioned here. Although this schematic implies

a linear progression in model complexity, this is not entirely accurate. Models can have

variations in complexity across different components. For example, one model may have

a more complex radiation scheme but less complex representation of the ocean than an

alternative model. This linear framework is thus not necessarily the most realistic way to

conceptualise model hierarchies, although it remains illustrative. The model configurations

employed within this thesis sit within the intermediate complexity range, such that all

simulations are stratified (i.e. not single layer) but do not aim to model the atmospheres of

Earth or Mars as accurately as possible by including the most complex representations of

as many features as possible. They bridge the gap between theory and more complex GCMs,

thus allowing the user to gain physical insights by isolating the more fundamental physics

under investigation without muddying the waters with more complex processes. Such

models are also often more computationally efficient than more complex GCMs, meaning

that they are useful in parameter sweep studies in which many simulations must be run.
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1.5.2 The use of parameter sweeps

A relatively simple way to adapt a GCM beyond Earth would be to incrementally and

systematically increase/decrease planetary parameters, including rotation rate, obliquity,

eccentricity, or insolation, in a process known as a parameter sweep. Changing some of

these parameters, such as obliquity and eccentricity, influences the amount and distribution

of incoming solar radiation that reaches a planet’s atmosphere. Previous studies have

explored climate and atmospheric circulation on Earth-like or gas giant exoplanets over

a range of planetary parameters and atmospheric compositions. Parameter sweeps have

also previously been used to investigate planetary atmospheres (including both Earth and

Mars), as described below.

1.5.2.1 Contextualising Earth’s circulation

Varying planetary parameters from an Earth-like base case is a useful way to contextualise

the circulation seen in Earth’s atmosphere. Previous modelling studies have investigated

features of the Hadley circulation over a range of planetary parameters, such as width,

location of ascending and descending branches, and strength [Guendelman and Kaspi,

2018, 2019, 2020; Hill et al., 2019; Kaspi and Showman, 2015; Lewis et al., 2021]. By

varying orbital period (and hence rotation rate), simulations of tidally-locked exoplanetary

atmospheres have investigated potential stratospheric circulation patterns and found

that a standing tropical Rossby wave can induce equatorial superrotation and suppress

equator-to-pole transport in the stratosphere (with this effect being strongest on planets

with shortest orbital periods) [Carone et al., 2017]. Other studies focus more on a planet’s

habitability, for which the Hadley circulation may be important due to its role in heat

distribution [e.g. Kopparapu et al., 2017, 2016; Linsenmeier et al., 2015]. Polar vortices

have also recently been investigated across a range of obliquities, rotation rates, and

orbital periods. Despite modelling assumptions made that do not necessarily reflect a given

planet’s atmosphere, similar behaviours were identified in model simulations to those

36



1.6. THESIS STRUCTURE

observed in solar system terrestrial bodies, suggesting that some fundamental dynamical

processes are linked to these parameters. This same study also identified polar vortex

regimes that have no counterpart in our solar system [Guendelman et al., 2022].

1.5.2.2 Understanding Martian climate history

Adaptation of GCMs and theory in order to study other planets has a long history: the

very first attempt at modelling the atmosphere of Mars came from Leovy and Mintz

[1969], with a suite of studies following [Haberle et al., 2003; Hollingsworth and Barnes,

1996; Lewis, 2003; Nayvelt et al., 1997; Pollack et al., 1979; Richardson and Wilson, 2002;

Schneider, 1983; Wilson, 1997]. Mars GCM (MGCM) parameter sweeps have also been

undertaken to understand changes in past climate: Mars’s orbital parameters have varied

significantly more than Earth’s in its history, which will likely have had significant impacts

on atmospheric circulation: understanding these remains an open question in Mars science

[e.g. Smith et al., 2020; Toigo et al., 2020; Toon et al., 1980]. Due to the large range of

eccentricities Mars has experienced, as well as the complications of the timing of perihelion,

studies have preferred to focus on obliquity variations, although there have been some

considerations of illustrative eccentricity values (typically current eccentricity, γ= 0.093,

or no eccentricity, γ= 0). Nevertheless, obliquity turns out to have the more significant

impact on atmospheric circulation as it affects solar insolation distribution to a greater

degree [e.g. Haberle et al., 2003].

1.6 Thesis structure

This thesis contains three individual research chapters, each of which aims to use an

idealised GCM approach to understand a particular feature of the dynamics in a plan-

etary atmosphere. Two of these three chapters have been submitted for publication in

the American Astronomical Society’s Planetary Science Journal, one of which has been
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published.

• Chapter 2 - Ball et al. [2021] titled The roles of latent heating and dust in the

structure and variability of the northern Martian polar vortex is published in the

Planetary Science Journal. This chapter investigates the northern polar vortex on

Mars and three key factors that influence its morphology and variability. This is

achieved by developing an idealised GCM, as well as by comparing the model outputs

to reanalysis datasets.

• Chapter 3 titled The importance of isentropic mixing in the formation of the Martian

polar layered deposits has been submitted for publication in the Planetary Science

Journal. This chapter considers hemispheric differences in transport and mixing

in the polar regions of Mars over a range of different orbital configurations and

atmospheric dust abundances.

• Chapter 4 titled The coupling between the Hadley cell and zonal jets across plane-

tary parameters has been written as an article suitable for publication in a scientific

journal, but has not yet been submitted. This chapter investigates the relationships

between the Hadley circulation, subtropical and eddy-driven jets in Earth-like exo-

planets across a range of obliquities and rotation rates in a highly idealised model.

Initially, the results are considered in a dry model, before the influence of moisture

is discussed.

• Chapter 5 summarises and discusses the results of this thesis, and proposes possible

future avenues of investigation.
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2
THE ROLES OF LATENT HEATING AND DUST IN THE STRUCTURE

AND VARIABILITY OF THE NORTHERN MARTIAN POLAR VORTEX

This chapter sets the scene for the investigation into the dynamics of large-scale features

of atmospheric circulation on other planets. The northern polar vortex of Mars makes an

ideal base case from which to start, given its fascinating dynamics and the comparative

abundance of observations available.

Driving mechanisms of the Martian polar vortices remain poorly understood, in particu-

lar the influence of latent heat release and dust on their morphology and variability. Due to

the inherently biased nature of the Martian climate system (that is to say, its fundamental

handedness due to topography and timing of perihelion), the northern wintertime polar

vortex is investigated herein. To study the drivers of the polar vortex, a ‘process-attribution’

experiment is performed, whereby three features are systematically turned on or off in

order to understand their individual and combined influences.

This chapter aims to understand these driving mechanisms, and how they influence

both the vortex’s morphology, its internal variability, and its interannual variability. The

vortex response to the MY 28 Global Dust Storm is examined. Model simulations are
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compared to reanalyses, and an investigation into inter- and intra-reanalysis differences is

undertaken.

The content of this chapter has been published as an article titled ‘The roles of latent

heating and dust in the structure and variability of the northern Martian polar vortex’

in the The Planetary Science Journal [Ball et al., 2021]. The material here is essentially

identical to that in the published paper, except that the figures and tables have been

renumbered and re-captioned to be consistent with the other chapters. The supplementary

materials have been placed in Appendix A of this thesis.

Author contributions: the authors of this paper variously contributed to the work, with

E.R.B. performing the simulations, analysing the results, and writing the draft of the

manuscript. D.M.M. and W.J.M.S. assisted in the design of the investigation and provided

guidance throughout. S.I.T. provided invaluable help with model development, in particular

with suggestions for the latent heating scheme, and G.K.V. provided helpful discussion

throughout. All authors contributed to the proofreading and editing of the manuscript.

2.1 Abstract

The winter polar vortices on Mars are annular in their potential vorticity (PV) structure,

a phenomenon identified in observations, reanalysis and some numerical simulations.

Some recent modelling studies have proposed that condensation of atmospheric carbon

dioxide at the winter pole is a contributing factor to maintaining the annulus through

the release of latent heat. Dust and topographic forcing are also known to be causes of

internal and interannual variability in the polar vortices. However, coupling between these

factors remains uncertain, and previous studies of their impact on vortex structure and

variability have been largely limited to a single Martian global climate model (MGCM).

Here, by further developing a new MGCM, we decompose the relative roles of latent

heat, topography, and dust as drivers for the variability and structure of the northern
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Martian polar vortex. Additionally, we analyse a reanalysis dataset, finding that there are

significant differences in vortex morphology and variability according to the spacecraft

instrument used for the data assimilation. In both model and reanalysis, high atmospheric

dust loading (such as that seen during a global dust storm) can disrupt the vortex, cause

the destruction of PV in the low-mid altitudes (> 0.1 hPa), and significantly reduce spatial

and temporal vortex variability. Through our simulations, we find that the combination of

dust and topography primarily drives the eddy activity throughout the Martian year, and

that although latent heat release can produce an annular vortex, it has a relatively minor

effect on vortex variability.

2.2 Introduction

Of all the planets in the solar system and beyond, Mars’s atmosphere is the best-observed

besides Earth and so is one of the best suited for study and comparison with Earth’s. On

both planets, there are regions of strong mid-high latitude zonal winds in the winter hemi-

sphere, known as the polar vortices. Whilst Mars’s tropospheric and Earth’s stratospheric

polar vortices are comparable in their latitudinal extent (the Martian polar vortices extend

to around 70◦ N/S and Earth’s to around 60◦ N/S), the Martian winter tropospheric polar

vortices have been shown to be annular in nature. The annulus (which may be thought

of as a ring of high PV enclosed between opposing PV gradients) has a local minimum in

Ertel’s potential vorticity (PV) near the pole [Mitchell et al., 2014]. This contrasts with the

polar vortices on Earth, where PV increases monotonically towards each pole - although

an annular structure has been found in the mesosphere [Harvey et al., 2009]. The annular

nature of the Martian polar vortices is likely to affect meridional gas and aerosol mixing,

along with vertical wave propagation [Toigo et al., 2017]. In general, air in the polar low

altitudes is some of the ‘oldest’ (i.e. most isolated) in Mars’s atmosphere, but it has been

proposed recently that the annulus of PV at the solstice reduces the age of air in the polar
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low altitudes through increased mixing with mid-latitude air [Waugh et al., 2019]. Mars’s

polar vortices have been found to extend through the troposphere, decrease in area with

height, and retain the same orientation in the vertical [Mitchell et al., 2014]. Unlike on

Earth, zonal winds are maximal equatorward of the maximum PV gradient [e.g. Seviour

et al., 2017].

Given that a ring of high PV is barotropically unstable [Dritschel and Polvani, 1992],

the persistence of the annular polar vortices on Mars in observations, reanalyses and

simulations [e.g. Banfield et al., 2004; Barnes and Haberle, 1996; Waugh et al., 2016]

suggests that there must exist some restoring force that maintains the annulus [Mitchell

et al., 2014]. Multiple processes have been identified and shown to maintain and stabilise

the annular vortex, including diabatic heating by the descending branch of the Hadley

circulation [Scott et al., 2020]. Recent modelling using a single-layer shallow water model

with a representation of carbon dioxide (CO2) condensation showed that Mars’s short

radiative timescale may be responsible for stabilising the annulus [Seviour et al., 2017].

The main constituent of the Martian atmosphere is CO2, which makes up approximately

∼95% of the atmosphere by volume. CO2 is present in gaseous form and as CO2 ice clouds.

In polar regions during the winter seasons, temperatures can fall below the pressure-

dependent sublimation point of CO2 (around 149 K), leading atmospheric CO2 to condense

and form a layer of CO2 ice on top of the permanent polar ice caps. Latent heat is released

into the atmosphere during the phase change from gaseous to solid CO2 and this can

increase temperatures in the polar lower altitudes by up to 10 K [Toigo et al., 2017].

This means that Mars’s atmosphere has a non-dilute condensible component, unlike

Earth, whose primary condensible component is water vapour, which reaches a molar

concentration of up to a few percent. Toigo et al. [2017] showed that in a comprehensive

Mars Global Climate Model (MGCM), an annular polar vortex is maintained if the release

of latent heat from CO2 condensation is well-represented in the model and that without

this forcing, a monopolar vortex (i.e. PV increasing monotonically to the pole) forms.
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Rostami et al. [2018] found that while the annulus is smooth on a time scale of multiple

sols (Martian days), the patches of high PV observed when viewing the vortex at a single

moment time are likely caused by the inhomogeneous deposition of CO2.

Global dust storms (GDSs) remain a major influence on Martian atmospheric dynam-

ics, including the polar vortices. They provide a major source of interannual variability,

and one that is not yet fully understood, given the relatively few years of observations.

Historically, GDSs appear to dominate the Martian atmosphere approximately once every

three southern summers (northern winters) [Shirley, 2015]; there have been only 3 GDSs

since Martian Year (MY) 24, occurring in MY 25, MY 28 and most recently in MY 34.1

Understanding of the drivers of GDSs remains incomplete, although recent work suggests

the influence of solar system dynamics [Shirley, 2015] and orbit-spin coupling [Shirley

et al., 2020]. Regional and global dust storms may partially or fully disrupt the winter polar

vortex in what is termed a ‘rapid polar warming’ event, when temperatures rise rapidly

within the vortex, apparently a response to increased dust aerosol heating enhancing the

meridional circulation [Guzewich et al., 2016; Mitchell et al., 2014]. The most recent GDS,

occurring in MY 34, is thought to have expanded from an initial equatorial regional storm

which created a zonal temperature gradient and hence increased winds, creating a positive

feedback [Bertrand et al., 2020]. The impact of the MY 34 GDS has been shown to be

different in the north and south polar vortices, an effect likely influenced by the timing of

the storm, which occurred when the southern polar vortex was decaying [Streeter et al.,

2021]. The southern polar vortex weakened significantly, while the northern polar vortex

remained a robust transport barrier.

In MY 28, a GDS developed at around Ls ∼ 265◦, shortly before the northern winter

solstice. Dust concentrations were elevated (with dust opacity larger than 1) primarily in

1Martian years are numbered according to Clancy et al. [2000], where MY 1 begins at the northern
spring equinox (Ls = 0◦) on April 11th, 1955. Each Martian year is roughly the length of two Earth years,
and midwinter in the northern hemisphere is at Ls = 270◦. Thanks to a recent increase in the number of
satellites orbiting Mars, there has been almost continuous observation of the Martian atmosphere since 1999,
corresponding to Ls ∼ 104◦, MY 24.

43



CHAPTER 2. THE ROLES OF LATENT HEATING AND DUST IN THE STRUCTURE
AND VARIABILITY OF THE NORTHERN MARTIAN POLAR VORTEX

the midlatitudes, but reached up to 40◦N [Wolkenberg et al., 2020]. The impact of these

recent dust storms on the polar vortices has not yet been fully explored, although Guzewich

et al. [2016] investigated the impacts of different timings and magnitudes of GDS.

Along with atmospheric dust loading, Martian topography may also play a role in

the morphology of the polar vortices. The southern hemisphere is dominated strongly by

wavenumber 1 waves, but in the northern hemisphere eddies show a wavenumber 2 pattern

[Hollingsworth and Barnes, 1996], likely influenced by the hemispheric topographical

asymmetries. It is also thought that the northern polar vortex has an elliptical shape

on average in part due to topographically-forced zonal wavenumber 2 waves [Mitchell

et al., 2014; Rostami et al., 2018]. Indeed, recent work has shown that the suppression of

wavenumber 2 stationary waves during the MY 34 GDS corresponded to the reduction of the

ellipticity of the northern polar vortex [Streeter et al., 2021]. In both winter hemispheres,

there is a ‘solsticial pause’ in the amplitude of low-altitude transient waves. Studies have

attributed this in part to topographic zonal asymmetry [Lewis et al., 2016; Mulholland

et al., 2016].

It is not yet fully understood how the Martian polar vortices are influenced by the in-

terplay of topography, latent heating and dust loading. Work by Guzewich et al. [2016] and

Toigo et al. [2017] investigates how dust and latent heat release each separately influence

the polar vortices in modelling studies but there has not yet been any study investigating

the combined effects. In this paper, we investigate the transience and variability of the

northern Martian polar vortex through the use of a reanalysis dataset and idealised simu-

lations from a newly-developed Martian configuration of the flexible modelling framework

Isca [Thomson and Vallis, 2019b; Vallis et al., 2018]. We focus here on the northern polar

vortex due to previous work suggesting that the northern hemisphere exhibits a stronger

solsticial pause [Lewis et al., 2016], and due to the findings of Guzewich et al. [2016], who

note that the northern vortex is more heavily influenced by dust loading than the southern

vortex. In their simulations, the southern vortex is found to be reasonably invariant to
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southern winter dust loading.

Thanks to prolonged observations of the Martian atmosphere, there is sufficient data

available to create a Martian reanalysis dataset spanning several MY, of which there are

currently 3 available [Greybush et al., 2019; Holmes et al., 2020; Montabone et al., 2014].

A reanalysis dataset assimilates observations into a general circulation model to provide

a three-dimensional, gridded estimate of the atmospheric state, including variables that

cannot be directly measured. We use the newly-developed Open access to Mars Assimilated

Remote Soundings (OpenMARS) reanalysis product [Holmes et al., 2020] to investigate

features of the northern Martian polar vortex. Previous studies of Martian polar vortices

in reanalyses have focused particularly on MY 24-27 [Mitchell et al., 2014; Waugh et al.,

2016]. We are particularly interested here in the impacts of the MY 28 GDS, as this is the

only solsticial GDS in the reanalysis period and provides an exciting opportunity to study

the effect of dust on the northern polar vortex during this time. GDSs primarily occur

between Ls ∼ 200−340◦ [Kass et al., 2016], leading to there being no equivalent southern

winter solsticial GDS during the reanalysis period.

We aim to understand the mechanisms that drive the northern Martian polar vortex.

We identify significant features of the vortex in OpenMARS and explore these using the

flexible modelling framework Isca. Using Isca, we perform an attribution-type study on

the polar vortex - with topography, latent heating and dust the parameters to be changed

systematically. The rest of the paper is outlined as follows: Section 2.3 introduces the

quantities that we will use to investigate the vortex, the reanalysis products currently

available and describes the model used in this study. From there, we discuss the northern

polar vortex as seen in the reanalysis and in our simulations in Section 2.4. We present

results describing the climatological state of the polar vortex and interannual variability

in Section 2.4.1, and the sub-seasonal variability in Section 2.4.2. Finally, we summarise

the study in Section 2.5.
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2.3 Methods

2.3.1 Potential vorticity

Potential vorticity (PV) is a dynamically important quantity, the product of absolute

vorticity and the gradient of potential temperature, that is particularly useful in the study

of polar vortices. In general, PV is materially conserved provided frictional and diabatic

processes vanish. In this paper, we use an approximation to the true PV, valid to a good

approximation in a hydrostatic atmosphere, namely

(2.1) q(θ, t)=−g( f +ζp)
∂θ

∂p
,

where q is PV, g is Martian gravitational acceleration (3.72 m s−2), f is the Coriolis

parameter, θ is potential temperature, ζp is the vertical component of relative vorticity

evaluated on a pressure surface, and p is pressure [Hoskins et al., 1985; Read et al., 2007].

PV is calculated from winds and temperature as a function of pressure in the reanalysis

and model, then linearly interpolated to isentropic surfaces for our analysis. To remove

the large vertical variation of PV in the atmosphere, we then use a common scaling of PV

devised by Lait [1994]. To be consistent with Waugh et al. [2016], the exact scaling chosen

is

(2.2) qs(θ, t)= q×
(
θ

θ0

)−(1+cp/R)
,

with θ0 = 200 K an arbitrary reference potential temperature and cp/R = 4.0 the ratio of

specific heat at constant pressure to the specific gas constant of Martian air.2 A common

way to express PV in Earth’s atmosphere is by using potential vorticity units (PVU). Here,

we present PV in ‘Martian potential vorticity units’ (MPVU), where 1 MPVU = 100 PVU =
10−4 K m2 kg−1 s−1, adopting the convention used in Streeter et al. [2021].

2The code used for calculation of PV, and all other analysis in this paper, is available in Ball [2021].
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2.3.2 Reanalyses

Currently, three reanalysis datasets are available for the Martian atmosphere. These

are the Mars Analysis Correction Data Assimilation (MACDA) [Montabone et al., 2014],

the Ensemble Mars Atmosphere Reanalysis System (EMARS) [Greybush et al., 2019],

and the OpenMARS [Holmes et al., 2020] datasets. We primarily use OpenMARS within

this work. OpenMARS assimilates observations of thermal profiles, water ice and dust

opacities, ozone and water vapour column abundance into the UK-LMD MGCM to produce

a gridded estimate of Martian weather spanning MY 24-32. Full details of the profiles

assimilated into OpenMARS and the underlying MGCM may be found in Holmes et al.

[2020], although we briefly discuss relevant details here. The OpenMARS dataset can

be broadly separated into two distinct periods based on the retrieval instruments used.

In the era MY 24-27, temperature retrievals assimilated in to the model are from the

Thermal Emission Spectrometer (TES) aboard Mars Global Surveyor (MGS). TES nadir

retrievals provide coverage of temperature up to around 40 km in altitude but have largest

uncertainties at the lowest altitudes due to possible errors in estimating surface pressure.

Systematic errors in temperature retrievals peak over the winter polar regions due to cold

surface temperatures and there is a lack of coverage of column dust optical depth (CDOD)

retrievals at winter high latitudes. Due to cold surface temperatures on the night-side of

the planet, only day-side dust retrievals are assimilated. In MY 28-32, retrievals are from

Mars Climate Sounder (MCS) aboard Mars Reconnaissance Orbiter. MCS temperature

profiles have greater vertical resolution than TES (5 km rather than 10 km) and cover up

to approximately 85 km in altitude [Holmes et al., 2020]. Conversely to TES, temperature

retrieval errors are lowest in the lower atmosphere for MCS. There are an increased

number of MCS profiles at the end of MY 28, in an effort to observe the atmosphere during

the MY 28 GDS. Finally, although estimates of CDOD from MCS observations have the

possibility of errors due to the extrapolation down to the surface, retrievals are possible

during both daytime and nighttime polar winter. It is worth noting that there is no overlap
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in the TES and MCS temperature retrievals, so there is no reanalysis data available for

the northern hemisphere winter of MY 27.

OpenMARS may be seen as the ‘updated version’ of the MACDA dataset (the details

of which are described in Montabone et al. [2014]), which spans MY 24-27 (assimilating

TES thermal profiles as in OpenMARS) and is based on an older version of the same

MGCM. OpenMARS in the TES period differs from MACDA in that the underlying model

has been updated - for example, MACDA uses an analytical dust distribution whereas in

OpenMARS dust is freely transported, then scaled to match observed dust distributions,

and OpenMARS now includes a thermal plume model. A detailed description of MACDA

and a discussion of how the products differ may be found in Holmes et al. [2020]; Montabone

et al. [2014], respectively.

The final reanalysis dataset available is EMARS, which spans MY 24-34. Full details

of the reanalysis may be found in Greybush et al. [2019] and its precursor Greybush et al.

[2012]. EMARS is a 16-member ensemble reanalysis which uses the Geophysical Fluid Dy-

namics Laboratory MGCM along with assimilation of retrievals from TES and MCS for the

periods described above. Dust is controlled by three radiatively active tracers. Temperature

retrievals that fall significantly below the pressure dependent CO2 condensation point,

Tc, are modified to match the condensation temperature, and when temperatures within

the model are projected to be below Tc, gaseous CO2 is removed from the atmosphere

and placed on the surface as CO2 snow. In contrast, for OpenMARS, when temperature

retrievals fall significantly below Tc, these are simply filtered out before assimilation into

the model.

We here present results using the OpenMARS dataset, although we do verify any

results that we find in OpenMARS against EMARS and find broadly similar results. Where

there are any notable differences, we include supplementary figures showing the results in

EMARS and discuss these differences.
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2.3.3 Model

In addition to the OpenMARS reanalysis dataset, we use an idealised climate model to

investigate the role of different physical processes in shaping polar vortex structure and

variability. We make use of Isca, an idealised modelling framework developed with flexibil-

ity in mind, first described in Vallis et al. [2018]. One significant advantage of Isca, which

we exploit here, is the relative ease of including or excluding different physical processes

within model configurations. Here we include a brief description of the Isca representation

of the Martian atmosphere we build upon in this work: additional details can be found in

Section 4 of Thomson and Vallis [2019b] (our simplest ‘control’ configuration is identical

to the configuration described in their Section 4.3). Isca uses a spectral, primitive equa-

tion dynamical core in spherical co-ordinates along with the multi-band, comprehensive

SOCRATES radiation scheme [Manners et al., 2017; Thomson and Vallis, 2019a]. The

spectral files used were originally created for the ROCKE-3D model [Way et al., 2017],

and have been adapted to include dust aerosol as described below. We use a T42 spectral

resolution (corresponding to a 64 x 128 (∼ 2.8◦ x 2.8◦) spatial grid), and 25 vertical sigma

levels reaching approximately 0.05 Pa. We use topography from the Mars Orbiter Laser

Altimeter (MOLA) measurements aboard MGS [Smith et al., 1999].

To investigate the potential dynamical and thermal impacts on the northern Martian

polar vortex, we have additionally developed and implemented3 an idealised dust scheme

and representation of latent heating due to the condensation of CO2, described below.

These were identified to be the primary missing processes in the representation of Mars’s

atmosphere within the Thomson-Vallis configuration of Isca-Mars, and, as shown below,

are fundamental in attaining a reasonable representation of the polar vortices in the model.

We do not include any representation of radiatively active ice clouds, which have been

shown to significantly influence temperatures and atmospheric circulation in MGCMs

[Madeleine et al., 2012].

3This configuration of Isca is currently available here: https://doi.org/10.5281/zenodo.4627264
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2.3.3.1 Representation of latent heating from carbon dioxide condensation

For this work, we have developed a simple representation of the latent heat released from

CO2 condensation as this has been proposed to play a crucial role in driving the annular

polar vortex in MGCMs [Toigo et al., 2017]. The latent heat release from CO2 condensation

in Isca does not involve any CO2 phase changes, but a simple prescribed temperature

tendency once the condensation point of CO2 is reached. Following Lewis [2003] and Way

et al. [2017], the condensation point of CO2, Tc, is derived from an approximate solution to

the Clausius-Clapeyron relation, namely

(2.3) Tc = 149.2+6.48loge

(
1
p0

p
)
,

where p is model pressure in Pascals and Tc is in Kelvin. 1/p0 = 0.00135 is derived from

reference pressure p0. Condensation and sublimation of CO2 within OpenMARS is also

calculated according to this relation [Holmes et al., 2020]. When temperature projected

by the model, T∗, falls below Tc, model temperature T is set to Tc, as in Forget et al.

[1998]. The difference Tc −T∗ is used to calculate the amount of latent heat that would be

released, by estimating the mass of CO2 that would condense according to this temperature

difference.

We have not yet implemented within Isca any representation of the mass loss itself

that occurs when CO2 condenses. Although this can be a significant amount — up to 30%

of the mass of the atmosphere can be lost over the course of a Martian winter [Tillman,

1988] — it has been shown previously that the dynamical effect of the pressure changes

caused by the mass loss has less impact on the structure of the northern Martian polar

vortex than the latent heat release associated with the CO2 condensation [Waugh et al.,

2019]. As we represent dust using an analytical profile rather than as a tracer, there is

no opportunity for dust particles to act as condensation nuclei for CO2 ice, a process that

allows more atmospheric CO2 to condense in a dusty atmosphere [Gooding, 1986]. There is

also no representation of CO2 sublimation from surface ice into the atmosphere. In this
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regard, our choice not to update the pressure where CO2 condensation occurs makes sense

in that otherwise eventually the atmospheric mass would disappear if we did consider the

mass lost.

2.3.3.2 Dust scheme

Dust is known to be an important feature in many Martian atmospheric processes. We

choose a simple representation of dust - prescribing an analytical latitudinal and vertical

profile that has been used in several MGCMs without explicitly modelling dust lifting

processes.

The effective radius and variance of dust particles are given by reff = 1.5µm and

νeff = 0.3µm respectively, consistent with simulation 2 of Madeleine et al. [2011]. The

size distribution of the dust particles follows a modified-gamma profile and the spatial

distribution of dust radiative properties is uniform. The parameters of the modified-gamma

distribution are determined by the values of reff and νeff, according to Hansen and Travis

[1974]. The refractive indices of dust have been chosen according to Wolff et al. [2006].

Scattering properties are then calculated using a Mie scattering algorithm. Although

dust particles have been noted to be cylindrical with diameter-to-length ratio 1.0 [see, for

example, Wolff et al., 2009], here our choice of the SOCRATES radiation scheme means

that they must be modelled as spherical. However, the approximation does not introduce

systematic effects above the 5% level in radiance [Wolff et al., 2006], and is computationally

much more efficient.

Zonally-averaged infrared absorption CDOD normalised to the reference pressure of

610 Pa product is input and converted to a surface mass mixing ratio by the SOCRATES

interface within the model. The vertical and latitudinal distribution of dust in the model

then follows the modified Conrath-ν profile described in Montmessin et al. [2004]. The

top of the dust layer is given by zmax (km), dependent on solar longitude Ls (degrees) and

latitude φ (degrees), calculated as
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zmax(Ls,φ)= 60+18sin(Ls −158)

−(32+18sin(Ls−158))sin4φ−8sin(Ls −158)sin5φ.

(2.4)

From this, the dust mass mixing ratio a is calculated using the following expression:

(2.5) a = a0 exp

{
ν

[
1−max

{( pre f

p

)70 km/zmax

,1

}]}
,

where a0 is a constant mass mixing ratio at pressure p0, determined by dust opacity

at the surface [see Conrath, 1975; Pollack et al., 1979, for details], which is scaled to

produce realistic model temperatures and winds. pre f is the reference pressure 700 Pa.

The Conrath-ν profile allows well-mixed dust in the lower atmosphere, with exponentially

decreasing concentrations of dust at higher altitudes and has been used in many MGCMs,

such as Guzewich et al. [2016]; Madeleine et al. [2011]; Montmessin et al. [2004]. However,

recent work showing the evidence of detached dust layers suggests this profile might not be

as appropriate as once thought, particularly in the tropics [Heavens et al., 2014]. We choose

however to use it here both for its simplicity, ease of adaptation, and for comparability

with other models. Since dust is determined by an analytical expression within the model

and is not lifted from the surface into the atmosphere, there is no capacity for spontaneous

generation of dust storms. However the flexibility to choose an analytical distribution

within the model allows the user to investigate the impact of a high dust loading in an

area of their choosing. All dust distributions underlying the simulations in this study are

zonally symmetric, although Isca presents the user with the option of a full latitudinally-

and longitudinally-varying dust distribution.

2.3.3.3 Dust Scenarios

We present results from simulations from Isca with various dust scenarios. The model

uses the Mars Climate Database (MCD) [Forget et al., 1999; Millour et al., 2018] dust
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year climatologies [Montabone et al., 2015, 2020] to form simulations that isolate the

role of interannual dust variability, the years of which may be compared directly to the

years available in OpenMARS. Details of the dust cycle used in the MCD are described in

Madeleine et al. [2011]. These dust products inform the surface dust mass mixing ratio, a0,

and all years of simulations then follow the Conrath-ν vertical profile (Equation 2.5). These

‘yearly’ simulations all include representations of dust, latent heat release, and topography

as we are interested in the influence of dust in each MY in our most realistic simulations.

We also use the MCD standard dust scenario, which is built by averaging the kriged

yearly climatologies MY 24-31 (excluding the GDS events of MY 25 and MY 28) [Montabone

et al., 2015], to investigate how latent heat release, dust, and topography influence the

polar vortex in a suite of process-attribution simulations. Using this climatological dust

product allows us to simulate our best guess of a Martian year with ‘typical’ dust loading.

The evolution of surface and vertical dust mass mixing ratio is shown in Figure 2.1 for

the process-attribution dust simulations. An explicit list of the simulations performed, the

processes turned on, and dust products used in each can be found in Table 2.1.

Each simulation was run for 4 Martian years and results shown are the average of the

three final years (ensemble members) of each simulation. The first year was discarded,

as this is found sufficient to reach an equilibrated state from rest. The exception is MY

28, which was run for 10 years to fully investigate the internal variability during the

GDS caused by different initial conditions. Given the short radiative timescales on Mars,

and the lack of freely moving dust or CO2 microphysics, there is little ensemble spread

in general. Figure 2.1 shows the evolution of surface and equatorial vertical dust mass

mixing ratio throughout the ‘climatological year’, illustrating the peak in dust loading

around the northern winter solstice. The vertical profile is informed by the Conrath-ν

profile. Absorption CDOD normalised to 610 Pa for individual years can be seen in Figure

21 of Montabone et al. [2015], illustrating dust loading across individual Martian years.

Figure 2.1 also illustrates a proxy for the amount of latent heat released over the course
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Figure 2.1: Model dust and latent heating profiles in a climatological year. Evo-
lution of (a) surface and (b) vertical equatorial dust mass mixing ratios (mmr) for the
‘climatological’ dust product over the course of a Martian year. Temperature below conden-
sation point (details in text) in the ‘Latent Heat and Dust (Topography)’ simulation (c) on
the 2 hPa surface and (d) at 85◦ N.

of a Martian year during the ‘Latent Heat and Dust (Topography)’ simulation including

dust, topography and latent heat release. The proxy for latent heat release shows where

temperature T∗ falls below the pressure-dependent condensation point of CO2, as defined

in Equation 2.3. We see that latent heat release occurs throughout northern winter, up to

∼ 0.1 hPa.

2.4 Results

2.4.1 Polar vortex mean state and interannual variability

We will initially discuss the structure of the mean-state winter (averaged over Ls = 270−
300◦) polar vortex. Figure 2.2 shows the vertical cross-section of zonal-mean PV over each
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winter of OpenMARS data. PV has been scaled according to Lait [1994] to remove vertical

variation due to exponentially decreasing pressure with altitude (see Section 2.3.1 for

details). It can be seen that the maximum in PV (blue contour) lies away from the pole,

meaning an annular vortex, below ∼ 0.1 hPa, in each Martian year, save MY 28. In MY 28,

the zonal-mean zonal winds are weaker and the maximum in PV lies at the pole.

We also note that there appears to be a systematic difference in the vertical structure

of the PV cross-section in the different periods of OpenMARS. The TES period (MY 24-27,

Figure 2.2a-c) shows a very strong vortex core, confined roughly below 0.1 hPa, whereas

the MCS period (MY 28-32, Figure 2.2d-h) displays a stronger vortex at higher altitudes.

EMARS also displays this high PV at high altitudes in the MCS period (not shown). Since

MCS temperature retrievals reach approximately 80 km (∼ 0.05 hPa) in altitude, compared

with TES retrievals at ∼40km (∼ 3 hPa), this would reinforce the finding of Waugh et al.

[2016] that differences between MACDA (noting that MACDA is only available for the

TES period, and shows a very similar structure to OpenMARS TES) and EMARS vortex

structure above 0.1 hPa are largely due to differences in the underlying models, and the

reanalyses below 0.1 hPa are controlled by the assimilated data. We also note that the

observations assimilated in the MCS era lead to a stronger jet core which extends to higher

altitudes, with zonal-mean zonal winds exceeding 150 ms−1 reaching well into the upper

atmosphere (< 0.01 hPa).

Figure 2.3 shows winter Lait-scaled PV and zonal winds in OpenMARS on the 300 K

isentropic surface. The annular, elliptical vortex is visible in all years, save in MY 28

(Figure 2.3d). In MY 28, we also observe reduced zonal wind speeds (by up to 40 ms−1) and

the destruction of the polar vortex in the winter period. The GDS of MY 25 (Figure 2.3b),

which ended at around Ls ∼ 245◦, appears not to have had this effect. Given the relatively

short radiative relaxation time scales on Mars (∼0.5-2 sols) [Eckermann et al., 2011], this

is perhaps not surprising. Indeed, an average over the period Ls = 235−245◦ equivalent to

Figure 2.3 shows that, during this period, the polar vortex in MY 25 was greatly weakened,
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Figure 2.2: Vertical cross-section of the northern polar vortex in OpenMARS.
Winter-mean zonal-mean Lait-scaled potential vorticity (shading) and zonal-mean zonal
wind (solid black contours) for each Martian winter in the OpenMARS reanalysis dataset.
Note that the winter of MY 27, when there were no TES or MCS temperature retrievals,
is not shown. Dashed contours correspond to the 200, 300, . . . K potential temperature
surfaces and the solid blue contour marks the latitude at which PV takes it maximum
value at each pressure level. The Martian winter solstice falls at Ls = 270◦, and each panel
is averaged over Ls = 270−300◦.

but clearly recovers by the winter solstice (not shown).

In order to understand the structures seen above we sequentially ‘turn on’ certain

processes within Isca, so forming a hierarchy of process-attribution simulations. Figure

2.4 shows that a representation of dust is necessary within the model to achieve the high

zonal winds and temperatures seen in OpenMARS. This is due to the atmospheric heating

caused by the addition of dust aerosol into the atmosphere. Dust within the model enhances

both the jet strength and the polar high altitude warming, a characteristic feature of the

Martian winter atmosphere caused by enhanced poleward meridional transport of warm

air [Guzewich et al., 2016]. Polar temperatures at low altitudes (> 1 hPa) in simulations

that include latent heat release (Figure 2.4c,e) are up to 10 K warmer than those without

(Figure 2.4b,d), consistent with the amount of warming seen in Toigo et al. [2017]. This is

in much better agreement with the temperatures seen in reanalysis (Figure 2.4a). However,

we note that the small area over which CO2 condenses appears insufficient to strongly
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Figure 2.3: Horizontal cross-section of the northern polar vortex in OpenMARS.
Winter-mean (Ls = 270−300◦) north polar stereographic maps of Lait-scaled PV (shading)
and zonal wind (contours) on the 300 K (∼ 0.5 hPa) surface from each winter of OpenMARS
data. The solid blue contour shows the latitude of maximum PV. Dashed latitude lines
correspond to 60◦ N, 70◦ N, and 80◦ N, with each panel bounded at 55◦ N. Dashed longitude
lines start from 0◦E at the bottom of each panel. Note that the elevated topography of
Tharsis province is located between 220−300◦E (not shown).

affect zonal-mean zonal winds, aside from a small weakening in winds.

Figure 2.5 shows winter zonal-mean PV for various Isca configurations, all with topog-

raphy. By observing the solid blue contour in Figure 2.5c,e, it is clear to see that latent

heating in the model does indeed push the maximum in PV away from the pole, particularly

at altitudes between 1-0.1 hPa, compared to simulations that do not include representation

of latent heat release. This suggests that latent heat release at the pole is acting to reduce

PV there, thereby driving the annulus. We also see that dust in the model pushes the

jet core further poleward, reducing the latitudinal extent of the polar vortex, as may be

expected from an enhancement of the mean meridional circulation. Dust also increases
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averaged over 3 ensemble members.

0 25 50 75
latitude ( N)

10.00

1.00

0.10

0.01

pr
es

su
re

 (h
Pa

)

a OpenMARS

0 25 50 75
latitude ( N)

b T

0 25 50 75
latitude ( N)

c LH+T

0 25 50 75
latitude ( N)

d D+T

0 25 50 75
latitude ( N)

e LH+D+T

0 1 2 3 4 5 6 7
Lait-scaled PV (MPVU)

Figure 2.5: Vertical cross-section of the northern polar vortex in OpenMARS.
Winter (Ls = 270−300◦) zonal-mean Lait-scaled potential vorticity (shading) and potential
temperature surfaces (dashed contours, corresponding to 200, 300, . . . K) in the northern
hemisphere for (a) all years of OpenMARS and (b-e) the process-attribution simulations
with topography. For each simulation, winds and temperatures have been averaged over 3
ensemble members. The solid blue contour shows the latitude of maximal Lait-scaled PV
at each pressure level, as in Figure 2.2.

the vertical potential temperature gradient at lower altitudes (consider the tightening of

the isentropes seen in Figure 2.2b,d, for example) and it is this that contributes to the

strengthening of PV at around 1 hPa.

Another way to visualise the influence of turning on processes in our process-attribution

simulations is to consider polar stereographic projections of the polar vortex, as shown
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Figure 2.6: Horizontal cross-section of the northern polar vortex in the process-
attribution experiment. Winter-mean (Ls = 270−300◦) north polar stereographic maps
of Lait-scaled PV (shading) and zonal wind (contours) on the 300 K surface from all process-
attribution simulations. The solid blue contour shows the latitude of maximum PV. Dashed
latitude lines correspond to 60◦ N, 70◦ N, and 80◦ N, with each panel bounded at 55◦ N.
Note that each row has a different colour scale. Dashed longitude lines start from 0◦E
at the bottom of each panel. In simulations where topography is included, note that the
elevated Tharsis province is located between 220−300◦E (not shown).
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in Figure 2.6. We note several effects. Turning on latent heating increases the width of

the annulus (the distance from the pole to the maximum value in PV) in all experiments.

Turning on dust may actually also increase the width of the annulus in those experiments

where latent heating is not present (see Figure 2.6a,e), likely due to the downwelling

of warm air from enhanced meridional circulation. However when latent heating is also

turned on, dust reduces the width of the annulus (e.g. Figure 2.6c,g), suggesting a complex

relationship between these two factors. Turning on topography always reduces the width

of the annulus when one exists (Figure 2.6c-h), a result consistent with Seviour et al.

[2017], who found that topographic forcing of large enough amplitude would lead to a

monotonic PV distribution in a shallow-water model. Turning on topography also forces the

elliptical wave-2 shape of the northern polar vortex. The ellipse is particularly noticeable

in simulations without dust (Figure 2.6b,d). This is consistent with previous studies that

showed increased loading during the MY 34 dust storm pushed the jet poleward away from

the wavenumber 2 topographic forcing, thus reducing the ellipticity of the vortex [Streeter

et al., 2021].

To investigate the influence of interannual dust variability, we also ran the ‘yearly’

simulations described in Table 2.1. Figure 2.7 shows PV for each year on the 300 K surface,

which is just below the core of the vortex in OpenMARS. Although the dust signal is

relatively weak compared to the reanalysis, MY 28 (Figure 2.7d) sees the annulus shrink

toward the pole, particularly noticeable when only compared to other MCS years (MY

29-32, Figure 2.7e-h). On the 300 K level, PV actually strengthens in MY 28, although the

weakening seen in OpenMARS does occur at higher levels (> 350 K) (not shown). Although

the zonal winds do not appear much weaker in MY 28 simulations, as they are in the

reanalysis (Figure 2.3d), when dust mass mixing ratio is increased further within the

model, thereby increasing the total atmospheric dust loading, zonal winds weaken and PV

is completed destroyed in MY 28 (Supplementary Figure A.1d). Hence, one might conclude

that although the dust signal is somewhat weaker in our model than in the reanalysis, dust
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Figure 2.7: Horizontal cross-section of the northern polar vortex in the yearly
model simulations. Winter-mean (Ls = 270−300◦) north polar stereographic maps of
Lait-scaled PV (shading) and zonal wind (contours) on the 300 K surface from ‘yearly’
model simulations. The solid blue contour shows the latitude of maximum PV. Please
see Table 2.1 for a description of the processes turned on in these simulations. Each year
consists of three ensemble members. Dashed latitude lines correspond to 60◦ N, 70◦ N,
and 80◦ N, with each panel bounded at 55◦ N. Dashed longitude lines start from 0◦E at
the bottom of each panel. Note that the elevated topography of Tharsis province is located
between 220−300◦E (not shown)

.

was indeed a major contributor to the vortex weakening in MY 28. This is in agreement

with the nonlinear response of the zonal wind speed to aerosol heating rate, or equivalently,

dust loading [Guzewich et al., 2016].

In the ‘yearly’ simulations, the morphology of the northern polar vortex also changes

somewhat between the TES and MCS eras of observations, as it does in OpenMARS. In the

TES era (Figure 2.7a-c), the vortex is confined to higher latitudes, while in the MCS era

the annulus is clearer, although it is weaker in terms of its mean PV. This suggests that
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Figure 2.8: Comparison of the overturning streamfunction in OpenMARS and
model. Winter (Ls = 270−300◦) northern hemisphere Eulerian meridional mass stream-
function ψ for OpenMARS (top row) and Isca (bottom row). OpenMARS data is (a) MY 28
and (b) a climatological average over MY 24-26, 29-32. For Isca, the data shown are (d) the
MY 28 ‘yearly’ simulation and (e) the ‘Latent Heat and Dust (Topography)’ simulation. The
difference (MY 28 - Climatology) is shown for (c) OpenMARS and (f) Isca.

dust optical depth retrievals from the two instruments may be sufficient to cause some

systematic differences in OpenMARS.

Given that Hadley cell outflow has been found to be sufficient to form a PV maximum at

60◦ N in a full eddy-resolving model [e.g. Scott et al., 2020], changes in the morphology of the

polar vortex may well be linked to changes in meridional circulation. For example, Streeter

et al. [2021] found that there were longitudinally asymmetric changes in meridional

transport into and out of the polar vortices during the MY 34 GDS. To illustrate the

difference in circulation between MY 28 and other years in both the reanalysis and model,

we now investigate the Eulerian meridional mass streamfunction, given by
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(2.6) ψ
(
φ, p

)= 2πr
g

cosφ
∫ p

0
v̄
(
φ, p

)
dp,

where r is Mars’s radius (3.39×106m), g is gravitational acceleration, and v̄ is zonal-mean

meridional wind. In both reanalysis and model, we see the typical Martian cross-equatorial

Hadley cell (Figure 2.8b,e). In MY 28, this is strengthened and the descending branch of

the overturning cell is pushed further poleward (Figure 2.8c,f). Our results in reanalysis

and model are consistent with previous work that has shown the presence of atmospheric

dust strengthens the Hadley circulation, and that a GDS can push the descending branch

poleward, particularly at high altitudes [e.g. Guzewich et al., 2016]. The model has a

persistent anti-clockwise cell north of 40◦ N (Figure 2.8d,e). Although this does not appear

in the multi-annual average for OpenMARS, it is seen in MY 29-32 (not shown), implying

differences in meridional circulation during the two observational eras.

2.4.2 Sub-seasonal polar vortex variability

We now turn to investigate the factors driving shorter-term, sub-seasonal variability of

the northern polar vortex, again drawing on our model simulations and reanalysis data.

First, we look at the sub-seasonal changes in jet strength and overturning circulation

during a GDS in Figure 2.9. During the period of the MY 28, the meridional circulation

strengthens considerably, the jet weakens, and both the jet latitude and Hadley cell edge

shift poleward. We see a difference in the strength of the overturning circulation, defined

as the maximum value of ψ at 50 Pa in the northern hemisphere, for the two retrieval

eras in Figure 2.9a. The mean meridional circulation is somewhat weaker in the TES

period than in the MCS period. In the MCS era, the strength of the mean meridional

circulation shows little interannual variability, save for in MY 28 during the GDS, which

strengthens the circulation through aerosol heating. The edge of the Hadley cell, or the

latitude at which ψ at 50 Pa first crosses zero north of the equator, is shown for each year
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Figure 2.9: Variability of the jet and Hadley circulation strength and their lat-
itudes. Smoothed evolution on the 50 Pa surface of (a) the strength of the overturning
streamfunction and (b) jet strength. The corresponding latitudes of (c) the edge of the
Hadley cell and (d) the jet core are shown. We define the jet latitude and strength, and the
edge and strength of the Hadley cell in the main text. Data are from OpenMARS. Lines are
coloured according to the era of data (TES, MY 28, and MCS). The solid black line indicates
the MY 28 global dust storm period.
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of the OpenMARS reanalysis in Figure 2.9c. We see that the maximum latitude reached by

the Hadley cell edge differs according to the era. During the TES period, the edge of the

Hadley cell reaches roughly 75◦ N, and this maximum occurs just following winter solstice

(Ls ∼ 280◦). This is not the case for the MCS period. Instead, there is a local minimum in

latitude over the late fall period, and a maximum of around 70◦ N is reached at Ls ∼ 240◦.

Jet strength is remarkably consistent on the pressure level shown across all years of

OpenMARS (Figure 2.9b). The largest deviation during the reanalysis occurs during the

MY 28 GDS, when jet strength is weakened by around 50 m s−1. Figure 2.9d shows the

latitude of maximum zonal-mean zonal wind at 50 Pa, the location of the jet core at that

altitude. We see that during the MCS era, the jet latitude can be up to 5◦ poleward of the

jet latitude in the TES era throughout fall and winter. Finally, by comparing panels c and d,

note that the difference between jet latitude and the edge of the Hadley cell is larger in the

TES era (∼ 15−20◦) than in the MCS era (∼ 5◦). Not shown here are the seasonality of the

Hadley circulation and polar jet in our model simulations. We find that dust is the primary

controlling factor for the strength of the jet and the Hadley circulation (strengthening

both features). The effects of latent heat release and topography are of relatively minor

importance, both acting to weaken the jet slightly.

Next, we consider the seasonal evolution of PV, looking at a polar cap average over

60◦ N - 90◦ N. Figure 2.10 shows that PV begins to accumulate near the north pole at

Ls ∼ 150◦ in both reanalysis (Figure 2.10a) and model (Figure 2.10b). This occurs regardless

of the presence of dust, latent heating, or topography (Figure 2.10c). PV in the reanalysis

appears to evolve differently according to the data assimilated: in both eras, PV initially

begins to increase at around Ls150◦, with our model simulations and the reanalysis in

good agreement. In the TES era, there is a distinct peak in PV around the winter solstice

(Ls = 270◦) which is not present in the MCS era. In the MCS era, PV reaches it maximum

at around Ls ∼ 200◦ and remains at roughly this strength until past Ls ∼ 300◦, when it

begins to weaken. The exception to this winter maximum in PV is MY 28, which sees a
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Figure 2.10: Variability of the northern polar vortex strength and the latitude
of maximum PV. Smoothed evolution of mean PV between 60◦ N - 90◦ N on the 350 K
isentropic surface for (a) OpenMARS, (b) ‘yearly’ simulations, and (c) process-attribution
simulations. Panels (d-f) show the corresponding latitude of maximum PV on the 350 K
surface. Each simulation is averaged over 3 MY. In panels (a,b,d,e), lines are coloured
according to the era of observations (TES, MY 28, and MCS). The solid black line indicates
the MY 28 global dust storm period. In panels (c) and (f) the black line (Reanalysis) shows
the average of all OpenMARS years, excluding the GDS periods in MY 25 and MY 28.

local minimum in PV at around Ls ∼ 275◦. This corresponds to the weakened PV seen in

Figure 2.2, caused by the GDS. Following the GDS, PV in the vortex recovers once dust

loading has reduced. As previously identified, Isca weakly captures this impact in the

‘yearly’ simulations (Figure 2.10b).

The process-attribution simulations all show a minimum in PV during northern hemi-

sphere summer (Figure 2.10c), as expected. This minimum is deepened by the presence of

dust, to the point that it agrees well with the reanalysis. However, the winter peak in PV

is stronger in the model than in the reanalysis and lasts until the end of the Martian year.
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The winter peak in PV is reduced when dust is turned on, particularly during northern

hemisphere fall (Ls ∼ 200◦) when the model agrees reasonably well with the reanalysis

in all dusty process-attribution simulations. When turned on, both dust and topography

always reduce the PV polar cap average throughout the dusty season. Latent heating

primarily influences the seasonal evolution of PV between Ls ∼ 200−360◦, as expected

since this is when the northern hemisphere polar cap is cold enough to allow this process

to occur (Figure 2.1). The effect of latent heating, which is to weaken PV throughout winter,

is predominantly seen in the ‘Control’ versus ‘Latent Heating’ simulations - when dust or

topography are turned on, the influence is weaker, suggesting that these are the dominant

processes in polar PV evolution.

We also consider the annular nature of the vortex by looking at how the latitude

of maximum PV changes over the Martian year. As previously seen in Figure 2.3, the

maximum in PV can be found well away from the pole in most years (Figure 2.10d), between

∼ 70−80◦ N over winter. There is more interannual variability in the annularity of the

polar vortex in the TES era than in the MCS era of OpenMARS, particularly in fall. In

the MCS era, typically the annulus begins to widen just following Ls ∼ 200◦, increasing in

width until around Ls ∼ 300◦, where it begins to shrink back toward the pole. In MY 28,

the typical widening of the annulus is disrupted, with the maximum in PV found at the

pole during the GDS, although the annulus recovers toward the end of the dust storm. This

destruction and recovery of the annulus is also captured in our ‘yearly’ simulations (Figure

2.10e), although we note that in general the northern polar vortex in our simulations is

significantly less annular than the reanalysis. This is, in part, due to the exclusion of any

CO2 microphysics and dust as an active tracer in Isca, which means that dust particles

cannot act as cloud condensation nuclei for CO2. In spite of this, in our simulations we do

see the larger spread in both PV and the location of it maxima that is visible in TES era

OpenMARS.

Considering the influence of latent heating, dust and topography on the annularity
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of the polar vortex (Figure 2.10f) suggests that topography and dust both act to push

the maximum in PV further poleward. Indeed in ‘Topography’ and ‘Dust (Topography)’

simulations, the maximum is at the pole throughout the lifetime of the polar vortex,

indicating an entirely monopolar vortex. The influence of turning on dust is particularly

noticeable before Ls ∼ 300◦, with the greatest shift poleward occurring then. This pushes

the peak in annularity past Ls ∼ 300◦ in all dusty simulations. As expected, latent heating

increases the annularity of the vortex in all cases. The effects of dust and latent heating are

of similar magnitude, but the effects of topography are dominant (noting for example that

in the ‘Latent Heating’ and ‘Latent Heating (Topography)’ simulations, the PV maximum

moves from 70◦ N to 85◦ N).

We now look at the internal variability of the northern polar vortex. Scott et al. [2020]

investigated the transient nature of the Martian polar vortex by using an eddy-resolving

shallow water model. They considered a quantity called integrated eddy enstrophy, given

by

(2.7) Z = 1
4πr2

∫
q′2dA,

where q′ = qs − q̄s is the departure from the zonal-mean (scaled) potential vorticity and

dA is an area integral. Integrated eddy enstrophy is a scalar measure of the flow’s rota-

tional energy, as it is a sum of zonal asymmetries in potential vorticity, and is useful in

understanding the transience of the flow. An increase in eddy enstrophy indicates elevated

eddy activity, and an increase in its variability reveals greater vortex variability. They

found that a representation of stronger latent heating led to increased mean and variance

of the eddy enstrophy, indicating that both mean eddy activity and the transience of the

vortex increase as the vortex becomes more annular, and so more unstable. Here we also

investigate eddy enstrophy in the northern polar vortex, in order to understand how vor-

tex variability develops over the course of a Martian winter, and how it is influenced by

topography, dust, and latent heat release.
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Figure 2.11: Evolution of eddy enstrophy for OpenMARS and all simulations.
Smoothed evolution of eddy enstrophy on the 350 K isentropic surface for (a) OpenMARS,
(c) ‘yearly’ simulations, and for process-attribution simulations (b) without topography
and (d) with topography. Each simulation is averaged over 3 MY. In panels (a,c), lines are
coloured according to the era of observations (TES, MY 28, and MCS). The solid black line
indicates the MY 28 global dust storm period. In panels (b,d), the black line (Reanalysis)
shows the average of all OpenMARS years, excluding the GDS periods in MY 25 and MY
28.
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We see in Figure 2.11 that eddy enstrophy is heavily influenced by dust loading in the

Martian atmosphere. In Figure 2.11a,c, note that MY 28 experiences a significant drop in

eddy enstrophy around winter solstice, at the onset of the GDS. Indeed, in the reanalysis

(Figure 2.11a), eddy enstrophy is almost zero, suggesting that eddy activity within the

core of the vortex was minimal. The finding that the polar vortex in MY 28 was almost

entirely destroyed from a PV point of view (Figure 2.10a) is corroborated by this drop in

eddy enstrophy, which is necessarily reduced when PV is almost zero.

We also identify here for the first time the interesting double-peaked structure of eddy

enstrophy in the later reanalysis years (Figure 2.11a, grey lines), which is not displayed in

the earlier ones (blue lines). This pause in eddy enstrophy is reminiscent of the ‘solsticial

pause’ in temperature eddies at low altitudes [Lewis et al., 2016; Mulholland et al., 2016].

Intriguingly, this feature is only observed in the OpenMARS reanalysis - there is only a

drop in EMARS eddy enstrophy during MY 28 (see Supplementary Figure A.2b). This

suggests that the pause in eddy enstrophy is likely a combination of the underlying UK-

LMD MGCM used in OpenMARS and a systematic feature of the MCS retrievals, and that

the high dust loading in MY 28 does indeed cause a significant drop in eddy enstrophy.

Figures 2.11b,d show the effect of topography, latent heating, and dust on eddy enstro-

phy in the northern polar vortex. The addition of topography to the model increases eddy

enstrophy significantly in the fall (Ls ∼ 200−270◦). This coincides with the large-amplitude

zonal wavenumber 1 waves identified in this season by Wilson et al. [2002], which were

noted to have the characteristics of a Rossby wave. The increased variance in the eddy

enstrophy on small time scales also indicates that the vortex is more transient when

topography is included. In simulations with topography, the inclusion of dust appears to

suppress eddy activity around Ls ∼ 0−75◦ and Ls ∼ 150−225◦ (Figure 2.11d). Without

topography, this effect is less substantial and occurs over a shorter period of time, but is

still present. Further analysis is necessary here to investigate the causes of these changes

in eddy enstrophy between model configurations, along with the processes that are affected,
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but this is beyond the scope of this paper.

Overall, we see that it is the combination of dust and topography that allows the model

to best capture the shape of eddy enstrophy evolution seen in the reanalysis, although

the peak in eddy enstrophy falls slightly later in the year in the model compared with

the reanalysis. Hence these processes can be seen to be important in capturing realistic

vortex variability. Perhaps surprisingly, adding latent heat release to the model does not

seem to have a particularly large or consistent effect on the eddy enstrophy. Where latent

heat release does cause a drop or increase in eddy enstrophy (e.g. Figure 2.11b, Ls ∼ 200◦),

we find that this is where there is largest ensemble spread in our model simulations (not

shown).

In general, our simulations show little ensemble spread. In response to the MY 28

dust storm, polar cap temperature rises, and there is a small increase in zonal wind and

decrease in PV on the 350 K surface, in all 10 ensemble members. The ensemble spread

is greatest in our process-attribution simulations without dust, particularly at times of

high eddy activity, such as early fall (not shown). Given the larger ensemble spread at

these times, it is difficult then to draw conclusions about the influence of latent heat

release on mean eddy activity, which is perhaps surprising given the results of Scott et al.

[2020]. However we do note consistency with Scott et al. [2020] at the winter peak in

eddy enstrophy (Ls ∼ 300◦), which increases in magnitude with the inclusion of latent

heating. When dust is included in the model, it appears to significantly impact the eddy

enstrophy evolution, along with topography, far more so than latent heating, noting that

‘Latent Heating’ and ‘Latent heating and Dust’ simulations have broadly the same shape in

both panels (b) and (d). This suggests that dust and topography are primarily the driving

mechanisms behind eddy enstrophy evolution, and hence polar vortex zonal asymmetry

and sub-seasonal variability.

Finally, to investigate further the drop in eddy enstrophy noted in MY 28, we also

show a temperature proxy for the latent heat released, as in Figure 2.1. Figure 2.12a
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Figure 2.12: Variability in latent heat release for OpenMARS and yearly model
simulations. Difference Tc−T∗ (K) for (a) each OpenMARS year and (b) individual ‘yearly’
simulations on the 2 hPa pressure level. Tc is given in Equation 2.3. For (a), T∗ is taken to
be the temperature in OpenMARS and for (b) T∗ is the temperature predicted by the model
before the temperature floor at Tc is applied. In (a) and (b) we calculate an area-weighted
average over 60◦-90◦N to show a proxy for the amount of latent heat released. Panels (c)
and (d) show the zonally-averaged climatology of the evolution of Tc −T∗ (K) on the 2 hPa
pressure level (shading). The climatology is obtained by averaging over MY 24-32 for both
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(contours).
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shows that in MY 28, following the onset of the GDS, the amount of latent heat released is

considerably lower than in all later years during the same time period. This suppression of

latent heat release is due to vigorous downwelling at the pole causing higher temperatures

within the polar vortex (see Figure 2.8). This is similarly reflected in the yearly model

simulations, where MY 28 once again shows less latent heat release than later years.

We remark also on the apparent difference between the TES and MCS eras in Figure

2.12a. It is unclear to us what is causing the particularly small drop below Tc in MY

25-26, and why MY 24 looks different. As there is no evidence of a similar pattern in our

simulations (in fact, we see that MY 24 has the least amount of latent heat released in the

model TES period), we suggest that this could be caused by temperature retrievals strongly

dominating the free-running MGCM in the reanalysis. Differences in the quality control

procedures for the TES- and MCS-period dust opacity retrievals mean that only dust

opacity retrievals where surface temperature was greater than 220 K were assimilated into

OpenMARS during MY 24-27. On the other hand, both daytime and nighttime dust opacity

retrievals from MCS were assimilated [Holmes et al., 2020], allowing the reanalysis to

reach these colder temperatures in later years, although this does not explain the difference

between MY 24 and MY 25-26. One potential reason for this difference could be the dust

optical depths in the reanalysis. Dust loading during the polar winter in the TES era varies

from year to year, due to the lack of retrievals in this region and the assimilation process

[Figure 8 of Holmes et al., 2020]. In particular, MY 26 has particularly high dust loading at

northern high latitudes, which warms the atmosphere there above the condensation point

of CO2.

2.5 Summary

Building on previous work by Guzewich et al. [2016] and Toigo et al. [2017], in this study

we have explored the structure, interannual variability and sub-seasonal transience of the
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northern Martian polar vortex, and how these are influenced by an interplay of topography,

latent heat release and dust loading. In agreement with Toigo et al. [2017], we have shown

that latent heat release plays a vital role in the annular potential vorticity structure of

the polar vortex. We showed that the northern polar vortex is heavily affected by the

atmospheric dust loading in the reanalysis. In particular, during the global dust storm of

Martian year 28, there was a total destruction of polar potential vorticity and zonal winds

were dramatically reduced. During this time, eddy activity within the vortex was also

significantly reduced, the Hadley circulation was strengthened and its edge moved further

poleward. We have confirmed the idea that the vertical potential vorticity structure of the

northern polar vortex in the current reanalyses is well constrained by the observations

assimilated into the model, as proposed by Waugh et al. [2016]. In the upper levels of

the Martian atmosphere (above ∼ 40km), differences correspond to whether there are

observations available (during the MCS era) or not (during the TES era). During the TES

era, it is likely that the polar vortex morphology is almost entirely driven by the free-

running model at these higher altitudes due to the lack of observations there. Alongside

differences in the mean-state of the northern polar vortex, our analysis has also shown

significant differences in the sub-seasonal transience of the northern polar vortex according

to which era of the reanalysis is investigated.

We found that seasonal evolution of potential vorticity occurs differently in the two

periods - there is a winter solstice peak in potential vorticity during the TES era that

is not seen in the MCS era. Similarly, eddy activity weakens around winter solstice in

MCS-era OpenMARS, but not in TES-era. Finally, we find that the edge of the Hadley cell

lies further north in the TES period than the MCS but that the jet core lies further north

in the MCS period. The meridional overturning circulation is also stronger in the MCS

period compared to the TES period.

From our process-attribution simulations, we found that the combination of dust and

topography is responsible for the evolution of the zonal asymmetry of the vortex (as
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measured by eddy enstrophy) throughout the Martian year, which peaks in the northern

high latitudes in winter. Indeed, it is only with the inclusion of dust that we can properly

capture the mean-state (in particular the temperatures and winds) and variability of

the northern polar vortex in the model. The release of latent heat from carbon dioxide

condensation plays a relatively minor role in capturing the magnitude of of eddy activity

during northern winter. When there is no dust represented in our model, eddy activity

varies significantly from the reanalysis, particularly during northern autumn. Further

investigation is needed to understand the processes leading to these differences.

It is our hope that the Martian configuration of Isca developed for this work, which

significantly extends that of Thomson and Vallis [2019b] by including representations of

dust and latent heating, will be useful in future research regarding Martian atmospheric

dynamics. While more idealised than some other Martian global climate models, it has

the advantage of being highly flexible and allows users to easily isolate the effects of

different parameters and physical processes on the atmospheric circulation. The model

allows easy-to-configure representations of latent heat release, dust and topography, all of

which may be adapted to best suit the user’s research interests.

Future research may further investigate how different degrees of latent heating affect

the annulus within our flexible global climate model by changing the threshold temperature

at which carbon dioxide condenses, in a manner similar to Scott et al. [2020]. Within this

study, we have used a zonally symmetric dust distribution in our simulations. Given that

many regional dust storms on Mars can have significant dust loading but do not encircle

all longitudes, further research might also address the effects of longitudinally asymmetric

dust storms on the Martian polar vortices. We have also focused here on the northern

hemisphere polar vortex, but there is plenty of scope to investigate processes affecting

the southern hemisphere vortex. Guzewich et al. [2016] showed that the southern vortex

was less strongly affected by winter-time dust loading than the northern, but given the

topographical and dust loading hemispheric asymmetries on Mars, such processes may
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play different roles in the southern polar vortex.
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3
THE IMPORTANCE OF ISENTROPIC MIXING IN THE FORMATION

OF THE MARTIAN POLAR LAYERED DEPOSITS

Having understood key driving mechanisms of the northern polar vortex in Mars’s present

day atmosphere, the existence of layered deposits at the poles of Mars leads to the question:

do the planet’s polar vortices influence this layering via changes in their morphology and

how have they evolved throughout the Mars’s history? How might the inherent hemispheric

asymmetries in the atmospheric circulation affect the mixing seen in each hemisphere?

This chapter aims to extend the previous by considering the dynamics of the Martian

polar vortices across a range of past orbital configurations and atmospheric dust abun-

dances. The model developed in Chapter 2 is employed to perform a parameter sweep over

an illustrative range of obliquities and dust abundances. Eccentricity also takes either its

current value or is set to zero to remove the influence of the timing of perihelion. A passive

tracer is initialised in all model simulations, and the diagnostic ‘effective diffusivity’ is

calculated to explore mixing changes.

The content of this chapter has been submitted as an article titled ‘The importance of

isentropic mixing in the formation of the Martian polar layered deposits’ in the The Plane-
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tary Science Journal. The material here is essentially identical to that in the submitted

manuscript, except that the figures and tables have been renumbered and re-captioned to

be consistent with other thesis chapters. The supplementary materials have been placed

in Appendix B of this thesis.

Author contributions: the authors of this manuscript variously contributed to the work,

with E.R.B. designing the experiment, performing the simulations, analysing the results,

and writing the draft of the manuscript. W.J.M.S. and D.M.M. contributed to the design

of the investigation and provided guidance throughout. All authors contributed to the

proofreading and editing of the manuscript.

3.1 abstract

Layers of ice and dust at the poles of Mars reflect variations in orbital parameters and

atmospheric processes throughout the planet’s history, and may provide a key to under-

standing Mars’s climate record. Previous research has investigated transport changes into

the polar regions and found a nonlinear response to obliquity that suggests Mars may

currently be experiencing a maximum in transport across the winter poles. The thickness

and composition of layers within the polar layered deposits is likely influenced by changes

in horizontal atmospheric mixing at the poles, which is an important component of the

transport of aerosols and chemical tracers. No study has yet investigated horizontal mix-

ing alone, which may be influenced by polar vortex morphology. We show that mixing in

an idealised Martian Global Climate Model varies significantly with obliquity and dust

abundance by using a diagnostic called effective diffusivity which has been used to study

the stratospheric polar vortices on Earth and understand their role as a mixing barrier, but

has not been applied to Mars’s polar vortices. We find that mixing in the winter southern

hemisphere doubles with either an octupling of dust loading, or with an increase in obliq-

uity from 10◦ to 50◦. We find a weaker response to changing dust loading or obliquity in the
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northern hemisphere. We demonstrate that horizontal mixing is an important component

of transport into Mars’s polar regions, may contribute to the formation of the PLD, and

presents effective diffusivity as a useful method to understand mixing in the Martian

atmosphere.

3.2 Introduction

3.2.1 Polar layered deposits

The polar layered deposits (PLD) are layered ice deposits at the poles of Mars that may

provide a key to understanding the Martian climate record. Understanding their formation

remains an open and important question in the study of Mars’s atmosphere and its

evolution [Smith et al., 2020] and is currently listed as one of NASA’s higher priority goals

for the scientific exploration of Mars [MEPAG, 2020]. The PLD were first observed by

Mariner 9 during southern early spring [Murray et al., 1972] and may represent variations

in orbital parameters [Laskar et al., 2002], as well as indicate changes in transport into

the polar regions throughout Mars’s history.

Mars has undergone much larger changes in its orbital parameters (including obliquity

and eccentricity) than Earth has, with initial predicted variations in obliquity of 15−
35◦ [Ward, 1973], although more recent statistical calculations suggest variations in

obliquity of 5−60◦ and in eccentricity of 0-0.12 over the last 10Ma [Laskar et al., 2004;

Laskar et al., 2002]. Previous studies have linked changing orbital parameters with the

layering observed in Mars’s polar regions [e.g. Hvidberg et al., 2012; Perron and Huybers,

2009], but attributing these changes to different processes on Mars still needs to be

examined. In particular, no studies have considered the isentropic transport of dust and

other atmospheric tracers in Mars’s atmosphere, which is typically associated with eddy

activity. This dynamical ‘mixing’ from chaotic advection stretches and deforms material

contours of tracers, along which sub-grid scale molecular diffusion occurs. In this study,
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we aim to explore what role atmospheric mixing may have played throughout Mars’s

history, its dependence on orbital forcing and global dust abundance, and how it may have

contributed to the layering we observe at the poles of Mars.

The bulk composition of the northern polar layered deposit (NPLD) is ∼ 95% water ice

[Grima et al., 2009], but individual layers are thought to contain varying amounts of dust

and CO2 ice (see Figure 3.1). The southern polar layered deposit (SPLD) is also thought to

be primarily composed of water ice [with 0−10% dust, Plaut et al., 2007], although these

layers sit upon a partially buried ≈ 1km bed of CO2 ice [Smith et al., 2020, and references

therein]. There are significant complexities in understanding the composition of individual

layers of the PLD, as the reflected intensity of individual layers depends on local slope,

surface roughness, and layer dust and water/ice proportions, as well as illumination due to

the season of observation [Laskar et al., 2002; Perron and Huybers, 2009]. It is also unclear

the extent to which layering in the PLD is due to enhanced sublimation of water ice during

some periods (leaving behind layers of higher dust concentration) or due to increased water

ice deposition relative to dust deposition, although recent studies hypothesise that it is

likely a combination of the two effects [Courville et al., 2021].

3.2.2 Atmospheric circulation

The winter atmosphere of Mars is characterised by a strong polar jet and annular potential

vorticity (PV) structure, i.e., with a minimum in PV over the pole and a region of higher

PV surrounding it. The annular PV structure contrasts with the morphology of Earth’s

stratospheric polar vortices, which are monopolar. PV is often used in the study of polar

vortices, and has been investigated on Earth, Mars, and other planetary bodies [e.g.

Mitchell et al., 2014; Sharkey et al., 2021; Waugh et al., 2016]. Mars’s annular PV structure

is thought to be influenced by the release of latent heat during CO2 condensation [e.g. Ball

et al., 2021; Seviour et al., 2017; Toigo et al., 2017], along with Hadley cell downwelling

[Scott et al., 2020]. The atmosphere of Mars experiences particularly large interannual
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Figure 3.1: Satellite observation of the north polar layered deposits. HiRISE image
PSP_001398_2615 of layers in the north polar layered deposits. This image is centred at
81.515◦N, 47.300◦E. Credit: NASA/JPL-Caltech/Univ. of Arizona
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variability, due primarily to the variability in the occurrence and size of dust storms; during

particularly dusty years, the Hadley circulation may expand poleward and the PV structure

may collapse to a monopole [e.g. Ball et al., 2021; Streeter et al., 2021]. Previous studies

have suggested that the annular polar vortex may act as a partial barrier to transport

across the polar regions [Toigo et al., 2020; Waugh et al., 2019]. Furthermore, modelling

studies suggest that the amount of CO2 condensing may have varied significantly with

obliquity or peak dust loading, possibly with significant implications for dust and ice

sedimentation over the poles [Toigo and Waugh, 2022].

Previous studies have simulated the atmosphere of Mars at various obliquities and/or

eccentricities [e.g. Haberle et al., 2003; Newman et al., 2005; Toigo et al., 2020]. Haberle

et al. [2003] showed that obliquity has the stronger influence of the two parameters on

the climate system due to its larger effect on the latitudinal variation of solar insolation.

Similarly, Mischna [2003] showed that the location and stability of surface ice is most

closely linked to obliquity in Mars Global Climate Model (MGCM) simulations varying

obliquity, eccentricity, and longitude of perihelion. Newman et al. [2005] showed that

at low obliquity, there are permanent CO2 ice caps at both poles, lowering global mean

surface pressure. At high obliquities, they found that there was a stronger and broader

meridional circulation and a larger seasonal CO2 ice cap, and that this stronger circulation

increased dust lifting by wind stress, providing a positive dynamical feedback. However, no

studies have yet considered the impact of a finite surface dust supply in varying-obliquity

simulations, which may limit the positive feedback effect as was shown to be the case in

simulations of the present-day Martian atmosphere [Newman and Richardson, 2015].

Several modelling studies have investigated timescales for transport in the Martian

atmosphere, including Barnes et al. [1996], who looked at ‘ventilation timescales’ and

found that there was faster ventilation of the atmosphere above 1hPa (i.e. more vigorous

transport) during the dusty solstice season compared to equinox. An idealised ‘age-of-air’

tracer initialised in an MGCM was found to be oldest in the polar lower atmosphere, and
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a transport barrier intrinsically linked to polar vortex morphology was identified, with

the presence of smaller-scale vortices (or ‘patches’ of PV) being linked to a decrease in

‘age-of-air’ within the annulus of PV [Waugh et al., 2019]. Toigo et al. [2020] used this same

tracer in a parameter sweep over obliquity to identify a turning point in transport into the

polar regions, with the most efficient transport occurring at approximately Mars’s current

obliquity across the simulations performed.

Other work has studied the impact of dust loading on the Martian atmospheric cir-

culation. Elevated dust loading can influence features of the northern polar vortex by,

for example, initiating a ‘transient polar warming’ (in which polar temperatures may

rise 2−10K during a typical year or more during a GDS year) at high altitudes over

the pole, and by strengthening the polar jet and steepening the poleward tilt of the jet

core at low altitudes [Guzewich et al., 2016]. This warming occurs via a strengthening of

the overturning circulation with higher dust loading during the dusty northern winter,

which warms the polar upper atmosphere through stronger adiabatic heating from the

descending branch of the Hadley circulation. Toigo et al. [2020] also suggested that larger

polar warmings (in which temperatures can rise up to 70K between 1−0.1Pa) occur each

simulated winter for obliquities above 35◦ under typical dust conditions, while they are

reliant on the presence of higher dust loading at present-day obliquity. An ‘opposite season’

dust event (with peak dust loading prescribed during the southern winter, rather than

during northern winter when it is always observed) was shown to lead to a more vigorous

overturning circulation compared to standard dust loading at that time [Guzewich et al.,

2016]. Hemispheric differences in the response to obliquity have also been noted; Toigo

et al. [2020] found that ‘age-of-air’ is consistently older at the north pole in all simulations

regardless of the timing of peak dust loading, and proposed that dust deposition would vary

on half the period of a full obliquity cycle between 5−55◦ (due to an increase in transport

up to obliquity ε= 25◦, and a decrease above this).

In this paper we examine the influence of polar vortex morphology on transport into the
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Martian polar regions under different orbital forcings or global dust abundances. We vary

obliquity, eccentricity, and dust scaling, and use a diagnostic called ‘effective diffusivity’

to understand horizontal mixing in the polar regions in an idealised MGCM. Effective

diffusivity is a geometric description of the stirring in a flow, and has been well-used to

study mixing in Earth’s stratospheric polar vortices [e.g. Abalos et al., 2016; Haynes and

Shuckburgh, 2000a,b] as well as across hurricane eyewalls, which have an annular vorticity

structure similar to Mars’s current polar vortices [Hendricks and Schubert, 2009; Mitchell

et al., 2021]. Hendricks and Schubert [2009] find two regions of high effective diffusivity

(indicating strong mixing) in simulations of unstable rings of vorticity - an inner mixing

region within the annulus, and an outer mixing region outside of the annulus. The annulus

of vorticity itself has low effective diffusivity, separates the inner and outer regions and acts

as a partial barrier region. Alongside this modelling of rings of high vorticity, Hendricks and

Schubert [2009] also studied effective diffusivity in a storm with monotonically increasing

vorticity. For these monopolar vortices, similarly to Earth’s stratospheric polar vortices,

Hendricks and Schubert [2009] found that the centre of the storm acted as a partial barrier

and air was not easily mixed.

The use of effective diffusivity allows us to isolate the changes in isentropic mixing (or

mixing that occurs on isentropes, surfaces of constant potential temperature) from changes

in large-scale transport via the Hadley circulation. This distinction is an important one

as isentropic mixing primarily refers to mixing due to eddies, and acts to flatten tracer

distributions on these surfaces, yet the diabatic mixing that occurs across isentropes

tends to have the opposite effect [Andrews et al., 1987; Haynes and Shuckburgh, 2000a].

Furthermore, given the generally decreasing concentrations of dust with altitude, the

deposition of dust via mixing has the potential to be larger than that via Hadley circulation,

which may in general transport material into the polar regions at higher altitudes. As

yet, no studies have used the effective diffusivity diagnostic to understand mixing in the

Martian atmosphere. Here, we attempt to understand whether the annular polar vortex
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on Mars behaves in a similar way, acting as a mixing barrier between the polar regions

and midlatitudes. We also consider how effective diffusivity (and hence mixing) changes

under different orbital parameters or dust abundances, and thus how it may contribute to

the layering observed in the polar regions.

3.3 Methods

3.3.1 Isca

We use the flexible modelling framework Isca [Vallis et al., 2018] to model the atmosphere

of Mars. Specifically, the MGCM component of Isca (henceforth Isca-Mars) has been

developed to simulate the circulation of the Martian atmosphere at varying levels of

complexity [Thomson and Vallis, 2019b]; further processes have since been added to more

accurately represent the modern Martian atmosphere [Ball et al., 2021]. The processes

and data that are currently available in Isca-Mars are the SOCRATES radiation scheme

[Manners et al., 2017], a prescribed dust profile, and latent heat release representation

associated with CO2 condensation, as well as topography from the Mars Orbiter Laser

Altimeter [Smith et al., 1999]. While a full model description is given in Ball et al. [2021],

we include here a brief description of the dust profile in use. Initially, zonally-averaged

infrared absorption CDOD from the Mars Climate Database (MCD) ‘standard dust scenario’

[Montabone et al., 2015] normalised to the reference pressure of 610 Pa product is inputted

and converted to a surface mass mixing ratio by the SOCRATES interface within the model.

This then informs the surface mass mixing ratio parameter a0 within modified Conrath-ν

profile as described in Ball et al. [2021]; Montmessin et al. [2004], from which we obtain

a vertical and latitudinal profile. The MCD scenario is built by averaging climatologies

of MY 24-31 CDOD (excluding the GDS events of MY 25 and MY 28), thus giving a dust

profile with ‘typical’ dust loading [Ball et al., 2021; Montabone et al., 2015]. Figure 1 of

Ball et al. [2021] shows the temporal evolution of the latitudinal and vertical profiles
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of dust used within Isca-Mars. The latent heat release representation within Isca-Mars

is a simple temperature floor scheme, wherein model temperatures are prohibited from

falling below the pressure-dependent frost point of CO2, and is detailed in Ball et al. [2021].

The atmospheric mass lost during this phase change is not considered within the model,

although it has been previously shown that the dynamical effect of the associated pressure

changes has less impact on the structure of the northern Martian polar vortex than the

latent heat release associated with the CO2 condensation [Waugh et al., 2019].

The advantage of using Isca herein is its flexibility: although it is an idealised model and

several processes are not represented (for example radiatively active ice clouds, an active

dust scheme, or CO2 ice microphysics), we are able to modify basic planetary parameters

with ease and so isolate some of the most important processes of interest. Despite the

idealised nature of Isca-Mars, the inclusion of dust within the SOCRATES radiation

scheme gives reasonable agreement with reanalyses [for example the OpenMARS dataset

described in Holmes et al., 2020] of the Martian atmosphere [see Figure 4 in Ball et al.,

2021, which compares temperatures and winds of different Isca configurations with the

OpenMARS reanalysis dataset].

3.3.2 Simulations

To investigate the transport and mixing in the polar regions, we run a suite of simulations

in Isca, varying orbital parameters and dust scaling. The basic simulation is the full version

of Isca-Mars [Ball et al., 2021, with all features ‘switched on’] and from there obliquity,

eccentricity and dust scaling are varied. Key fixed and varying model parameters for

each experiment are described in Table 3.1. Obliquity (ε) is varied between ε= 10−50◦ at

intervals of 5◦, representative of obliquity variations over the last 5Ma and beyond [Laskar

et al., 2004], and eccentricity (γ) takes the value of either γ= 0.093 (current) or γ= 0 (to

isolate the effect of varying only obliquity and to remove any influence from the timing of

perihelion in our results).
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The current obliquity of Mars is ε= 25.19◦ and its eccentricity is γ= 0.093, a signifi-

cantly more eccentric orbit than that of Earth. Perihelion on modern Mars occurs at the

areocentric solar longitude (Ls) of ∼ 251◦ [Haberle et al., 2003], not long before northern

hemisphere winter solstice (Ls = 270◦)1. Newman et al. [2005] found that atmospheric cir-

culation is strongest when the longitude of perihelion aligns with the northern hemisphere

winter solstice (due to hemispheric topographic differences), suggesting that modern Mars

may be experiencing particularly strong atmospheric circulation. We find that our simula-

tions at ε= 25◦ and γ= 0.093 give quantitatively similar results as those at ε= 25.19◦ and

γ= 0.093 (not shown), and so we take this to be our present-day reference simulation.

We perform γ = 0 simulations to isolate the effect of changing obliquity, and when

γ = 0.093, perihelion occurs at its modern-day timing of Ls ≈ 251◦. We do not perform a

parameter sweep over further values of eccentricity as it would necessitate consideration

of precession of perihelion. Furthermore, it has been shown that obliquity has the larger

influence on atmospheric circulation so our focus will be on this [Haberle et al., 2003;

Mischna, 2003]. Finally, we also vary the dust mass mixing ratio by scaling the constant

reference mass mixing ratio a0 at pressure p0 by λ = 1/2,1,2,4,8 [Equation 5 in Ball

et al., 2021]. This range of dust scalings includes a peak dust loading during the dusty

season (in the λ = 8 simulation) that is approximately equivalent to 2× the loading of

the MY28 GDS, which was found to be sufficient to cause a breakdown of the vortex in

Isca-Mars in Ball et al. [2021]. We note that by using a present-day dust seasonality (via

our choice of both MCD scenario and Conrath-ν profile), we impose a dusty season during

northern winter for all simulations, with much lower dust loading over the southern winter

period. All simulations are performed at T42 spectral resolution, corresponding to a 64

× 128 (∼ 2.8◦×2.8◦) spatial grid, with 25 unevenly-spaced vertical sigma levels reaching

approximately 0.05 Pa (∼ 90km), with enhanced resolution near the surface and the model

top.

1Southern hemisphere winter solstice occurs at Ls = 90◦.
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3.3.3 Effective diffusivity

Alongside analysis of model output fields such as zonal winds and temperatures, we

calculate Ertel’s potential vorticity (PV) to understand the morphology of the polar vortices2.

Despite PV being considered a tracer over short timescales on Earth [e.g. Waugh, 2023],

one cannot say the same in the atmosphere of Mars due to the destruction of PV over the

poles by the release of latent heat by CO2 condensation. This process warms the polar

air and reduces vertical potential temperature gradients, thereby reducing polar PV: PV

is no longer conserved due to this diabatic heating, and so should not be considered as a

tracer over the winter poles of Mars. To avoid this complication, we initialise a passive

mass-less tracer c that is advected by the flow. The tracer is initialised with a sinusoidal

profile and is allowed to freely evolve for 30 sols before being re-initialised with the same

profile. Initial tracer distribution is given by

(3.1) c(φ)= 1+sin(φ),

so that c(−90)= 0 and c(90)= 2.

Using the passive tracer, we turn to a quantity called effective diffusivity (κeff) to

investigate isentropic mixing. This is a geometric method of measuring the mixing occurring

in a flow which looks at the lengths of contours of a conserved tracer.

Following Nakamura [1996, 2008], for a monotonic tracer field c∗, one can transform

the tracer field into a contour-based coordinate. Suppose that we have a contour of constant

tracer c∗ = c. The area A(c, t) occupied by the tracer c∗ ≥ c is such that

A(c, t)=
∫

c∗≥c
dS,(3.2)

and evolves according to

∂

∂t
A(c, t)=− ∂

∂c

∫
c∗≥c

κ∇2c∗dS,(3.3)

2See Ball et al. [2021] for the exact form of PV chosen here. We adopt the convention of Martian Potential
Vorticity Units (MPVU), analogous to Potential Vorticity Units (PVU) used to study PV in Earth’s atmosphere,
where 1 MPVU = 100 PVU = 10−4 K m2 kg−1 s−1.
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where κ is the molecular diffusion coefficient. Given the monotonicity of the tracer, it is

possible to invert the function A(c, t) to c(A, t). With some intermediate steps (following

Nakamura [2008]), we arrive at a relationship for the evolution of the contour c

∂

∂t
c(A, t)= ∂

∂A

(
〈D|∇c∗|2〉c

∂A
∂c

)
= ∂

∂A

(
DL2

e
∂c
∂A

)
.(3.4)

Here, the subscripted angular bracket 〈·〉c is the average of a field variable (denoted here

by ·) on the tracer contour c∗ = c, such that

〈·〉c =
∂

∂A

∫
c∗≥c

(·)dS.(3.5)

It then remains to define Le, the equivalent length of the contour, according to the right-

hand-side (RHS) of Equation 3.4,

L2
e (A, t)= 〈∣∣∇c∗

∣∣2〉c

/
(∂c/∂A)2 .(3.6)

On a sphere, one can then consider the area A as a function of equivalent latitude

φe, which is defined by A = 2πr2(1−sinφe). Examples of such contours of constant c∗ are

shown in Figure 3.2. In the case that |∇c∗|2 is constant on the contour, note that Le reduces

to the actual perimeter length of the contour. Effective diffusivity, κ∗eff, is defined by

κ∗eff(φe, t)= κ L2
e

L2
min

= κ Le(φe, t)2

(2πr cosφe)2 ,(3.7)

where Lmin the minimum possible length of a contour enclosing A, is given in Haynes and

Shuckburgh [2000a]; Nakamura [1996, 2008]. On a sphere of radius r, Lmin = 2πr cosφe.

The key idea of this calculation is to transform the advection-diffusion equation for the

evolution of a tracer into a diffusion-only equation.

Mixing is due to combined effect of differential advection and turbulent diffusion -

advection stretches and deforms material lines while diffusion accomplishes true irre-

versible mixing. Effective diffusivity combines irreversible diffusion effects with reversible

advection effects, via the equivalent length (which quantifies both the deformation of

material lines by advection, and the interface over which diffusion can act) [Hendricks and
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c
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c
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φe

Figure 3.2: An illustration of the effective diffusivity calculation. Constant contours
of tracer c∗ = c on a sphere of radius r. Left: an example of tracer geometry with large
effective diffusivity. Right: an example with small effective diffusivity. In each, the red
contour represents a contour of tracer c∗ = c enclosing the same area A. The blue contour
is the shortest possible contour enclosing A, sits at latitude φe, and has length Lmin =
2πr cosφe. In the left panel, Le ≫ Lmin, whereas in the right, Le ≈ Lmin.

Schubert, 2009]. Equivalent length absorbs the effects of advection since the tracer contour

is used as the coordinate (the RHS of Equation 3.4 demonstrates that c only evolves with

contour length via Le). If tracer contours are well-stirred (i.e. contours are well-stretched

and deformed by advection), one sees Le ≫ Lmin, and hence effective diffusivity will be

large [Qian et al., 2019], as there is more interface for diffusion to act over. Within this

paper, we henceforth consider the normalised effective diffusivity, κeff = loge(κ∗eff/κ), with

the logarithm taken to more clearly illustrate large variations in effective diffusivity.

An example tracer contour is given in Figure 3.2 to illustrate the geometry of a flow

with high effective diffusivity (left; noting the large contour length over which diffusion

may occur) and low effective diffusivity (right). In all figures in which κeff is shown, we

ensure that the tracer has been allowed to evolve for at least 20 sols after initialisation to

minimise any influence of initial tracer distribution.

Alongside effective diffusivity, the following metrics are used to diagnose the circulation:

the strength of the polar jet at 50Pa (umax) and its latitude (φumax), the strength of the

overturning circulation ψ (ψmax) and the latitude of its descending branch (φHC), the
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strength of the polar vortex at 300K (PVmax) and the latitude of the maximum in PV

(φPV ; this determines the width of the annulus). We show the area-weighted latitudinal

average of κeff poleward of 40◦N/S (κeff300) to illustrate changes in the strength of mixing

in the midlatitudes and polar regions. This more equatorward latitude limit ensures

that we capture the existence of the mixing barrier (should one exist), which may extend

significantly equatorward. We also briefly discuss overall transport across the polar regions

by considering how much tracer is transported into/away from the poles in a 30-sol time

period. This is simply a ratio of tracer concentration poleward of 75◦N/S after 30 sols of

evolution (cpole30 ) compared to tracer concentration at initialisation (cpole0 ). All metrics and

diagnostics used in the analysis of our simulations are included in Table 3.2. A schematic

of the overturning circulation shows the latitudes and altitudes of φHC, φumax , and φPV

(Figure 3.3).

3.4 Results

3.4.1 Circulation response to systematically varying parameters

The following section illustrates the circulation response to systematically varying dust,

obliquity, and eccentricity. Further illustrative figures that help to visualise the atmo-

spheric circulation across the range of parameters are also provided in the Supplementary

Information for this article (Appendix B of this thesis).

The latitude of the descending branch of the Hadley Cell (φHC) has a clear dependence

on obliquity, provided obliquity is greater than ∼ 30◦. Above this, in both hemispheres and

regardless of eccentricity value, φHC sees a shift towards the pole over the winter solstice,

excursing further at higher obliquity during the peak dust season (Figure 3.4a,c). The

relationship between φHC and dust scaling is somewhat weaker, although increasing dust

scaling also acts to push φHC further poleward, particularly in the northern hemisphere

(Figure 3.4e). There is a strong response at λ= 8 over the southern winter solstice (Figure

96



3.4. RESULTS

10

0

10

20

30

40

la
tit

ud
e 

(
N)

=
0.

09
3

=
0.

09
3

=
0.

09
3

=
0.

09
3

=
0.

09
3

=
0.

09
3

=
0.

09
3

=
0.

09
3

a)a)a) NH
40

30

20

10

0

10

la
tit

ud
e 

(
N)

b)b)b) SH
= 10
= 15
= 20
= 30
= 35
= 40
= 45
= 50

10

0

10

20

30

40

la
tit

ud
e 

(
N)

c)

=
0.

00
0

=
0.

00
0

=
0.

00
0

=
0.

00
0

=
0.

00
0

=
0.

00
0

=
0.

00
0

=
0.

00
0

c)c) 40

30

20

10

0

10

la
tit

ud
e 

(
N)

d)d)d)
= 10
= 15
= 20
= 30
= 35
= 40
= 45
= 50

10

0

10

20

30

40

la
tit

ud
e 

(
N)

e)e)

Du
st

 S
ca

le
Du

st
 S

ca
le

Du
st

 S
ca

le
Du

st
 S

ca
le

e) 40

30

20

10

0

10

la
tit

ud
e 

(
N)

f)f)f)

1/2
2
4
8

247 259 272 285 297 309 320 331
Ls

35

40

45

50

55

la
tit

ud
e 

(
N)

g)g)g)

76 84 93 102 111 121 130 140
Ls

55

50

45

40

35

la
tit

ud
e 

(
N)

h)h)h)

= 0.093
= 0.000

Dust Scale

Figure 3.4: Winter anomaly of the latitude of the descending branch of the Hadley
circulation (φHC) for: a,b) γ= 0.093; c,d) γ= 0; and e,f) dust scale simulations. Panels g,h)
show φHC for ε= 25◦ and λ= 1, and panels a-f) show the anomaly from this value in the
corresponding suite of simulations. The left-hand column shows the northern hemisphere
and the right-hand the southern.

3.4f).

The strength of the overturning circulation clearly increases with obliquity and also

with dust scaling, in either hemisphere and for either value of eccentricity (Figure 3.5). This

is due to the increased aerosol heating with higher dust loading, which has been shown to

strengthen the Hadley circulation [e.g. Guzewich et al., 2016]. The strength and width of

the overturning circulation are predicted to increase with obliquity in axisymmetric theory

and simulations [Guendelman and Kaspi, 2019; Lindzen and Hou, 1988].

The jet on the 50Pa surface (the lower portion of the jet) also moves poleward with

increasing obliquity, and this relationship is clear from the lowest obliquity (ε= 10◦) to the
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Figure 3.5: Winter anomaly of the strength of the Hadley circulation (ψmax) for:
a,b) γ= 0.093; c,d) γ= 0; and e,f) dust scale simulations. Panels g,h) show φHC for ε= 25◦

and λ= 1, and panels a-f) show the anomaly from this value in the corresponding suite of
simulations. The left-hand column shows the northern hemisphere and the right-hand the
southern.

highest (ε= 50◦). There is also a shift poleward with increasing dust scaling in the southern

hemisphere, but there is no clear response to dust scaling in the northern, although the jet

is pushed somewhat equatorward when λ= 8, reminiscent of the circulation response to a

GDS [for example Ball et al., 2021; Guzewich et al., 2016].

The strength of the 50Pa jet increases with increasing dust loading in both hemispheres,

although it is a proportionally much greater increase in the southern hemisphere (Figure

3.7). In the northern hemisphere, the response of the jet also saturates between λ= 4 and

λ= 8, where the jet response is somewhat weaker. The dependence on obliquity is more

complex. In the northern hemisphere, there appears to be little obliquity dependence up to
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Figure 3.6: Winter anomaly of the latitude of the jet on the 50Pa surface (φumax) for:
a,b) γ= 0.093; c,d) γ= 0; and e,f) dust scale simulations. Panels g,h) show φHC for ε= 25◦

and λ= 1, and panels a-f) show the anomaly from this value in the corresponding suite of
simulations. The left-hand column shows the northern hemisphere and the right-hand the
southern.

obliquities of ∼ 35◦. For obliquities of ≥ 40◦, there is a significant drop in the strength of the

jet across most of the winter period, although this appears to recover by around Ls = 320◦ in

γ= 0.093 simulations. This drop is stronger (i.e. the jet weakens more) at higher obliquities.

In the southern hemisphere, there appears to be a maximum in the strength of the jet

at present-day obliquity, with decreasing jet strength as ε either increases or decreases.

With the combined effect of high obliquity and eccentricity (Figure 3.7b), there is a drop

in jet strength over winter solstice (for ε= 50◦, the jet can weaken by ∼ 50%) - this effect

appears to be mitigated in the 0-eccentricity case, wherein the weakening is much lower

proportionally.
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Figure 3.7: Winter anomaly of the strength of the jet on the 50Pa surface (umax) for:
a,b) γ= 0.093; c,d) γ= 0; and e,f) dust scale simulations. Panels g,h) show φHC for ε= 25◦

and λ= 1, and panels a-f) show the anomaly from this value in the corresponding suite of
simulations. The left-hand column shows the northern hemisphere and the right-hand the
southern.

Coincident with this solsticial weakening of the jet at high obliquity in the southern

hemisphere is a destruction of the annulus over the winter solstice (Figure 3.8b,h). We see

an overall increase in annularity with increasing obliquity in the southern hemisphere,

aside from this solsticial monopole. In the northern hemisphere, the polar vortex is less

annular in our model (Figure 3.8g,h), reaching a maximum in annularity at Mars’s current

obliquity of ε = 25◦. In both hemispheres, there is a turning point around ε = 25−30 of

maximum annularity. For the highest and lowest obliquities (ε = 10◦ and ε = 50◦), the

vortex is monopolar for the majority of winter. The dependence on dust scaling is similar in

both hemispheres, with a clear reduction in annularity with increased dust scaling (Figure
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Figure 3.8: Winter anomaly of the latitude of the maximum PV value on the 300K
level (φPV ) for: a,b) γ = 0.093; c,d) γ = 0; and e,f) dust scale simulations. Panels g,h)
show φHC for ε= 25◦ and λ= 1, and panels a-f) show the anomaly from this value in the
corresponding suite of simulations. The left-hand column shows the northern hemisphere
and the right-hand the southern.

3.8).

The strength of the vortex (PVmax) depends more strongly on dust scaling in the

southern hemisphere than in the northern, and has the opposite response. In the southern

hemisphere, as dust scaling increases so does the maximum PV, although this response

saturates around λ= 8 (Figure 3.9f). In the northern hemisphere, maximum PV appears

to be independent of dust loading for λ= 1/2−2, the larger scalings (λ= 4,8) weaken the

vortex, particularly in early-mid winter. This is consistent with our understanding of the

vortex response to GDSs, although the cause of the hemispheric difference in response

is not well-explored. In the obliquity simulations, there is overall a strengthening of the
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Figure 3.9: Winter anomaly of the strength of the PV maximum (PVmax) for: a,b)
γ= 0.093; c,d) γ= 0; and e,f) dust scale simulations. Panels g,h) show φHC for ε= 25◦ and
λ = 1, and panels a-f) show the anomaly from this value in the corresponding suite of
simulations. The left-hand column shows the northern hemisphere and the right-hand the
southern.

vortex with increasing obliquity, in both hemispheres and for both values of eccentricity

simulated. When γ= 0.093, there is a destruction of PV for the highest obliquities over

the winter solstice (ε= 45,50◦). When γ= 0, this effect is reduced and the weakening is

not as significant, meaning that the highest obliquities still have overall the highest PV

throughout the winter.
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3.4.2 Mixing and transport response to systematically varying

parameters

In this section, we consider how mixing responds to varying planetary parameters and

the associated circulation responses of Section 3.4.1. We first consider overall transport

across the polar regions throughout the winter period. Figure 3.10 shows the relative

change in passive tracer concentration after 30 sols (cpole30 /cpole0 ), averaged over the polar

region (75◦−90◦N/S). Results are shown for different initialisation periods covering each

hemisphere’s winter, and illustrate an example of how dust could be transported into the

polar region as a function of different parameters. While our tracer is passive and does

not actively influence the circulation as does dust, one may expect that more dust will be

transported into/away from the poles as the tracer is.

In the southern hemisphere, transport is strongly dependent on both obliquity and dust

scaling, with ∼ 5% lost at ε= 10◦ compared to ∼ 50% at ε= 50◦ at present-day eccentricity

(Figure 3.10b). An increase of dust scaling by 16 times leads to tracer transport increasing

from 10% to 35% (Figure 3.10d). There is a similar dependence on obliquity in the northern

hemisphere (up to two times more transport into the northern polar region at ε= 50◦ than

ε= 10◦), although there is additionally a local minimum in transport at the winter solstice

when ε= 35◦ (Figure 3.10a). In contrast, there is no clear relationship with dust scaling

in the northern hemisphere, with 25−45% of the tracer being transported away from the

polar region in all simulations. This may be linked to the winter jet latitude at 50Pa, which

is less dependent on dust scaling in the northern hemisphere in our simulations than in

the southern (Figure 3.6e,f). The northern hemisphere jet also undergoes a proportionally

smaller strengthening (weakening) when dust scaling increases (decreases) than the

southern, which may be limiting the transport response. Indeed, this limited response may

be linked to the generally weaker circulation response to increasing dust scaling in NH

winter compared to SH. The higher dust loading imposed by the timing of perihelion in
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Figure 3.10: Overall tracer transport from the poles in all simulations. The percent-
age of tracer remaining above 75◦N/S at 30 sols after initialisation. The concentration,
given as a percentage, is given to be cpole30 /cpole0 in the northern hemisphere, where cpole t

is an area-weighted polar average of tracer concentration at 300K t sols after initialisa-
tion. Corresponding Ls values for initialisation (Ls0) and 30 sols after initialisation (Ls30)
are given in the legend. As the tracer is initialised with a sinusoidal profile (Equation
3.1), typically it is transported into the southern polar region, hence we take the inverse
cpole0 /cpole30 in the southern hemisphere, for comparability. Lower percentages indicate
greater transport, as more tracer has been transported into/away from the polar region
over 30 sols. Solid lines show γ= 0.093 and dashed show γ= 0.
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NH winter may be saturating the circulation, which does not undergo large changes until

complete vortex breakdown is reached, while the SH winter circulation is more sensitive

as initial loading is lower.

When considering the differences between the current and zero eccentricity cases, we

note that more tracer is transported out of the northern polar region in current eccentricity

simulations compared to zero eccentricity simulations whereas the reverse is true in

the southern hemisphere. This result may be due to the timing of perihelion in current

eccentricity simulations, which leads to enhanced circulation during northern hemisphere

winter compared to simulations in which γ= 0. In the southern winter, however, we expect

that circulation will be enhanced in simulations with γ = 0 compared to γ = 0.093, as

southern winter occurs during aphelion (so that when γ = 0, insolation will be greater

over southern winter than when γ= 0.093). Finally, we also note that in both hemispheres

transport is greatest over winter solstice, and tends to be slightly weaker over autumn and

later winter.

To understand where these concentration changes come from, we now consider solely

isentropic mixing through the calculation of effective diffusivity, κeff. Figure 3.11 shows a

strong mixing barrier in the northern winter polar regions at lower obliquities where κeff

is small, with much higher κeff in midlatitudes. This general structure is similar to that

found for Earth’s stratospheric polar vortices [e.g. Haynes and Shuckburgh, 2000a], where

steep PV gradients at the edge of the vortices act as barriers to mixing. By the highest

obliquity (ε= 50◦, Figure 3.11e,j), this barrier has all but disappeared, and there is mixing

throughout the northern hemisphere. There is clear mixing at the pole at low obliquities,

where air is confined by the barrier. Figure 3.12 shows a similar picture, with a stronger and

wider mixing barrier at lower obliquity than at higher. In the southern hemisphere, mixing

in the midlatitudes (equatorward of the mixing barrier) tends to increase with increasing

obliquity, although we do not see this response in the northern hemisphere. Eccentricity

has a much smaller influence on the mixing barrier. In the southern hemisphere, we note
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Figure 3.11: Winter horizontal mixing in the northern hemisphere varying-
obliquity simulations. Northern hemisphere winter effective diffusivity for varying-
obliquity simulations. 10 sol winter average (centred around Ls = 270◦) cross-sections of
effective diffusivity (shading), zonal-mean zonal winds (solid contours), isentropic surfaces
(dashed contours; corresponding to 200, 300, . . . K), and the latitude of the hemispheric
maximum in zonal-mean PV (purple line). a-e) Current eccentricity (γ= 0.093) and f-j) Zero
eccentricity (γ= 0).
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Figure 3.12: Winter horizontal mixing in the southern hemisphere varying-
obliquity simulations. Southern hemisphere winter effective diffusivity for varying-
obliquity simulations. Shading and contours as in Figure 3.11 but for the southern hemi-
sphere (centred around Ls = 90◦).
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that the mixing barrier is generally narrower and the vortex less annular (as shown by

the purple line approaching 90◦S) in simulations with γ= 0 than their equivalent with

γ = 0.093. This appears to be the opposite response to that of the northern hemisphere

polar vortex, where γ= 0 would suggest a slightly wider annulus and stronger barrier.

Similarly, we further see a transport barrier for different values of λ, the scaling

parameter for dust loading. Mixing within the polar region is strongest when dust scaling is

lowest in either hemisphere, likely due to the relatively wide annulus in these simulations.

As dust scaling is increased in the northern hemisphere (Figure 3.13, right), there is no

clear response in either the width of the mixing barrier or the annulus. The only clear

response of the annular vortex is at a dust scaling of λ= 4, wherein the vortex becomes

monopolar at all altitudes, or at λ= 8, where the annulus is confined to lower altitudes

than λ= 1/2−2. This is in contrast to the southern polar vortex, where the annulus tends

to shrink with increasing dust scaling (Figure 3.13, left) but remains annular for all dust

scaling scenarios. We do however see an increase in midlatitude mixing and that the

mixing barrier contracts toward the pole in the southern hemisphere with increased dust

scaling.

Having considered a vertical cross-section of the atmospheric circulation, we now show

the evolution of effective diffusivity on the 300K surface throughout the seasonal cycle

in Figure 3.14. Effective diffusivity and hence mixing is largest in the winter low-mid

latitudes for all simulations, particularly in the northern hemisphere. We note that at

higher obliquity (ε = 40−50◦), there is a significant increasing in polar mixing in the

southern hemisphere over the winter solstice (Figure 3.14d,e,i,j). This is accompanied by a

destruction of the annulus and hence a monopolar vortex at this time, as well as a more

poleward jet.

Figure 3.15 shows the seasonal evolution of effective diffusivity as in Figure 3.14 but

for the dust scaling experiments. We see that there remains an effective mixing barrier

in the southern hemisphere throughout winter at all dust loadings simulated, as well as
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Figure 3.13: Winter horizontal mixing in the dust scale simulations. Winter effective
diffusivity for dust scale simulations (left column SH, right column NH). Shading, contours,
and time averages as in Figures 3.11 and 3.12 but for the dust-scale simulations.
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Figure 3.14: Seasonal changes in mixing in varying-obliquity simulations. Evolution
of effective diffusivity on the 300K level (shading), zonal winds (black contours), and φPV
(purple line). A 30-sol smoothing is applied to the model output for clarity.
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Figure 3.15: Seasonal changes in mixing in dust scale simulations. Evolution of
effective diffusivity on the 300K level (shading), zonal winds (black contours), and φPV
(purple line). A 30-sol smoothing is applied to the model output for clarity.
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an annular vortex and mixing within the annulus. The polar vortex in both hemispheres

becomes less annular with increased dust loading throughout the winter period, although

the southern polar vortex remains persistently annular at all dust scalings. We note that

mixing in the southern hemisphere winter becomes stronger at higher dust loadings (until

it is approximately equivalent to that in the northern hemisphere at λ = 4 and λ = 8;

Figure 3.15d,e). Despite there being an approximately equivalent increase in mixing at

the equatorward flank of the southern hemisphere winter transport barrier, we do not see

the same solsticial destruction of the annulus and mixing barrier as we see in the high

obliquity simulations.

Finally, we also show changes in the large-scale atmospheric circulation with our

changing parameter values. We show the winter mean (60 sols averaged about the winter

solstice) values of φPV , φHC, φumax , and κeff300 for all simulations, as well as their rates of

change with obliquity and dust scaling (Figure 3.16). We see that φHC increases with both

obliquity and dust scaling in both hemispheres, although the response tends to be slightly

stronger in the southern hemisphere. There is an additional eccentricity signal at high

obliquity, with current eccentricity simulations having a slightly more poleward descending

branch of the HC than zero eccentricity simulations in the southern hemisphere. φumax lies

approximately 10◦ poleward of φHC in almost all simulations, similarly increasing with both

obliquity and dust scaling in both hemispheres, although with very little eccentricity signal

in either hemisphere. In the λ= 8 simulation, φumax sits equatorward of φHC, consistent

with the equatorward shift of the jet during GDS periods. However, the response of the

annular vortex is somewhat less clear. There is a small increase in φPV in the northern

hemisphere with dust scaling, and a larger increase in the southern, consistent with the

stronger response in φHC and φumax in the southern hemisphere. The response to changing

obliquity is less clear - in the northern hemisphere, there appears to be a turning point

at around ε= 30−35◦, and similarly in the southern. In the southern hemisphere, this

is due to the solsticial monopolar PV structure that occurs at higher obliquities (Figure
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Figure 3.16: The change in various diagnostics of the circulation with obliquity
or dust scale. a,b) Rates of change of the winter mean (60 sols averaged about Ls = 270
(Ls = 90) in the northern (southern) hemisphere) values of φHC, φumax , φPV , and κeff300 with
obliquity (a) and dust scale (b) for both the northern (light blue) and southern (dark blue)
hemispheres. Descriptions of the quantities shown are given in Table 3.2 and error bars
show the standard deviation of these rates of change. c-f) Winter average values of φHC
(blue), φumax (green), φPV (yellow), and κeff300 (purple). Panels a-b) show the gradient of
the lines in panels c-f). In panels c-d), solid lines show current eccentricity (γ = 0.093)
and dashed show zero eccentricity (γ= 0) simulations. Note that κeff300 is plotted on the
right-hand axis of all panels.
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3.14 - while the vortex is annular, the annulus tends to be wider in the high obliquity

simulations, however this solsticial destruction reduces the mean annularity over the

winter period). Overall, we find significant differences in the width of the annulus (and its

response to dust scaling) in the southern hemisphere compared to its northern counterpart.

Such differences are also identified in studies of the polar vortices in reanalyses and other

free-running MGCMs [e.g. Mitchell et al., 2014; Streeter et al., 2021; Waugh et al., 2016],

indicating that vortex morphology bears further investigation.

We now consider the mean value of κeff poleward of 40◦N/S on the 300K level (κeff300 ) in

all simulations (Figure 3.16, purple lines). These values show that overall mixing in the

southern hemisphere is heavily dependent on dust scaling and obliquity. Indeed, with an

increase in dust scaling from λ= 1/2 to λ= 8, κeff300 is almost tripled (moreover, this is an

increase in the effective diffusivity on a log scale, indicating that the proportional increase

is actually larger at a 7.4-fold increase). With an increase in obliquity from ε = 10◦ to

ε= 50◦, there is an increase of an almost equivalent magnitude. However, in the northern

hemisphere, the response to changing either parameter is less clear. Increasing dust loading

weakly increases overall mixing (Figure 3.16e), which remains large for all simulations.

Increasing obliquity increases mixing for lower values of obliquity (ε= 10−25◦), but has less

impact for values higher than this. We note that mixing is generally lower in the southern

hemisphere than the northern, although at high obliquity or dust loading the greater

sensitivity in the southern hemisphere means that they have reached an approximately

equal strength of mixing.

These changes may be summarised by considering the rate of change of each quantity

with either obliquity or dust loading (Figure 3.16a,b). We see clearly that there is a poleward

trend in both φHC and φumax with increasing obliquity and dust scale (except in the NH

dust simulations), and that the rate of change with dust loading is much greater in the

southern hemisphere (Figure 3.16b, dark blue). We also see an increase in mixing poleward

of 40◦N/S in both experiments, the response being stronger in the southern hemisphere,
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although this hemispheric difference is more significant in the dust scale experiments.

However, we note that while φPV tends to move poleward in the dust scale simulations, its

rate of change with obliquity is not significant.
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Figure 3.17: A time series of winter-time mixing (κeff300) according to historical
integrations of obliquity. Winter mean is 60 sols averaged about Ls = 270◦ (Ls = 90◦) in
the northern (southern) hemisphere. (a) Obliquity from Laskar et al. [2004, data obtained
here], and mixing changes with obliquity in (b) the northern hemisphere and (c) the
southern hemisphere. We have chosen to include only variations based on obliquity due to
the complication of the timing of perihelion with varying eccentricity also, although we
show the time series for both γ= 0.093 (solid blue) and γ= 0.000 (dashed red).
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Finally, Figure 3.17 illustrates how mixing may have varied over the last 20Myr accord-

ing to obliquity variations alone. In the northern hemisphere, our simulations predict that

mixing has been reasonably consistent across this time period, with lower mixing during

the last 5Myr when obliquity has been at its lowest. However, in the southern hemisphere,

our simulations suggest that isentropic mixing has varied significantly with obliquity, and

in particular with a strong decrease again during the last 5Myr. Note that between 5Ma

to 20Ma, there is a cut-off in mixing for γ = 0.093 simulations. This is due to the small

non-linearity seen in mixing between ε= 25−30◦ (Figure 3.16d). Figure 3.17c suggests that

the evolution of obliquity may have a more important influence in the southern hemisphere

than the northern. This figure should be treated as a demonstration that mixing may have

experienced oscillatory behaviour driven by Mars’s orbital parameters. It does not show

mixing evolution with dust loading, or with eccentricity (as these are harder to constrain

based on our simulations and knowledge of historic dust loading) and so should be treated

with caution, but illustrates that mixing could contribute to the layering observed in the

polar regions, particularly the south.

3.5 Discussion

Our simulations have shown that mixing into the polar regions of Mars has a strong

dependence on obliquity and average dust loading, along with a much weaker dependence

on eccentricity. This stronger response to obliquity compared to eccentricity echoes the

results of previous studies using an MGCM to investigate orbital forcing of the water and

CO2 cycles, as well as global atmospheric circulation patterns [e.g. Haberle et al., 2003;

Mischna, 2003]. The relationships we have found herein differ from those in previous

transport studies [e.g. Toigo et al., 2020], likely due to model differences and the processes

represented. Despite these differences, this work uses a novel technique in the study of the

Martian atmosphere and successfully isolates changes in isentropic mixing from changes
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in transport which have not been identified by previous studies.

In their work, Toigo et al. [2020] found a maximum in atmospheric transport into the

polar regions at around ε= 25◦, whereas in this paper we find that transport increases

monotonically with obliquity (Figure 3.10a). This difference may be linked to our represen-

tation of polar tracer concentration as a proxy for overall transport compared to their more

complex ‘age-of-air’ tracer. Model differences may also contribute here: for example, the

vertical resolution of our simulations is lower than in Toigo et al. [2020], and Isca-Mars

represents latent heat release via CO2 condensation in a more simple scheme which does

not update atmospheric pressure according to the mass lost. When we separate isentropic

mixing from transport, however, we identify a weak maximum in mixing in the northern

hemisphere over ε= 25−35◦ (Figure 3.16c). Despite these differences in the precise de-

pendence, both studies suggest that mixing and transport changes must be considered

when discussing the formation of the PLD. We see that over the obliquity values Mars

has experienced in the last 10Ma, transport into the polar regions may almost double in

the northern hemisphere or increase almost ten fold in the southern based on changes

in obliquity alone. Similarly, an octupling of atmospheric dust loading from a current

climatological loading may induce approximately a tripling of transport into the southern

polar region, as well as an overall increase in mixing poleward of 40◦S by approximately

two-fold.

It is thought that the layers within the PLD are formed of differing concentrations of

dust and water ice. We have shown herein that there is a stronger mixing and transport

dependence on dust loading in the southern polar region than the northern, and that

mixing into the southern polar region is very high when dust scaling is also high. Given

the positive feedback effects noted in Newman et al. [2005] whereby dust lifting increases

with obliquity, one may expect even greater mixing increases with obliquity when an active

dust scheme is used, and therefore our results may be considered to be conservative.

We note that mixing dependence on eccentricity is linked to the morphology of the
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polar vortex. In all simulations, if there is a change in eccentricity that is concurrent

with a small shift in the annularity of the polar vortex, there is an equivalent change in

the strength of the barrier to mixing. For example, in the southern hemisphere winter,

changing eccentricity from its current value to zero reduces the annularity of the vortex

and we see a concurrent increase in mixing into the polar region (e.g. Figure 3.16d, solid to

dashed lines). An equivalent reduction in annularity of the northern polar vortex similarly

sees an increase in mixing, although this is a response to increasing the eccentricity rather

than reducing it (e.g. Figure 3.16c, dashed to solid lines). Due to the timing of perihelion

just prior to northern winter solstice, both such changes are linked to an increase in

insolation and a strengthening of the overturning circulation.

The mixing dependence on obliquity appears less related to the annularity of the vortex,

which has a nonlinear response to increasing obliquity in both hemispheres, while mixing

does not (Figure 3.16c,d). In both hemispheres there is an overall increase in transport into

the polar regions (Figure 3.10a,b) with increasing obliquity. The mixing barrier shrinks

and shifts poleward (e.g. Figures 3.11 and 3.12), meaning that there are simulations with

an almost monopolar vortex where there may exist a strong mixing barrier or no mixing

barrier (3.11a,i).

We have additionally identified a broad range of obliquities (ε= 25−35◦) that act as

a turning point for some of the metrics studied. For obliquities greater than this, we see

poleward excursions of the edge of the Hadley cell and the jet (Figures 3.4, 3.6), as well as

significant weakening of the jet around winter solstice (Figure 3.7). We also see that the

vortex is most annular around ε= 25−35◦, and above this there is a pronounced solsticial

monopole, particularly in the southern hemisphere. There is also a concurrent reduction in

the strength of the vortex for these high obliquities (Figure 3.9). Despite the existence of

this turning point, some quantities respond linearly to increasing obliquity, including the

latitude of the jet at 50Pa, and the descending branch of the Hadley circulation.

In contrast to the work of Guzewich et al. [2016], we have seen that the southern
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winter circulation is more sensitive to atmospheric dust loading in our model. Guzewich

et al. [2016] showed that temperatures in the southern winter polar vortex were relatively

invariant to a change in dust loading (from a dust-free scenario to a scenario with several

times the climatological average). Here we have seen a stronger response to dust scaling in

the southern hemisphere than the northern in the following quantities: annulus width,

latitude of the edge of the Hadley Cell, latitude of the jet at 50Pa, and, most significantly,

the mean effective diffusivity on the 300K surface (Figure 3.16). We also see substantial

changes in southern polar temperatures with dust loading (Supplementary Information,

Figure 13; Figure B.13). However, these differences could be due to the magnitude of the

southern hemisphere dust loading explored in our simulations, which when scaled by

λ= 4,8, is substantially larger than that of the ‘opposite season’ loading used in Guzewich

et al. [2016].

There is no guarantee that dust optical properties have remained constant throughout

Mars’s history [Clow, 1987]. Studies have shown that altering dust optical properties in an

MGCM can lead to almost equivalent circulation changes as a doubling of dust loading,

although this is ascribed to an equivalent change in aerosol heating rates [Guzewich et al.,

2016]. Within this study, we have scaled dust loading throughout the Martian year, taking

a climatological scenario of the current dust evolution and multiplying it by a constant

throughout the year, to mimic a change in global dust abundance. Other studies have

investigated the influence of dust loading by changing the scaling during the peak season,

or by changing the timing of the peak season [e.g. Toigo and Waugh, 2022]. We have found

differing transport and mixing responses to dust loading than in this previous study, and

the prescribed modern scenario of dust loading may not be representative of historical dust

distributions. Indeed, Newman et al. [2005] showed that obliquity changes lead to changes

in dust lifting which then influence the atmospheric circulation. A similar study with an

active dust lifting scheme would be beneficial to understand how dust loading changes

with obliquity would influence mixing. Inclusion of a dust lifting and settling scheme would
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also further our understanding of how polar temperature changes are connected to dust

settling rates, which may influence the results. For example, the greater polar insolation

at high obliquity elevates polar temperatures (Supplementary Information, Figures 13 and

14; Figures B.13 and B.14), which may slow the dust settling rates at these times. Based

on our modelling, we may expect this effect to be greater in the northern hemisphere than

in the southern (Supplementary Information, Figure 13a,b; Figure B.13a,b), although an

active dust tracer would be useful in quantifying any changes in settling rates.

Comparing the dependence of mixing on either dust scaling or obliquity, and the

hemispheric differences noted therein, we note that for all obliquities there is more mixing

in the northern hemisphere winter than in the southern (Figure 3.14). However for the

dust scaling simulations, mixing is stronger in the northern hemisphere but remains

relatively invariant to dust loading, whereas in the southern hemisphere, mixing increases

with dust loading until it is approximately equivalent to that in the northern hemisphere

when λ= 4 (Figure 3.15,3.16).

Our results show that effective diffusivity is a useful diagnostic of mixing in the Martian

atmosphere, noting that similarities with structures on Earth provide a useful example for

comparison. While there are limitations to our study, particularly in the use of an idealised

model with prescribed dust, we believe that this methodology could be a valuable tool to

answer questions concerning the formation of the PLD, just as it has been in understanding

the chemistry of Earth’s polar stratosphere. We intend this study to be seen primarily as a

proof-of-concept for the use of effective diffusivity as a mixing diagnostic for the Martian

atmosphere. While our results may not be entirely conclusive in regards to the contribution

of horizontal mixing to the formation of the PLD due to modelling choices made herein,

our findings provide a foundation for more complex GCMs to further explore these results.
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3.6 Summary

We have investigated the role that isentropic mixing may play in the formation of the

polar layered deposits (PLD) using an idealised Martian Global Climate Model (MGCM).

To do this, we have applied a novel technique for the Martian atmosphere, namely the

calculation of effective diffusivity, a Lagrangian measure of isentropic mixing. We find

significant changes and hemispheric differences with obliquity, average dust loading, and,

to a lesser extent, eccentricity. Our key findings are summarised below:

• We find generally high effective diffusivity in the midlatitudes, with a partial mixing

barrier approximately coincident with the equatorward edge of the polar vortex. This

structure is similar to that found by previous studies of Earth’s stratospheric polar

vortices.

• We see that midlatitude mixing in the southern hemisphere is more sensitive to

obliquity or dust loading changes than that in the northern.

• Despite overall mixing in the southern hemisphere being more sensitive to changes

in dust loading, we see that there is a persistent mixing barrier across all simulations

performed, whereas this is not the case in the northern hemisphere.

• The mixing barrier in the southern hemisphere is colocated with a local potential

vorticity maximum away from the pole (suggesting an annular vortex), both vanishing

only at high obliquities over the winter solstice when polar insolation is greatest.

• In both hemispheres there is an increase in mixing and transport between the polar

atmosphere and midlatitudes as obliquity increases, or as dust increases (only in the

southern hemisphere).

Our results demonstrate the importance of horizontal mixing in the Martian polar

atmosphere and link polar vortex morphology to the efficiency of the transport and mixing

121



CHAPTER 3. THE IMPORTANCE OF ISENTROPIC MIXING IN THE FORMATION OF
THE MARTIAN POLAR LAYERED DEPOSITS

barrier. Changes in mixing of a passive tracer with obliquity and dust loading may have

important implications for the transport and mixing of dust in the polar regions. In future

research, considering the influence of precession of perihelion as well as circulation re-

sponse over a range of eccentricities will be important in understanding how these factors

have contributed to the formation of the PLD, to complement the initial investigation

here into the two illustrative eccentricity values we have chosen. Previous research has

linked changes in dust loading to changing orbital parameters [e.g. Newman et al., 2005];

further investigation into mixing changes with an active dust scheme would be illuminat-

ing. Furthermore, we have once again noted significant differences in the morphology of

the northern and southern polar vortices, so an in-depth study into the causes of these

differences would be beneficial. These hemispheric differences suggest that the processes

involved in the formation of the PLD may play unequal roles in the northern and southern

hemispheres. We hope that the methods presented herein and the hemispheric differences

identified provide a strong case to suggest that isentropic mixing is an important process

that may have contributed to the formation of the PLD.
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4
THE COUPLING BETWEEN THE HADLEY CELL AND ZONAL JETS

ACROSS PLANETARY PARAMETERS

Following the detailed analysis of the Martian polar vortices in Chapters 2 and 3, this

chapter contains a more exploratory investigation into Earth’s tropospheric overturning

circulation. The tropospheric Hadley Cell on Earth is important for the transport of heat

and moisture and is expected to expand under increasing CO2 forcing. However, there are

discrepancies in both the observed and predicted rates of expansion, seemingly dependent

on the dataset studied as well as on the metric used to define the edge of the tropics.

Inspired by the use of a parameter sweep to study Mars’s historical polar vortices and

how horizontal mixing has changed over time, this chapter investigates the relationship

between dynamical metrics for tropical width on Earth-like exoplanets. The edge of the

Hadley circulation, the subtropical jet, and the eddy-driven jet are studied in a parameter

sweep over obliquity and rotation rate.

This research aims to understand the dynamical relationships between these three

metrics and to contextualise their coupling in various idealised model configurations of

Earth’s atmosphere across a broader parameter space. These metrics are well-coupled
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in some highly idealised models of the Earth’s circulation but this breaks down in more

complex models, as well as in observations. The dependence of their coupling on model

configuration (in particular with the inclusion of a stratosphere, moisture, or grey radiation)

is also investigated.

The research here has been written in the format of a journal article, but has not yet

been submitted for publication. Supplementary figures for this research have been included

in Appendix C of this thesis.

4.1 Abstract

In the Earth’s atmosphere, there are multiple ways to define the width of the tropics. Many

of these have been used to investigate the rate of tropical expansion under climate change

forcing; however, recent work has shown that different metrics can be well- or poorly-

coupled with each other in terms of their internal variability, and can exhibit different

rates of tropical expansion, raising questions about their underlying dynamics. In an

idealised dry model, the latitude of the descending branch of the Hadley circulation (φHC)

and the latitude of the subtropical jet (φSTJ) have been shown to be positively correlated,

but this is not necessarily the case in more complex models, reanalyses, or observations.

Here we aim to further probe the dynamics of the coupling between tropical edge metrics

in order to understand this apparent sensitivity. We investigate the dependence of the

φHC-φSTJ relationship, and their relationships with the latitude of the eddy-driven jet

(φEDJ), on the planetary parameters used in an idealised modelling framework. We perform

a systematic sweep across rotation rate and obliquity, with an Earth-like base case, in

multiple model configurations. We find that relationships between metrics may vary

dependent on their separation or on their mean strength (φHC and φEDJ), or on their mean

latitude (φSTJ and φEDJ). A distinct region of the parameter space exists wherein φHC and

φSTJ may be decoupled, which is replicated in a dry grey-radiation model, but not in its
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moist equivalent.

4.2 Introduction

When considering atmospheric circulation on Earth, the edge of the tropics is typically

thought of as the region of dry descending air associated with the descending branch of the

Hadley circulation at around 30◦ N/S. However, there are multiple atmospheric turning

points or thresholds that may be used to define the precise location at a given time. These

can be related to the dynamics, such as the latitude of the descending branch of the Hadley

Cell (φHC), the latitude of the subtropical jet (φSTJ), or the latitude of the eddy-driven jet

(φEDJ). There are also hydrological measures, such as the latitude at which precipitation

equals evaporation (φP−E), as well as measures based on the radiative budget, such as

φOLR (the latitude at which outgoing longwave radiation is 250 Wm−2), or on the latitude

of the tropopause break, φTPB. Figure 4.1 shows the latitudes and altitudes of various

metrics, along with the quantities that define them. For a more complete description of

different metrics, see for example Solomon et al. [2016]; Waugh et al. [2018]. The edge of

the tropics are typically characterised as a dry region due to the downwelling dry air in

the descending branch of the Hadley Cell (HC). Persistent changes in the latitude of φHC

or other metrics including φP−E, such as those we may see with tropical expansion, will

have profound impacts on populations living in these areas. Given that downwelling at the

descending branch of the HC will influence changes in surface weather and water scarcity

[e.g. Birner et al., 2014; Seager et al., 2007], understanding these discrepancies in rates of

tropical expansion and in the mean latitude of each metric remains an area of interest in

studies of the atmospheric response to climate change forcing.

There is good evidence to suggest that the width of the tropics has been increasing over

the recent observational period [e.g. Birner et al., 2014; Nguyen et al., 2013]. However,

recent work has shown that using different metrics may lead to different rates of tropical
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Figure 4.1: A schematic of various metrics for tropical width. A schematic illustrating
the zonal mean circulation in the NH. The location (altitude and approximate latitude) of
each metric is shown: (top) metrics based on outgoing longwave radiation; (middle) zonal
wind (solid black contours), meridional streamfunction (shading), tropopause (dash-dotted
line); (bottom) sea level pressure and precipitation-evaporation. Figure from Waugh et al.
[2018, precise definitions given therein]. Of particular relevance to this thesis are PSI,
EDJ, and STJ, which are equivalent to φHC, φEDJ, and φSTJ.

expansion, and that metrics can be poorly correlated with each other [Waugh et al., 2018].

For example, it has been shown that in the southern hemisphere of Earth, φSTJ is a

poor metric for HC width: Solomon et al. [2016] found that φSTJ and φHC are essentially

uncorrelated in both their variability and response to CO2 forcing in one model ensemble.

Menzel et al. [2019] showed also that in CMIP5 (Coupled Model Intercomparison Project)

models correlations between φHC and φSTJ are often not significant, and can change signs

between seasons. These results may be seen as surprising given that the existence of the
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subtropical jet (STJ) is typically linked to poleward angular momentum transport by the

HC [Held and Hou, 1980].

An additional source of uncertainty in calculations of the historical and current location

and variability of the edge of the tropics is that different studies use different data sources.

This includes a range of observations, reanalyses, and climate models. The same metric

across different datasets may exhibit a different rate of tropical expansion [e.g. Davis and

Rosenlof, 2012]. Furthermore, it is known that there are hemispheric differences in the

covariability and location of tropical width metrics [Davis and Birner, 2017], although the

causes of these differences are largely unknown [Waugh et al., 2018]. In the Held-Suarez

(hereafter HS) benchmark model [Held and Suarez, 1994], φHC and φSTJ are well-coupled

(since, in this model, the STJ forms as a consequence of angular momentum conservation

at the descending branch), but this is not the case in more complex models, in observations,

or in reanalyses [e.g. Davis and Birner, 2017; Solomon et al., 2016; Waugh et al., 2018].

φHC and φEDJ appear to be more consistently positively coupled across a wider range of

data sources. For example, Kang and Polvani [2011] showed that in CMIP3 models there is

a strong correlation between φHC and φEDJ in austral summer on interannual timescales,

and also in response to CO2 forcing. More recent analysis of the CMIP5 simulations with

no transient forcings (called control simulations) showed a positive correlation between

φHC and φEDJ annually and across all seasons.

The driving mechanisms for different metrics may be entirely different, albeit inter-

linked. The STJ is driven by angular momentum transport from the deep tropics via

the HC, whilst the EDJ is driven by the convergence of westerly momentum fluxes from

baroclinic eddies [Lee and Kim, 2003]. However, these two processes may be linked, for

example with equatorward-propagating eddies damping the STJ. Lee and Kim [2003]

showed that, in an eddy-free, axially-symmetric circulation, the existence of a distinct EDJ

is dictated by the strength and latitude of the STJ - if the STJ is sufficiently strong, the

primary region of baroclinic wave growth coincides with the region of the STJ, and the
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EDJ does not form at latitudes much higher than this. Furthermore, dynamical feedbacks

associated with changes in radiative heating and eddy fluxes lead to more complexity when

considering the response of a changing Hadley circulation and its influence on the STJ and

EDJ [Kim and Lee, 2001a,b].

These discrepancies in the metrics used to calculate the width of the tropics have been

well studied over recent years, but the extent to which their location and covariability are

reliant upon Earth’s planetary parameters remains relatively unknown. Such parameters

might include obliquity, eccentricity, radius, surface gravity, and more, and tend to affect

atmospheric circulation at large scales. The influence of these parameters on atmospheric

circulation is important to understand as it enables us to place the dynamics of Earth’s

atmosphere within a broader context. Beyond Earth’s atmosphere, several recent studies

have used idealised global climate models (GCMs) to explore the behaviour of large-scale

circulation on terrestrial exoplanets [e.g. Chemke and Kaspi, 2015; Faulk et al., 2017;

Guendelman and Kaspi, 2018, 2019; Hill et al., 2022; Kaspi and Showman, 2015; Singh,

2019]. Such studies often focus on the habitability of these exoplanets [e.g. Linsenmeier

et al., 2015], for which the overturning circulation is a key factor due to its role in the

meridional transport of heat. Held and Hou [1980] derive a relationship between rotation

rate and the width of the HC in axisymmetric theory, and several papers since have

expanded on this to include dependence on other planetary parameters. In particular,

Lindzen and Hou [1988] extend this work to consider off-equatorial heating, and scaling

laws have been found that relate the location of the descending branch of the HC with

planetary rotation rate and obliquity in seasonally-varying simulations [e.g. Guendelman

and Kaspi, 2019]. Further studies have investigated the location of eddy-driven jets (jets

primarily driven by the presence of baroclinic eddies, which form due to sharp meridional

temperature gradients and deposit westerly momentum, as shown in Figure 4.2) on Earth-

like exoplanets at a range of rotation rates, finding a decrease in poleward migration

of these jets when rotation rate is high [Chemke and Kaspi, 2015]; or the circulation
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dependence on atmospheric mass, which weakens and contracts when mass is increased

[Chemke and Kaspi, 2017]. Kaspi and Showman [2015] perform an in-depth investigation

into the effects of changing multiple planetary parameters on atmospheric circulation, in

particular illustrating relationships between the width and strength of the HC, along with

the strength and location of the STJ, with rotation rate.

Figure 4.2: A schematic showing the formation of an eddy-driven jet. Stirring in the
baroclinic zone generates Rossby waves that propagate away. Momentum flux associated
with these waves is towards the source region, and thus momentum converges there,
generating a net eastward flow. From Vallis [2017, Figure 15.3]

.

No study has yet focused on the internal variability of such features in planetary

atmospheres, or how their coupling depends on the planetary parameters chosen. In this

paper, we explore the relationship between φHC, φSTJ, and φEDJ in idealised models of

Earth’s atmosphere, and extend the study to investigate the dependence these relationships

have on both rotation rate and degree of off-equatorial heating. We consider the influence

of these parameters on both metric mean location and their variability and relationships

with each other. Finally, we also investigate these same relationships in a moist grey model,
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as well as its dry limit, to understand the effect of a more complex radiation scheme and

moisture. Previous work has found that the presence of a strong STJ drives baroclinic

wave growth at this point, leading to a colocated EDJ, while a weaker STJ leads to the

existence of a well-separated EDJ [Lee and Kim, 2003].

We test the following hypotheses from the theory:

1. increasing obliquity or decreasing rotation rate will broaden and strengthen the

Hadley circulation.

2. the edge of the Hadley Cell and the eddy-driven jet will be more positively correlated

the closer together they lie. This is due to the sensitivity of the Hadley Cell edge to

shifts in the eddy-driven jet and its associated eddy momentum fluxes [Davis and

Birner, 2017].

3. does a strong STJ imply that the EDJ and STJ are colocated and are strongly

correlated?

In Section 4.3 we outline the methods used herein; we present dry results in Section

4.4 and results from the moist model Section 4.5. We discuss and contextualise our key

results in Section 4.6 and conclude in Section 4.7.

4.3 Methods

4.3.1 Modelling framework

We make use of the flexible modelling framework Isca [see Vallis et al., 2018, for an

introduction]. Isca has previously been used to simulate Earth’s atmosphere, and has

been adapted to model the atmospheres of other solar system planets, including Mars and

Jupiter [Ball et al., 2021; Thomson and Vallis, 2019b], as well as tidally and non-tidally

locked exoplanets [Penn and Vallis, 2017, 2018]. One significant advantage of its use

is the ready ability to change planetary parameters, which here allows us to perform a
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parameter sweep over Earth-like exoplanets; we can also easily change radiation schemes

or temperature profiles.

4.3.1.1 Benchmark (dry) model

We present results primarily using the HS benchmark model [Held and Suarez, 1994]

as set up in Isca. The HS model is a dry dynamical core with Newtonian relaxation

to a zonally symmetric equilibrium temperature profile, Teq. Typically, Teq features a

maximum heating at the equator and is hemispherically symmetric. To represent the

effects of changing obliquity, we additionally employ a sinusoidal-with-latitude profile that

shifts the latitude of maximum heating away from the equator. All simulations are at

‘eternal solstice’ whereby they do not feature a seasonal cycle. Similarly no simulations

include moisture.

In HS simulations, model temperature is relaxed to Teq according to

(4.1)
∂T
∂t

= . . .−kT (φ,σ)[T −Teq(λ,φ, p)],

where . . . represents the terms of the potential temperature equation1, and the term shown

here is the forcing. σ is normalised pressure, and acts as the vertical coordinate, and φ is

latitude. T is model temperature and kT is the thermal damping coefficient, defined as

(4.2) kT = ka + (ks −ka)max
{

0,
σ−σb

1−σb

}
cos4φ,

following Held and Suarez [1994]. ka is the damping coefficient in the free atmosphere

and ks the damping coefficient at the surface (here, ka = 1/40days−1 and ks = 1/4days−1).

σb is the boundary layer depth; no relaxation is applied for σ < σb, and σb = 0.7 in our

simulations. Equations 4.1 and 4.2 combine simply to mean that temperature follows

the laws of thermodynamics with an additional damping term (right-hand-side Equation

4.1). This damping occurs over a timescale of 40 days in the free atmosphere, but in the

1See Equation C.1.
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planetary boundary layer the relaxation timescale is shorter (the final term of Equation

4.2 is greater than 0, and decreases as σ→σb).

Teq takes the following form:

(4.3) Teq =max
{

Tstr,
[
T∗− (∆θ)z loge

(
p
p0

)
cos2φ

](
p
p0

)κ}
,

where

(4.4) Tstr = Tstrat −εsinφ

and

(4.5) T∗ = T0 − (∆T)y sin2φ−εsinφ.

Tstrat is the isothermal stratosphere temperature, which we modify to include a latitude (φ)

dependence via non-zero ε. T∗ is the surface temperature, set by the surface temperature

at the equator T0 and an equator-to-pole surface temperature difference (∆T)y (subject to

further modification due to non-zero ε). In Equation 4.3.1.1, (∆θ)z determines the vertical

gradient of potential temperature (i.e. specifies the stratification of the relaxation profile),

p0 is a reference pressure, and κ= R/cp.

We take Tstrat = 200K, T0 = 315K, (∆T)y = 60K, (∆θ)z = 10K, p0 = 1000 hPa, and

κ= 2/7. When ε= 0, the equilibrium temperature profile reduces to that of Held and Suarez

[1994]. Choosing non-zero ε forces the maximum surface temperature off-equator, and

represents a change in obliquity without introducing a seasonal cycle.2

4.3.1.2 Representation of the stratosphere

The HS model uses an isothermal stratosphere, but research has shown that including

a more realistic stratosphere can influence the position of jets in the troposphere; in

particular, the addition of a cooler polar stratosphere can strengthen and shift φEDJ

2A full description of the model and its many possible configurations may be found on the Isca website.

132

https://execlim.github.io/IscaWebsite/


4.3. METHODS

poleward [Polvani and Kushner, 2002]. Therefore, we perform additional experiments

including the Polvani-Kushner (PK) stratosphere to investigate its influence on both the

location of tropical width metrics and their couplings across a broader parameter space.

All parameter values are taken to be the same in HS and PK simulations, but the

choice of Teq is different between the two. In PK simulations, Teq takes the form

(4.6) Teq(p,φ)=


T trop

eq (p,φ), for p ≥ pT

Tstrat
eq (p,φ), for p < pT .

where pT = 100 hPa is a nominal tropopause height. Details of the stratospheric tempera-

ture profile used may be found in the appendix of Polvani and Kushner [2002].

4.3.1.3 Moist model with grey radiation

Additionally, we consider the influence of moisture and the introduction of grey radiation

on the metrics of tropical width that we are investigating. To do this, we run a coarser

parameter sweep of moist simulations using the model set-up of Frierson et al. [2006],

varying planetary rotation rate and diurnally- and seasonally-averaged latitudinal insola-

tion profile (hereafter F06 simulations). The insolation profile for our parameter sweep is

shown (Fig C.1 b).

Frierson et al. [2006] describe their model as a moist extension of the Held and Suarez

[1994] dry model, in that it is a moist GCM that includes latent heat release, designed

for use in idealised studies of planetary atmospheres. The F06 model features an explicit

boundary layer model and the Newtonian relaxation is replaced by a simple grey radiation

scheme. Further details about this scheme and model equations are given in Appendix C.2.

The most relevant details for this study are given below. The incoming solar radiation is

given by a second Legendre polynomial profile, which approximates the Earth’s seasonally
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averaged insolation distribution. This is given by

S = S0

4
(
1+∆SP2(θ)+∆sw sinφ

)
;(4.7)

P2(φ)= (1−3sin2φ)/4,(4.8)

where S0 is the solar constant, ∆S sets the amplitude of the insolation profile between the

equator and pole, and ∆sw modifies the insolation profile with a sinφ profile. Varying ∆sw

thus acts in the same way as varying ε, and we choose values of ∆sw such that the latitude

of maximum surface temperature is approximately the same as those in our dry parameter

sweep.

We may also adjust the humidity content in the model by considering the saturation

vapour pressure e∗, which is constrained by the Clausius-Clapeyron equation. Assuming

fixed latent heat of vapourisation Lv, this is

(4.9) e∗(T)= e∗0 e−
Lv
Rv

[
1
T − 1

T0

]
,

where the constant e∗0 is the saturation vapour pressure at T0 = 273.16K and Rv is the gas

constant for water vapour. To adjust the humidity content, one can vary e∗0. Our moist F06

simulations have e∗0 = 610.78Pa, and we take the dry limit e∗0 = 0.0 for comparison with

the HS simulations (hereafter DF simulations).

4.3.1.4 Parameter sweep

We run simulations that vary both planetary rotation rate and obliquity. We vary planetary

rotation rate between 1/2−2Ω∗, where Ω∗ =Ω/ΩE represents a scaling of Earth’s rotation

rate. To vary obliquity, we change the latitude of maximum surface temperature (ε) in the

equilibrium temperature profile in HS and PK simulations, and the latitude of maximum

insolation (∆sw) in F06 simulations. This latitude varies between 0−30◦N at 5◦ intervals for

the full HS parameter sweep. A full summary of all simulations run is shown in Table 4.1.

A comparison of the zonal-mean zonal wind and overturning circulation for two illustrative
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simulations of each model configuration is shown (Fig 4.3), along with the locations of each

metric. The prescribed forcings for each experiment in the parameter sweep can be seen in

the supplementary materials (Fig C.1).

4.3.2 Calculating metrics for tropical width

The following subsection describes how each metric is calculated and located within this

paper, following details given in Adam et al. [2018]. Illustrative examples of the location

of each metric are shown in Fig 4.3. For each metric, a smooth quadratic polynomial is

fitted to the quantity in the region of the maximum, in order to calculate its latitude at

a finer scale than the model resolution, as in Adam et al. [2018]. When calculating the

locations of each metric, we found that care must be taken in correctly identifying the

STJ and EDJ across the parameter space. The STJ forms in the upper troposphere as a

result of angular momentum transport from the tropics via the overturning circulation,

whilst the EDJ is driven by the presence of baroclinic eddies. The processes involved in

the formation of both jets are not independent: for example, when the STJ is strong, the

primary region of baroclinic wave growth coincides with the region of the STJ, leading to

approximately colocated jets [Lee and Kim, 2003]. This makes identifying the jets and

their driving mechanisms a somewhat complex task.

4.3.2.1 The edge of the Hadley cell

To find the edge of the HC, we must first calculate the mean meridional overturning

streamfunction, which is given by:

(4.10) ψ
(
φ, p

)= 2πr
g

cosφ
∫ p

0
v̄
(
φ, p

)
dp,

where r is planetary radius (r = 6,371km throughout), g is planetary gravitational acceler-

ation (g = 9.81ms−2 throughout) and v is zonal-mean meridional wind, in ms−1. We define

the edge of the HC to be the latitude at which ψ first decreases below 10% of its maximum
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tropical value poleward of the equator. On Earth, this crossing typically occurs at around

30◦N/S. We calculate this value for both the value of ψ on the 500 hPa level (ψ500) and

for the total column integral of ψ (to avoid spurious poleward/equatorward shifts in φHC

which are in fact due to vertical variation in the Hadley circulation). We find no qualitative

differences in our results, and so we present only the former.

4.3.2.2 The latitude of the eddy-driven jet

The EDJ is a region of strong near-surface westerly winds, and is calculated as the

maximum in the zonal-mean zonal wind on the 850 hPa surface (u850). Due to the nature of

our parameter sweep, in some simulations multiple maxima in u850 of similar magnitude

are present in the same hemisphere. In these cases, we discard any jet with mean strength

less than 25% of the hemispheric maximum. In any calculations of coupling between

metrics, we choose the most poleward jet present, as we find this in all cases to be the

strongest jet and to be distinct from the STJ.

4.3.2.3 The latitude of the subtropical jet

There are multiple methods used to locate the subtropical jet, which is characterised by

strong upper tropospheric winds generated by angular momentum conservation at the

edge of the HC. Here, we find the adjusted upper-tropospheric zonal-mean zonal wind, uadj,

where uadj = u100−400 − u850 and u100−400 is the vertically integrated zonal-mean zonal

wind between 400 hPa and 100 hPa. This means that uadj is a measure of vertical shear,

which allows us to more clearly separate φSTJ from the φEDJ signal, as the location of

maximum vertical shear is a natural choice for the location of the subtropical jet [Davis

and Birner, 2016]. In a similar vein to φEDJ, we find multiple maxima in uadj for some

simulations and in these cases, we take the most equatorward jet (which we find to be

distinct from φEDJ, and in all cases the more appropriate jet than any further poleward).
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Figure 4.3: Vertical cross-section of the circulation in some example simulations.
Vertical profile of mean meridional circulation (shading), and zonal mean zonal winds
(contours, m s−1). Eight example simulations are shown, with simulation type given in the
panel titles, and parameter values given on the left. In each panel, blue markers illustrate
maxima in uadj, green show the 10% crossing of the vertically integrated ψ, and purple
show maxima in u850. Such maxima/crossings relate to possible locations of the STJ, EDJ,
and edge of the HC. In cases where there is more than one maximum in a hemisphere,
the most equatorward (poleward) maximum is used for the STJ (EDJ). See text for details.
All markers are placed at either the exact altitude at which they are calculated, or at the
centre point of the vertical average used.

4.3.2.4 The strength of various quantities

We will also refer to the strength of the quantities defining each metric across our parameter

space. These strengths in both hemispheres are defined as follows:

• maxHC (kg s−1): the maximum value of ψ500 equatorward of φHC. We take the

maximum of the absolute value in each hemisphere to account for the negative sign

in the southern hemisphere.

• maxSTJ (m s−1): the value of uadj at φSTJ, which in most cases is the hemispheric

maximum in uadj although these may be distinct where a weaker maximum is

separated from the EDJ.

• maxEDJ (m s−1): the value of u850 at φEDJ, which in most cases is the hemispheric

maximum in u850.
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Figure 4.4: The influence of obliquity and rotation rate on the mean location of
each metric. The mean location of each metric (left: φHC; centre: φSTJ; right: φEDJ), in
the summer and winter hemisphere (top and bottom row, respectively). In each panel, one
square represents one HS simulation, with obliquity and rotation rate on the x- and y-axis,
respectively.

4.4 Results in dry simulations

To investigate the relationships between metrics, we first consider only the dry HS simu-

lations, although comparisons to the PK simulations will be made, and figures shown in

Appendix C. This is to isolate the impacts of changing only rotation rate, obliquity, and

stratospheric profile. Results from the grey model will be presented in Section 4.5.

4.4.1 Results in the time-mean

We consider first the change in mean latitude of each metric with changing rotation rate

and obliquity in HS simulations (Fig 4.4). In the winter hemisphere, φHC and φEDJ both lie

further poleward with decreasing rotation rate and increasing obliquity (Fig 4.4 d,f). φEDJ
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is the most sensitive (in the winter hemisphere) in the time-mean to changes in rotation

rate and obliquity, moving from ∼ 10◦S to ∼ 60◦S over the parameter space. There is a

particularly abrupt jump from fast-rotating and low-obliquity simulations to the rest of the

parameter space (Fig 4.4 f). φSTJ is less dependent on obliquity, but does generally move

further poleward with decreasing rotation rate. At the lowest rotation rates, there is no

clear dependency of φSTJ on obliquity. There is a distinct region of the parameter space

(at low obliquity and faster rotation rates) that sees particularly equatorward φHC and

φEDJ, and somewhat more poleward φSTJ. We note that the benchmark HS simulation

(Ω∗ = 1,ε= 0) lies on the boundary of this region.

In the summer hemisphere, φSTJ shifts poleward with both increasing obliquity or

decreasing rotation rate. φHC responds similarly, although with less overall shift (∼ 10◦

less shift than φSTJ over the whole parameter space). The mean latitude of the summer

hemisphere EDJ depends more strongly on rotation rate than on obliquity, with some small

obliquity dependence at rotation rates Ω∗ > 1.

The addition of the PK stratosphere has limited effect on the mean location of φHC,

φSTJ, and φEDJ (Fig C.2). In particular, φHC is least influenced by this addition, although

φSTJ and φEDJ might be moved by over 18◦ equatorward or poleward dependent on the

emergence of a second maximum in either uadj or u850 (Fig C.3). There is again a region

of the parameter space (Ω∗ = 3/4−1) where there are sharp transitions in the location of

the STJ with increasing obliquity, due to the emergence of a second jet in some of these

scenarios. The STJ lies noticeably poleward when Ω∗ = 1/2, with obliquity having little

influence at this slower rotation rate. Nevertheless, overall we see a similar response to

increasing obliquity or rotation rate.

We now plot the strength of the quantities defining each metric in the time-mean.

As predicted by axisymmetric theory and in agreement with the simulations of Walker

and Schneider [2006], we see that the strength of the HC in the winter hemisphere HS

simulations increases with increasing obliquity or decreasing rotation rate (Fig 4.5 d). We
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Figure 4.5: The influence of obliquity and rotation rate on the mean strength of
the quantity defining each metric. As in Figure 4.4, except we show the mean strength
of the quantities used to define each metric. The definitions of these strengths are given in
the text.

also see that the strength of the subtropical jet increases with increasing obliquity when

Ω∗ ≤ 1, but varies non-linearly with obliquity when Ω∗ > 1 (Fig 4.5 e). For Ω∗ > 1, maxSTJ

reaches a maximum between ε= 5−15◦, at which point it drops rapidly before beginning

to increase once more. There is a particularly distinct transition at high rotation rates

(Ω∗ > 1.5). We observe that maxEDJ also undergoes a distinct transition across this same

region of parameter space, increasing in strength as either obliquity increases or rotation

rate decreases (Fig 4.5 f). The strength of all metrics decreases in the summer hemisphere

when rotation rate or obliquity increases (Fig 4.5 a-c), and in all cases is weaker than its

winter hemisphere counterpart.

The PK stratosphere does not significantly influence the strength of these quantities:

the overall response to changing obliquity or rotation rate is the same in PK and HS simu-

lations (Fig C.4). However, the strength of the STJ is somewhat weakened for intermediate

values of Ω∗ in PK simulations, where there are two maxima in uadj.
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Figure 4.6: The relative latitudes of each metric. The mean latitude of each metric
in the SH plotted against the mean latitude of other metrics. Results shown for HS
simulations and the benchmark Ω∗ = 1,ε= 0 simulation is indicated. Markers are coloured
according to the simulation’s location in parameter space and, where appropriate, a linear
regression is calculated (red) and its score is shown. A 1:1 line is also plotted in each panel
(dashed grey).

We now consider how the mean latitudes of each metric (in the southern/winter hemi-

sphere) compare with each other when parameter values are changed (Fig 4.6).

We see a clear linear relationship between φHC and φEDJ, with slow-rotating high-

obliquity planets having both metrics the furthest poleward, shifting equatorward with

increasing rotation rate or decreasing obliquity (Fig 4.6 c). The EDJ moves equatorward

more rapidly than φHC with these changes in planetary parameters, starting at ∼ 70◦

at high obliquity/slow rotation rate but reaching ∼ 20◦ at its most equatorward. The

relationship between φSTJ and both φHC and φEDJ is more complex, appearing to take one

of two different pathways depending on parameter values, despite an overall tendency to

lie further equatorward with increasing rotation rate. φSTJ and φEDJ are almost colocated

in the slow-rotating and low-obliquity region of parameter space, with their mean latitudes

changing at the same rate with changing parameter values (Fig 4.6 b, upper branch). On

the alternate branch, the STJ shifts equatorward more rapidly with increasing rotation

rate (Fig 4.6 b, lower branch). Similarly, φSTJ shifts equatorward more rapidly than φHC in

the high obliquity planets (Fig 4.6 a, upper branch), but again the parameter space may be

split into two different regimes.
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Interestingly, the inclusion of the PK stratosphere may force a simulation to switch

from one branch to the other (e.g. in the Ω∗ = 1,ε= 0 case, where φSTJ shifts from ∼ 40◦S

to ∼ 20◦S with the inclusion of the PK stratosphere), but appears to still follow the same

branched pattern (Fig C.5).

4.4.2 Metric variability and their relationships

Having considered the mean locations of each metric, we now turn our attention to how

well the three metrics are coupled throughout the season, and what influences these

relationships. We focus particularly on the winter hemisphere in this section, although

summer hemisphere connections are discussed briefly.

There are positive correlations across broad regions of the parameter space in both

the winter and summer hemispheres for the HS simulations, but that these may become

negative at certain values (Fig 4.7). In the summer hemisphere (Fig 4.7 a-c), correlations

are positive and significant across the majority of the parameter space for all metrics. In

the winter hemisphere (Fig 4.7 d-f), however, the sign of the correlation between metrics

depends more strongly on the region of parameter space in which the simulation lies.

At fast rotation rates, metrics are broadly well-correlated, particularly at low values of

ε. However, at slower rotation rates or high obliquities, φHC can become anti-correlated

with φSTJ and φEDJ. At the very least, the strength of the coupling between metrics tends

to decrease away from the region of fast-rotating low-obliquity planets. This suggests

that the positive correlation between φHC and φSTJ seen in HS simulations of the Earth’s

atmosphere is somewhat sensitive to the specific planetary parameters chosen.

Obliquity appears to have a less substantial impact when a PK stratosphere is included

(Fig C.6). In the winter hemisphere, we note that φHC and φSTJ remain positively coupled

across the parameter space, and φEDJ can become decoupled from φHC and φSTJ at the

slowest rotation rate simulated. However, the strongest positive correlations in the winter

hemisphere remain between φSTJ and φEDJ at fast rotation rates and low obliquity.
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Figure 4.7: The influence of obliquity and rotation rate on the coupling between
each metric. The Pearson correlation coefficient (colour) between metrics (left: φHC and
φSTJ; centre: φHC and φEDJ; right: φSTJ and φEDJ), in the summer and winter hemisphere
(top and bottom row, respectively). In each panel, one square represents one HS simulation,
with obliquity and rotation rate on the x- and y-axis, respectively. Squares are hatched
where the relationship between the two metrics is not significant (p-value greater than
0.01).

By visualising the coupling between metrics as a function of the mean latitude of each

metric (Fig 4.8, considering now the winter hemisphere only), we see that correlations

generally become stronger and more positive as all metrics shift equatorward in our HS

simulations, although this relationship is most clear with φEDJ. The most equatorward

(and thus most strongly-coupled) metrics tend to be those that are in the fast-rotating and

low-obliquity region of the parameter space. However, it appears difficult to categorise

the coupling between φSTJ and φHC according to the mean latitude of either one of these

metrics. For example, they show a particularly broad range in correlation coefficients

(∼−0.5−0.8) when φSTJ lies in the midlatitudes (Fig 4.8 b). The same results appear to

hold for PK simulations also (Fig C.7).
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Figure 4.8: The influence of a metric’s mean location on its coupling with other
metrics. The Pearson correlation coefficient between metrics as a function of each metric’s
mean latitude in the winter (southern) hemisphere (left: as a function of φHC; centre: as a
function of φSTJ; right: as a function of φEDJ). Results shown for HS simulations and the
benchmark Ω∗ = 1,ε= 0 simulation is indicated. Markers are coloured according to the
simulation’s location in parameter space, and are solid where the relationship between the
two metrics has p-value less than 0.01. Where appropriate, linear regressions have been
fitted simulations and their scores shown.
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Figure 4.9: The influence of the separation in mean location of two metrics on
their coupling. The Pearson correlation coefficient between two metrics as a function
of the separation between them in the winter (southern) hemisphere (left: as a function
of φHC-φSTJ; centre: as a function of φSTJ-φEDJ; right: as a function of φEDJ-φHC). Results
shown for HS simulations and the benchmarkΩ∗ = 1,ε= 0 simulation is indicated. Markers
are coloured according to the simulation’s location in parameter space, and are solid where
the relationship between the two metrics has p-value less than 0.01. Where appropriate,
linear regressions have been fitted and their scores shown.

145



CHAPTER 4. THE COUPLING BETWEEN THE HADLEY CELL AND ZONAL JETS
ACROSS PLANETARY PARAMETERS

We can also consider how the relationship between two of the three metrics varies

according to the separation between them (Fig 4.9). There is a clear positive relationship

between φEDJ and φHC in that the closer they lie to each other, the more well coupled they

are (Fig 4.9 c). φHC and φEDJ are most separated at slow rotation rate and high obliquity,

and it is here where they are weak-to-negatively coupled. The other relationships are not

so straightforward. φSTJ and φEDJ are positively correlated when they lie within 5◦ of each

other, with the strongest coupling being those simulations at high rotation rates and low

obliquity (Fig 4.9 b). This suggests that there is no distinct STJ in this region of parameter

space, and that zonal mean wind maximum extends throughout the troposphere. When

obliquity is increased, the separation between φSTJ and φEDJ jumps to around 20◦ (as a

second maximum in uadj develops), but the metrics remain well correlated despite their

separation. As rotation rate is decreased however, the coupling between the two jets tends

to weaken, regardless of their separation.

Finally, the coupling between φHC and φSTJ shows a distinct nonlinear relationship

with the separation between these two metrics (Fig 4.9 a). A simulation with φHC-φSTJ=5◦

could have a correlation coefficient of ∼ −0.25 or of ∼ +0.75. However, it is possible to

predict the correlation and/or separation between the two metrics based on location in

the parameter space, suggesting that this is a more important factor in understanding

the coupling between φHC and φSTJ. For example, high obliquity and high rotation rate

simulations tend to have φSTJ lying slightly equatorward of φHC, with the two being

negatively correlated. As rotation rate is decreased from here, the coupling remains weak

and negative but the STJ begins to move further poleward of the HC. From here, as

obliquity is then decreased, the coupling strengthens and becomes positive but separation

remains at roughly 10−15◦. Finally, as rotation rate is again increased, separation between

the metrics decreases to around 5◦, but their coupling remains strong and positive.

The addition of the PK stratosphere does not substantially influence the results based

on metric separation (Fig C.8). φEDJ and φHC become more well-coupled the closer they lie,
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Figure 4.10: The influence of the mean strength of the quantity defining each
metric on its coupling with other metrics. As in Figure 4.8, except showing correlation
coefficient between metrics as a function of the strength of the quantity defining each
metric.

φSTJ and φEDJ are well-coupled when they are colocated and when they lie ∼ 20◦ separate.

φHC and φSTJ follow the same pattern as in HS simulations, although are always positively

correlated.

Given that the mean latitude and separation of the metrics does not fully allow us

to quantify the correlation between metrics, we also investigate their dependence on the

mean strength of ψ, uadj, and u850. All metrics become less strongly coupled as each metric

strengthens in the HS simulations (Fig 4.10). Simulations with strong jets or a particularly

strong overturning circulation are generally slow-rotating and high obliquity, and have

weak-negative correlations between metrics (except for φEDJ and φSTJ, which are weakly

positively correlated with a strong EDJ or STJ). The relationship between φHC and φEDJ

or φSTJ decreases with increasing strength of the HC, although for φEDJ this appears

to saturate once the strength of the HC reaches around 15×1010kg s−1. Adding the PK

stratosphere does little to influence these results (Fig C.9).

Overall, we do note that the inclusion of a PK stratosphere does not tend to influence
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Figure 4.11: The influence of obliquity and rotation rate on the mean location of
each metric in the moist model. The mean location of each metric (left: φHC; centre:
φSTJ; right: φEDJ), in the summer and winter hemisphere (top and bottom row, respectively).
In each panel, one square represents one F06 simulation, with obliquity and rotation rate
on the x- and y-axis, respectively.

the metrics and their couplings. While we may see significant differences in the mean

latitude of, for example, φHC in the HS and PK benchmark simulations, PK simulations do

not deviate from the relationships that we have found (Figs C.7, C.8). The exception to this

is coupling dependency on mean metric strength, wherein we find that φEDJ is perhaps

more strongly coupled with φHC given a strength of HC compared to HS simulations (Fig

C.9).
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4.5 Results in the grey model

4.5.1 Results in the time-mean

The response of the mean latitude and strength of each metric in response to changing

obliquity or rotation rate is broadly the same in the moist grey model (F06; Figure 4.11)

and dry grey model (DF; C.10) as in the benchmark HS model. DF model results are

included in the appendix, and we discuss F06 results here. Overall there is a poleward shift

in each metric with decreasing rotation rate or increasing obliquity in the F06 simulations.

This occurs in either hemisphere, with the strongest response again being from φEDJ

(Figure 4.11 c, f), and again we see a weak response to obliquity at low rotation rates

from φSTJ, particularly in the summer hemisphere (Figure 4.11 b). We note that the HC

extends further poleward in DF simulations than F06 (particularly at low obliquity in

the winter hemisphere; Figs C.10, C.11), although the response to changing parameters

remains similar overall. The STJ and EDJ generally lie equatorward in DF compared to

F06 simulations (with this effect seen more strongly at higher obliquity).

F06 simulations show a general decrease in the strength of the quantities defining

each metric in the summer hemisphere with increasing rotation rate or obliquity (Figure

4.12 a-c). In the winter hemisphere, the HC and STJ tend to strengthen with decreasing

rotation rate, whereas the EDJ weakens. All quantities strengthen with obliquity. We

note also that the overturning circulation and EDJ tend to be stronger in the dry grey DF

simulations (Fig C.12), although STJ strength is less influenced.

The relationships between the mean latitudes of all metrics in F06 simulations look

qualitatively different to the HS simulations (Fig 4.13, triangular markers compared to

circular), save for the relationship between φHC and φEDJ, which in both cases shows a clear

1-1 link between the two, and indeed both φEDJ and φHC lie at approximately the same

latitudes in HS and F06 simulations. However, there is also a clear 1-1 relationship between

φSTJ and φHC/φEDJ in our F06 simulations which was not present in the HS simulations

149



CHAPTER 4. THE COUPLING BETWEEN THE HADLEY CELL AND ZONAL JETS
ACROSS PLANETARY PARAMETERS

1/2

3/4

1

3/2

2

*
a)

SU
M

M
ER

maxHC b) maxSTJ c) maxEDJ

0 5 10 15

1/2

3/4

1

3/2

2

*

d)

W
IN

TE
R

0 5 10 15

e)

0 5 10 15

f)

0

12

24

36

48

60

72

84

96

108

120

HC
 st

re
ng

th
 (1

010
kg

 s
1 )

0

6

12

18

24

30

36

42

48

54

60

ST
J s

tre
ng

th
 (m

 s
1 )

0

3

6

9

12

15

18

21

24

ED
J s

tre
ng

th
 (m

 s
1 )

Figure 4.12: The influence of obliquity and rotation rate on the mean strength of
the quantity defining each metric in the moist model. As in Figure 4.11, except we
show the mean strength of the quantities used to define each metric. The definitions of
these strengths are given in the text.
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Figure 4.13: The relative latitudes of each metric in the moist model. The mean
latitude of each metric plotted against the mean latitude of other metrics. Triangular
markers show moist F06 simulations. F06 markers are coloured according to the simula-
tion’s location in parameter space and, where appropriate, a linear regression is calculated
(purple dash-dotted) and its score is shown. A 1:1 line is also plotted in each panel (dashed
grey), and HS simulations are shown in grey (circular) for comparison. Simulations with
ε= 0 are indicated.
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(Fig 4.13 a, b, purple dash-dotted line), and no branching is displayed. Again, we see that

φEDJ and φSTJ move equatorward at approximately the same rate with increasing rotation

rate (or decreasing obliquity), although in the F06 simulations, φEDJ always lies poleward

of φSTJ, whereas in the HS simulations they may be colocated for some of the parameter

space. φHC and φSTJ are actually colocated in the F06 simulations instead, and respond to

changes in parameter values in a similar manner.

As noted, DF simulations tend to have a more poleward-lying HC. However, the remov-

ing moist effects from the grey model fundamentally alters the relationship between φHC

and the jets: in DF simulations, φHC and φEDJ are approximately colocated but this is not

the case in the moist simulations (Fig C.13).

4.5.2 Metric variability and their relationships

Considering the coupling between metrics across the parameter space, the picture is

somewhat different in our moist simulations to the HS. We note that there are more

positive (albeit generally weaker) couplings in the winter hemisphere than in the HS

results, particularly φHC with φSTJ and φEDJ. We see the known result that φHC and

φSTJ are less strongly coupled in the benchmark F06 simulation. However, φHC and φSTJ

remain positively coupled across much of the parameter space in the winter hemisphere,

in contrast to HS simulations.

However, we do note that in the dry grey model, φHC and φSTJ in the winter hemisphere

are in fact decoupled for much of the parameter space (Fig C.14 d). They are positively

coupled in the region of parameter space with fast-rotating low-obliquity planets, but

generally negatively coupled otherwise. We note that φSTJ and φEDJ are always positively

correlated in DF simulations (Fig C.14 f). These differences suggest that perhaps it is the

grey radiation scheme that leads to the general pattern of positive correlation between φHC

and φSTJ, and that the decoupling at lower rotation rates or higher obliquities also seen

in HS simulations may be a robust response in these two dry models, with moist effects
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Figure 4.14: The influence of obliquity and rotation rate on the coupling between
each metric in the moist model. The Pearson correlation coefficient (colour) between
metrics (left: φHC and φSTJ; centre: φHC and φEDJ; right: φSTJ and φEDJ), in the summer
and winter hemisphere (top and bottom row, respectively). In each panel, one square
represents one F06 simulation, with obliquity and rotation rate on the x- and y-axis,
respectively. Squares are hatched where the relationship between the two metrics is not
significant (p-value greater than 0.01).

mitigating.

The only noticeable relationship with mean latitude is between φEDJ and φHC, which

also sees stronger coupling for a more equatorward EDJ (Fig 4.15). However, the relation-

ships between all other metrics do not have any strong dependence on the mean latitude of

each metric, and most correlations are not statistically significant and weaker in general

than those seen in HS simulations. This is not the case in DF simulations: correlations

between φEDJ and φSTJ are stronger when moist effects are removed (Fig C.15), although

there is no clear increase in this coupling as the mean latitude of either metric changes.

There appears to be no significant relationship between the separation between metrics

and their covariability in the moist F06 simulations (Fig 4.16, triangular markers). φHC
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Figure 4.15: The influence of a metric’s mean location on its coupling with other
metrics in the moist model. The Pearson correlation coefficient between metrics as a
function of each metric’s mean latitude in the winter (southern) hemisphere (left: as a func-
tion of φHC; centre: as a function of φSTJ; right: as a function of φEDJ). Triangular markers
show F06 simulations and circular markers represent HS simulations. Simulations with
ε = 0 are indicated. F06 markers are coloured according to the simulation’s location in
parameter space, and are solid where the relationship between the two metrics has p-value
less than 0.01. Where appropriate, linear regressions have been fitted and their scores
shown.
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Figure 4.16: The influence of the separation in mean location of two metrics on
their coupling in the moist model. The Pearson correlation coefficient between two
metrics as a function of the separation between them in the winter (southern) hemisphere
(left: as a function of φHC-φSTJ; centre: as a function of φSTJ-φEDJ; right: as a function of
φEDJ-φHC). Triangular markers show F06 simulations and circular markers represent HS
simulations. Simulations with ε= 0 are indicated. F06 markers are coloured according to
the simulation’s location in parameter space, and are solid where the relationship between
the two metrics has p-value less than 0.01. Where appropriate, linear regressions have
been fitted and their scores shown.
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Figure 4.17: The influence of the mean strength of the quantity defining each met-
ric on its coupling with other metrics. As in Figure 4.15, except showing correlation
coefficient between metrics as a function of the strength of the quantity defining each
metric.

and φSTJ are approximately colocated for all parameter values (with maximum separation

∼±5◦) and relatively weak correlation throughout (maximum correlation coefficients of

∼ ±0.4). The STJ lies ∼ 10− 20◦ equatorward of the EDJ in all F06 simulations, but

there is no strong coupling or anti-coupling between the two in any situation. φHC is

always equatorward of φEDJ, and there is a weak increase in covariability with decrease

in separation between the two. Of note is the fact the coupling between metrics in our

moist simulations according to metric separation is not significantly altered from the

pattern seen in the HS simulations, regardless of location in parameter space. That is to

say, an F06 simulation with separation φHC-φSTJ=0◦, for example, has approximately the

same correlation between these two metrics as a HS simulation with the same separation,

regardless of the parameter values needed to obtain such a separation. The picture is

different in DF simulations: φSTJ once again lies equatorward of φEDJ in all simulations

but with substantially stronger coupling. φHC is generally decoupled with the two jets in

all simulations (Fig C.16).
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Correlations in the moist F06 simulations overall have much less dependence on the

strength of the quantities defining our metrics than in HS simulations. Generally speaking,

the overturning circulation and the subtropical jet are stronger in F06 simulations than

in HS, while correlations remain weak across the parameter space (Fig 4.17). In DF

simulations, the overturning circulation is stronger again (Fig C.17a,d) with no clear

influence on coupling. However, we note that the coupling between φEDJ and φSTJ increases

with both the strength of the STJ and the strength of the EDJ (Fig C.17e,f).

4.6 Discussion

Multiple studies have found scaling laws relating the location of the ascending or de-

scending branch of the Hadley circulation with rotation rate. Under the small-angle

approximation, Held and Hou [1980] showed that φHC scales like φHC ∼Ω−1 in the axisym-

metric case, whereΩ is planetary rotation rate. Recent work has shown that in an idealised

aquaplanet GCM with varying planetary rotation rate and seasonality, the winter descend-

ing branch of the solsticial, cross-equatorial HC scales as approximately Ω−1/2 [Hill et al.,

2022]. Walker and Schneider [2006] performed simulations using a an eddy-permitting

model and its off-equatorial heating extension to find relationships between the extent and

strength of the Hadley circulation as a function of rotation rate and latitude of maximum

heating. They found an approximate power law relationship between the strength of the

HC (maxHC ∼ ε1/3 for ε< 16◦, or maxHC ∼ ε4/3 for 16◦ < ε< 50◦), where ε is the latitude of

maximum heating. Additionally, they showed that φHC scales like Ω−1/5 (Ω−1/3) for smaller

(larger) rotation rates when ε= 0. Similarly, the strength of the overturning circulation

scales as Ω−1/3 (Ω−2/3) for smaller (larger) rotation rates.

Broadly speaking, in our dry HS simulations all metrics in the winter hemisphere

follow a similar pattern under a simultaneous increase in obliquity and decrease in

rotation rate. In the time-mean, they shift further poleward, and the quantities used to
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define them strengthen, consistent with the theory presented in Held and Hou [1980].

Furthermore, φHC follows the same approximate power laws when ε= 0 obtained by Walker

and Schneider [2006] (not shown). In doing so, the coupling between them tends to weaken,

potentially becoming negative in some simulations. This reflects the results of Menzel

et al. [2021], who found that disconnect between φHC and φSTJ was possible in a dry model

with Newtonian relaxation to a zonally-symmetric temperature profile, dependent on the

temperature profile chosen. Here, we find that disconnect at slow rotation rates and high

obliquity.

A further point to note is that the addition of a PK stratosphere does not significantly

influence the correlation coefficient between two metrics (in the winter hemisphere) when

considered as a function of either their latitude or their separation (Figs C.7, C.8). However,

in the PK Ω∗ = 1, ε = 20 simulation, φHC is much more strongly correlated with φSTJ

and φEDJ than one might expect in the equivalent HS case for the calculated strength of

the overturning circulation (Figure C.9). Overall, adding the PK stratosphere can indeed

shift the mean location of a metric, but the coupling that that metric experiences in its

new location is not substantially changed from a HS simulation that has metrics located

approximately

The most complex response to increasing obliquity and decreasing rotation rate is in the

winter hemisphere STJ, which experiences an abrupt shift equatorward with increasing

obliquity for high enough rotation rates (Ω∗ > 3/4), before drifting poleward again. This

is due to the emergence of a second maximum in uadj at lower latitudes which is distinct

from the EDJ, and might be thought of as the more classical STJ. This is consistent

with previous work that has found that the subtropical and eddy-driven jets may appear

merged in simulations with an Earth-like rotation rate, but are clearly separable at faster

rotation rates [Kaspi and Showman, 2015]. In precisely those simulations that have the

second subtropical jet, the eddy-driven jet merges from two weaker jets into one stronger

jet. We therefore can separate the parameter space into approximately three regimes:
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those simulations with one EDJ and one STJ (generally high obliquity, low rotation rate;

hereafter 1E1S), those with two EDJ and one STJ (generally those with mid-fast rotation

rates and high obliquity; hereafter 2E1S), and those with one EDJ and two STJ (generally

those with fast rotation rate and low obliquity; hereafter 1E2S). Those simulations with

negative correlations between the edge of the Hadley cell and either the subtropical or

eddy-driven jet primarily lie in the 1E1S regime. The strongest positive relationships

tend to occur in the 2E1S regime. The sudden jump in the strength of both u850 and uadj

(Fig 4.5 e, f) corresponds to a regime shift from 2E1S to 1E2S (Fig 4.18). Simulations in

2E1S always lie on the upper branch of φHC-φSTJ space (Fig 4.4 a) and the lower branch of

φEDJ-φSTJ space (Fig 4.4 b). This characterisation captures the circulation expected when

Ω∗ = 1,ε= 0 (i.e. the Earth-like base case), with this simulation belonging in 1E1S in all

model configurations save PK (which sees the emergence of a weak second maximum in

uadj). On Earth, we do see in general one maximum in uadj and one in u850, although

this can depend on whether the STJ and EDJ are clearly distinct (which may lead to two

maxima in uadj).

Quantifying the parameter space in this way allows us to reconsider the changes in

strength of the quantities defining the metrics, changes in metric latitude, and separation.

We note that there is a large (smaller) poleward shift in winter hemisphere EDJ (HC

edge) latitude in the transition from the 2E1S to the 1E2S region, and that the STJ is

particularly equatorward in the 1E2S region (Fig 4.4). The most poleward STJs lie in the

1E1S region of the parameter space, noticeably lying significantly poleward of the more

oblique simulations when ε= 0 for Ω∗ ≤ 1. The classical HS simulation with ε= 0 sits at

the boundary of these two regions (Fig 4.18 e). We also see large changes in the strength of

ψ, uadj, and u850 across these boundaries (Fig 4.5 d-f). The particularly sharp transition

between the 2E1S and 1E2S regimes in terms of metric latitude and strength suggests

there may be some intermediate simulations in which rapid transitions from a double- to

single-jet structure may occur.
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Figure 4.18: The number of possible eddy-driven and subtropical jets. The number
of maxima in uadj and u850 in the winter hemisphere. All simulations are shown: HS (upper
left), F06 (upper right), PK (lower left), or DF (lower right).

Of our initial hypotheses, we find that the first is true in all simulations, with the

Hadley cell broadening and strengthening with increasing obliquity or decreasing rotation

rate. We also find that the edge of the Hadley cell and the latitude of the EDJ are more

strongly correlated when they lie closer together, which is true for all model configurations.

However, we do not see a relationship between the strength of the STJ and the coupling

between the locations of the STJ and EDJ, as we might have expected given the previous

work of Lee and Kim [2003]. Instead, we see that simulations with the strongest STJ are

in fact those with a moderately well-separated STJ and EDJ, which have the weakest
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correlations. We do however see that simulations with a colocated STJ and EDJ do have

the strongest correlations between these two metrics, as we predicted.

4.7 Summary and Conclusion

In this study, we have used an idealised climate modelling framework to explore the

relationships between three dynamical metrics for tropical width: the edge of the Hadley

Cell, the latitude of the subtropical jet, and the latitude of the eddy-driven jet. We aim to

bring together two fields of study: studies such as Solomon et al. [2016] and Davis and

Birner [2017] that focus on the connections between these metrics on Earth, and studies

such as Kaspi and Showman [2015] that focus on Hadley circulation width and jet latitude

in a broader space of planetary parameters. We have looked at both metric mean latitude

as a function of planetary parameters, as well as the coupling between the jets and the

edge of the Hadley Cell, in an attempt to understand how the connections seen in models

and observations of Earth’s atmosphere fit into a wider parameter space. We have also

investigated how our results are different in a model with a grey radiation scheme, with

and without moist effects.

We find that, although well-coupled in our most Earth-like simulations, for some obliq-

uities and rotation rates our chosen metrics may become weakly or negatively correlated

with each other. This suggests that the strong coupling we expect between the edge of the

Hadley Cell and the subtropical jet is sensitive to these changes, and in turn, sensitive to

changes in the separation between metrics.

Analysis of the parameter sweep of dry simulations reveals the following key results:

1. We identify three ‘jet regimes’ within the rotation rate-obliquity parameter

space in the winter hemisphere. The existence of two eddy-driven jets suggests

strong positive correlations between all metrics in the southern hemisphere, but

across the transition to two subtropical jets, there is a rapid change in the separation
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between the subtropical and eddy-driven jets and somewhat weaker coupling in this

region. In the region of parameter space where there exists only one eddy-driven and

one subtropical jet, correlations vary widely; in particular, we see weakly negative

correlations between the Hadley Cell edge and the subtropical jet in this region.

2. We identify a branch in the mean location of the eddy-driven jet and Hadley

Cell edge in relation to the latitude of the subtropical jet. The most poleward

simulations in each branch correspond to regions with either two subtropical jet

maxima or two eddy-driven jet maxima. The branches meet in the region of parameter

space where there are one of each jet (Fig C.18).

3. The addition of the Polvani-Kushner stratosphere influences the mean

latitudes of our metrics but does not significantly alter the correlations

between metrics that we expect from HS based on their latitude or sepa-

ration. That is to say, different rotation rate or obliquity may be required for a PK

simulation to have the same separation between metrics as a HS simulation, but

their correlation will likely still be similar.

4. Correlations in the moist model are overall weaker than in the dry model.

Few significant relationships can be identified between metric coupling and their

separation, mean location, or the strength of the quantities used to define them.

Indeed, there is only a weak positive relationship in the correlation between the

eddy-driven jet and edge of the Hadley Cell with a more poleward eddy-driven jet,

and similarly with decreasing separation between the two. However, all metrics

in the moist model vary linearly with each other in terms of their mean locations,

and the Hadley Cell edge and subtropical jet are approximately colocated across the

whole of the parameter space.

5. The dry limit of the moist grey model shows some agreement with HS

simulations. In the winter hemisphere, φHC and φSTJ become decoupled at slow
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rotation rates and/or higher obliquity, much like in HS simulations. This is not the

case in moist simulations, suggesting the effects of moisture act to prevent decoupling

across the parameter space.

Overall, we have found that all metrics are more strongly positively correlated the

further equatorward that either of them lies, or the weaker the quantities used to define

them are. We find that there is only one clear linear relationship between the strength of

the coupling between metrics and their separation in the HS model. This is an increase in

the strength of the coupling between the Hadley Cell edge and the eddy-driven jet latitude

as they become less separated, as seen in previous studies such as Kidston et al. [2013].

The subtropical and eddy-driven jets are well correlated both when they are colocated, and

when they are well-separated, with a region of weak-to-negative correlations in between.

The subtropical jet and the Hadley Cell edge have the most complex relationship, and it is

clear that their coupling has greater dependence on factors other than their separation.

Notably, our results are significant in that we identify regions of parameter space

that display distinct behaviours, and that there can be a sharp transition from one such

regime to another. For example, in the HS simulations, faster-rotating and low obliquity

planets generally display strong correlations between all three metrics, but an increase

in obliquity or decrease in rotation rate may cause the edge of the Hadley cell to become

decoupled from the jets, and weaken the coupling between the EDJ and STJ locations.

This decoupling between φHC and φSTJ is surprising given our understanding that the

STJ can form purely as a result of angular momentum conservation at the edge of the HC.

In general, φEDJ and φSTJ are positively correlated across much of the parameter space.

This is true not only for HS simulations, but also for PK and DF simulations, although not

for F06 simulations, suggesting that moist effects may lead to some decoupling between

the STJ and EDJ, which can reflect real world conditions. However, the key result from

the investigation using the grey model suggests that decoupling is also possible in some

regions of the parameter space, particularly in the dry version of the model (with moist
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effects dampening this tendency for φHC to be decoupled from φSTJ and φEDJ).

Additional work in this area would aim to further probe the mechanisms for the

relationships that we have found. For example, Davis and Birner [2017] have shown that

the mean meridional circulation (and hence the location of the edge of the Hadley cell) is

linked to the distribution of eddy momentum fluxes via subtropical baroclinicity. Menzel

et al. [2021] also find that in a dry idealised GCM, φHC and φSTJ can exhibit a strong

coupling when eddy momentum convergence is the dominant contribution to meridional

flow balance. When angular momentum advection relevantly impacts meridional flow in

the subtropical upper troposphere, φSTJ is disconnected from φHC. An investigation into

the circulation using these perspectives would be worthwhile, but is beyond the scope of

this paper. Given the sharp transition in the number of jets present in our dry simulations,

a finer parameter sweep may also reveal intermediate simulations in which the number of

jets changes throughout time, which leads to interesting questions about the relationships

between the three metrics in this scenario.
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CONCLUSIONS

Understanding the dynamics in planetary atmospheres is an exciting topic of research:

it complements observational missions and may provide a key to predicting a planet’s

potential habitability, it allows us to contextualise the circulation in the Earth’s atmosphere,

and it can help us to identify key mechanisms that drive various features of atmospheric

circulation.

The research contained within this thesis is an exploration into features of large-scale

atmospheric dynamics on other planets, with a primary focus on polar regions. The study

was undertaken with the aim of enabling a deeper understanding of dynamics on rapidly

rotating bodies such as Earth and Mars. The Mars configuration of Isca (Isca-Mars), an

idealised modelling framework, is extended and employed to study the dynamics and

structure of the Martian polar vortices and their role as a mixing barrier throughout

the planet’s history. To understand the changes in circulation in Mars’s paleoclimate, a

parameter sweep over obliquity and dust abundance is performed. This work is then

expanded to consider atmospheric circulation under more widely varied orbital forcings,

with exoplanetary circulation in mind. The key results of each research chapter are
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summarised in Section 5.1, and methods developed in Section 5.2. Challenges and questions

raised by the research, as well as future directions that may resolve these, are proposed in

Section 5.3.

5.1 Synthesis

5.1.1 Understanding the drivers of Mars’s present-day northern polar

vortex

Recent studies investigating the annular polar vortices in Mars’s atmosphere have shown

that latent heat release from CO2 condensation could provide a restoring force for this

dynamically unstable morphology [e.g. Seviour et al., 2017; Toigo et al., 2017]. However, it

remained unclear how this forcing, along with interannual dust variability and mechanical

forcing from topography, interplay to contribute to both the morphology and variability

of the northern polar vortex. In Chapter 2 of this thesis, a process-attribution study

develops and employs the idealised Martian Global Climate Model (MGCM) Isca-Mars. The

morphology and variability of Mars’s northern polar vortex are revealed to be influenced by

a combination of topography, dust, and latent heat release. The vortex’s annular morphology

depends largely on latent heat release, in agreement with previous studies, while its

elliptical shape appears topographically driven, and the presence of atmospheric dust

strengthens potential vorticity (PV). Internal variability is guided by the combination of

latent heat release and dust, and interannual dust variability leads to large interannual

variability in polar vortex morphology.

In addition, the morphology and variability simulated in Isca-Mars is compared to

that found in reanalysis datasets. The vortex is somewhat less annular in simulations

compared to OpenMARS, with a stronger PV maximum, but the subseasonal polar vortex

variability is well-captured when all processes are accounted for. The mean state of the

Martian atmosphere in Isca-Mars is in better agreement with reanalyses (in terms of zonal-
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mean temperatures and zonal wind) once dust is turned on in the model. Additionally,

this comparison with reanalyses illuminates significant differences within OpenMARS

depending on the retrieval instrument used for each period of the dataset. During the

earlier TES period (MY 24-27), the jet lies at lower latitudes than during the later MCS

period (MY 28-32) while the Hadley Cell (HC) descending branch lies at higher. Somewhat

less latent heat release occurs during the earlier reanalysis years, but a greater peak in

vortex variability is seen over midwinter. The vortex itself appears stronger (in PV terms)

across the later period, with the annulus being consistently present. The differences noted

within this thesis, and within other studies [e.g. Mooring et al., 2022; Waugh et al., 2016],

suggest that care must be taken in conclusions drawn both from different reanalyses and

from different instrumental eras within one reanalysis.

5.1.2 The importance of mixing in the formation of the PLD

The annular morphology of the polar vortices on Mars may impact horizontal mixing in

the polar regions, which is known to be important for the distribution of trace species

and for atmospheric chemistry in Earth’s stratospheric polar vortices. However, this had

not yet been investigated in the Martian atmosphere. By applying techniques that have

been used to understand transport across Earth’s polar vortices, but that are novel for

use in the Martian atmosphere, Chapter 3 of this research explores mixing and transport

across the polar regions in different orbital configurations that Mars may have experienced.

A parameter sweep across a wide range of obliquities, as well as over several possible

global dust abundances, identifies significant hemispheric differences in isentropic mixing.

Similarly, vortex morphology is revealed to be different in the northern and southern

hemispheres in Isca-Mars, with such differences similarly noted in other MGCMs [e.g.

Waugh et al., 2016]. A particularly strong response to dust loading and obliquity is identified

in the southern hemisphere compared to the northern. Analysis of effective diffusivity

reveals that the polar vortices act as significant barriers to isentropic mixing, in much the
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same way as Earth’s stratospheric polar vortices. Overall mixing increases with obliquity or

dust, likely due to strengthening circulation in these simulations. The northern hemisphere

has a weaker response to obliquity (and no clear response to dust). These differences could

be due to hemispheric asymmetry in topographical forcing, and are likely also influenced

by the seasonality of the dust loading.

Furthermore, the southern hemisphere vortex shrinks with increasing dust loading

and obliquity, but the annulus is maintained in all simulations. This is not the case in

the northern hemisphere, where the annulus is destroyed at the highest simulated dust

loading (4× current loading) or at high obliquity (ε = 45−50◦). In fact, in the northern

hemisphere, the polar vortex appears to be most annular around current obliquities (within

a range of around ε= 20−30◦). The collapse of the annulus to a monopolar vortex at the

highest dust loading could be linked to the HC, which extends to higher latitudes in the

dustiest simulation in the northern hemisphere, but is relatively invariant in the southern

hemisphere or at lower dust loadings. This expansion of the HC is reminiscent of the

response of the circulation to the MY 28 GDS seen in Chapter 2, wherein the HC expands

poleward, the annulus collapses to a monopole, and PV weakens overall.

5.1.3 Exploring the range of atmospheric circulation and its

covariability in Earth-like exoplanets

The parameter sweep of Chapter 3 naturally inspires an extension of this dynamical

investigation to a broader range of parameters. Previous studies have performed sweeps

across a range of parameters and have contextualised Earth’s circulation across these

broader parameter spaces. Such studies have also found key parameters that may result

in circulation features that would be identifiable in retrievals from instruments such as

the James Webb Space Telescope (JWST). Chapter 4 of this thesis thus extends the study

beyond Mars’s atmosphere, with exoplanetary atmospheres in mind. The Held-Suarez [Held

and Suarez, 1994] benchmark model version of Isca (a highly idealised model of Earth’s
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atmosphere) is used to explore the coupling between metrics for tropical width across a

range of obliquities and rotation rates. Multiple jets emerge over the parameter sweep

performed, and there are distinct regions of the parameter space where the subtropical jet

(STJ) and edge of the HC are no longer connected. This is surprising due to the general

understanding that the STJ can form purely as a result of angular momentum conservation

at the edge of the HC, although reflects the fact that these two features are not always

well-correlated in observations or more complex GCM simulations.

The primary result of this work is the identification of branching behaviour in the

STJ across the parameter space; on these two branches in the STJ location, the metrics

follow different coupling patterns. On one branch, the latitudes of the STJ, the eddy-driven

jet (EDJ), and edge of the HC (φSTJ, φEDJ, and φHC, respectively) lie particularly close

together (indeed, φSTJ and φEDJ are approximately colocated) and all metrics are positively

correlated. This corresponds to the region of fast-rotating low-obliquity planets. On the

other branch, φHC may become decoupled from the two jets. Isolating simulations by the

number of maxima in the low-level or upper-tropospheric winds enables the placement of a

simulation within different regimes. One such regime (with two low-level jet maxima and

one upper-level) contains fast-rotating and low-obliquity planets, and it is this regime in

which all metrics lie within 10◦ of each other and are positively correlated.

Further work investigates the same connections in a grey radiation model, also consid-

ering the influence of moisture in this framework. In both moist and dry versions of the

grey model no branching behaviour is identified, although the same general trend in the

location of the metrics (that as one metric lies further poleward so do the others) is noted.

Weaker dependence on the strength of the quantities used to define each metric is found

when compared with the idealised dry model, and there is no clear coupling dependence

on the separation between metrics. The key result from the investigation using the grey

model suggests that decoupling is also possible in some regions of the parameter space,

particularly in the dry version of the model (with moist effects dampening this tendency
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for φHC to be decoupled from φSTJ and φEDJ).

5.2 Key methods developed

5.2.1 Extension of Isca-Mars

The work within this thesis represents a significant extension of Isca-Mars from its previous

version, which was detailed in Thomson and Vallis [2019b]. The processes added herein

represent the most advanced version of Isca-Mars available. Two further schemes are

added: a representation of latent heat release from CO2 condensation, and a prescribed

dust scheme, both detailed fully in Chapter 2 and Ball et al. [2021]. The aim of including

these new schemes is to more accurately simulate the Martian atmosphere as seen in

observations, as well as in the more complex models that are available. Moreover, these

features were identified to be key missing processes in Isca that have been previously

shown to be important for the Martian polar vortices [e.g. Guzewich et al., 2016; Toigo

et al., 2017]. Adding these two new processes further allows them to be switched on and

off, in order to perform the process-attribution experiment of Chapter 2.

The dust scheme is based upon the Conrath-ν profile [Conrath, 1975] and features a

prescribed vertical and latitudinal profile. This profile has also been used in other MGCMs

[such as Guzewich et al., 2016; Toigo and Waugh, 2022; Toigo et al., 2017; Toigo et al.,

2020; Waugh et al., 2019] allowing relevant comparisons to be drawn between Isca-Mars

simulations and previous studies. Interannual differences within the dust scheme may be

represented by inputting a yearly column dust optical depth file from the MCD [Montabone

et al., 2015] which then scales the profile at each latitude by the zonal-mean gridded

observational product. This may easily be extended to scale the profile at each latitude-

longitude point. A climatological scenario is used for the ‘standard dust case’ which is

averaged across all years of the MCD (excluding the GDS events of MY 25 and 28).

The representation of latent heat release is a simple temperature floor scheme. When
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model temperatures are predicted to fall below the condensation point of CO2, a tempera-

ture tendency is applied to prevent this. The amount of latent heat released is approximated

by calculating the difference in expected temperature in the model and the temperature

floor. This is a simple representation and does not include any CO2 ice microphysics or

the rather significant mass loss expected from such phase changes, but it allows the user

to identify locations where CO2 condensation would occur in the model. Moreover, the

temperature floor representation acts as a sufficient restoring force to maintain a more

annular vortex in all simulations where latent heating is turned ‘on’, as Chapter 2 of this

thesis shows.

5.2.2 Flexible diagnostics for use in planetary atmospheres

Within this thesis, various diagnostics initially applied to Earth’s atmosphere have been

adapted for use across a range of planets, with flexibility in mind. That is to say, the code

developed herein for the analysis of model simulations and reanalysis datasets is flexible

to relevant planetary and atmospheric parameters (including radius, rotation rate, surface

gravity, surface pressure, and specific heat constants for different atmospheres). This

includes code to calculate potential temperature, PV, eddy enstrophy, effective diffusivity,

and the meridional overturning streamfunction. Moreover, the calculation of metrics for

tropical width may be applied to atmospheres in which there are multiple locations that

satisfy the standard definitions for metrics of tropical width (for example, those in which

multiple local maxima in the upper-tropospheric winds are present). The code developed

herein identifies all such maxima and allows the user the choice of which maximum is

most appropriate for their analysis.

The primary adaptation in this thesis of an Earth-based method for use in a planetary

atmosphere is the first use of the effective diffusivity diagnostic in the Martian atmosphere.

This enables the study of isentropic mixing in the midlatitudes and polar regions of Mars,

and gives a first glimpse of what form this may take across different orbital configurations
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and atmospheric dust loadings. The application of this diagnostic to the Martian atmo-

sphere is novel and reveals that the polar vortices of Mars act in a similar way to Earth’s

stratospheric polar vortices, with a barrier to mixing at their equatorward edge.

Finally, one further emphasis of this research is for it to be open source and available

for reproduction: all code used to perform model simulations, calculate diagnostics, and

analyse model outputs has been maintained and documented on GitHub1.

5.3 Challenges and future directions for the community

This thesis has raised questions concerning the dynamics of a variety of planetary atmo-

spheres, including dependence on model choice and configuration. These questions and

challenges, and how they might be addressed in future research, will be discussed below.

5.3.1 What processes form the polar layered deposits?

Isolating mixing changes in the Martian atmosphere from those in total transport (which

includes vertical, cross-isentrope transport) is an important question that remains unan-

swered. The results of this thesis represent a key initial step towards such an analysis;

Chapter 3 separates quasi-horizontal mixing from the overall transport, therefore pro-

viding new insights into the processes that act in the Martian atmosphere. However, it

still remains unclear the extent to which the PLD result from changes in global dust

abundance or changes in dynamics and mixing. These two features are connected, with

dust abundance influencing the circulation, and circulation changes potentially resulting in

altered dust distributions that could influence layering in the polar regions. It is therefore

a complex question to approach, but is an important link from the PLD to underlying

climate.

1All code is available on my personal GitHub or the Bristol Climate Dynamics group GitHub.
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Coupling MGCM studies with analysis of future observations from orbital and ground-

based missions will allow the Martian scientific community to better understand physical

and chemical processes in the atmosphere. Understanding how the results of this thesis,

which uses an idealised modelling approach, fit into the broader context of current ob-

servations and more complex MGCMs available is vital. Speaking broadly, future work

investigating the formation of the PLD may more widely focus on understanding the

timespan, completeness, and temporal resolution of the climate history recorded in the

PLD [Smith et al., 2020]. The advent of greater technological advancements means that

we may well see geological samples returned from Mars in just over a decade, and that

a landed polar mission may well be feasible within the coming years [Smith et al., 2020].

The theory of atmospheric circulation that we study, whether it be idealised laboratory

experiments, simple models or full GCMs, must both guide and be guided by such sample

returns and landed missions. In this way, the Martian scientific community can work

together to understand the historical evolution of Mars’s atmosphere, which remains an

important factor in assessing potential past habitability as well as providing a useful

comparison to Earth’s own climate record.

5.3.2 How are simulations of the Martian polar vortices influenced by

modelling choices?

Chapter 2 illustrates the substantial influence of three key parameters on the northern

polar vortex, and Chapter 3 further expands this to consider how historical orbital and

atmospheric configurations may have influenced their morphology. However, there are

further important processes, parameters, and features that influence the polar vortices on

Mars beyond those in the experiments of Chapters 2 and 3 that may influence polar vortex

morphology or variability that are not considered herein. Whilst the idealised nature of

Isca-Mars is useful in understanding key drivers of dynamics, there are some limitations to

its use. For example, the prescribed dust distribution does not allow the natural generation
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of large dust events, nor does it evolve with changing planetary parameters. Given that a

significant caveat of the research within this thesis has been the prescribed dust profile of

the newly-developed Isca-Mars, similar studies using an active dust scheme would be of

interest to the Martian scientific community. In particular, the investigation in Chapter 3

into the isentropic mixing of a passive test tracer would be illuminating given its evident

relevance for the transport of dust in the polar regions.

Furthermore, the use of one modelling framework (particularly in Chapters 2 and

3, where only one dynamical core is used but other MGCMs exist) somewhat limits the

conclusions drawn from the research within this thesis. Additionally, Chapter 2 notes dif-

ferences in OpenMARS and EMARS at polar altitudes that are likely driven by differences

in the underlying GCMs (as these differences occur where observations are highly limited).

It would be interesting to compare the results of the chapters herein with other model

simulation outputs, and preferentially investigate results in the UK-LMD model (the

underlying model used in MACDA/OpenMARS) and/or the GFDL MGCM (the underlying

model used in EMARS). Identifying such model differences is not an issue limited to the

Martian atmosphere: despite decades of advances in modelling capability and the processes

represented, wide-ranging model intercomparisons of Earth’s jet often reveal very different

variability and responses to external forcings (albeit with the land-ocean differences on

Earth providing an additional level of complexity).

One path that the Martian atmospheric community might take to resolve or understand

these differences in models of the atmosphere of Mars would be the development of a model

intercomparison project for Mars (much like the Coupled Model Intercomparison Project

used for future climate change projections). Such a project would allow a detailed compari-

son of polar vortices (along with other dynamical and chemical processes of interest) across

multiple models, their response to high dust loading, and their hemispheric differences.

Future work may include more detailed studies into the causes of such differences, as well

as their effects on circulation, dynamics, and geology. Such a study would allow us to fur-
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ther our understanding of the stability of the annular polar vortex, which has implications

for the mesospheric polar vortices on Earth, hurricanes, and potentially the polar vortices

of other planetary bodies including Saturn’s moon Titan.

5.3.3 Are Martian reanalyses believable?

Currently, there are three reanalysis products available for the Martian atmosphere,

although only two span the entire period of interest within this thesis. One focus of

Chapter 2 is the investigation into the Martian northern polar atmosphere as seen in

reanalysis datasets, in particular the OpenMARS dataset (with brief comparisons made

to the EMARS dataset). OpenMARS and EMARS assimilate variously observations of

thermal profiles, water ice and dust opacities, ozone and water vapour column abundances

into the UK-LMD (for OpenMARS) or GFDL (for EMARS) models [Greybush et al., 2012;

Holmes et al., 2020]. These observations are obtained primarily from either TES (during

MY 24 - 27) or MCS (MY 28 - 32; the OpenMARS reanalysis has subsequently been

extended to MY 35 since the analysis undertaken in Chapter 2). The research in Chapter 2

demonstrates that these observations may cause significant intra-reanalysis differences

depending on the retrieval instrument, in addition to those differences caused by the

underlying model. Recent work using the OpenMARS precursor MACDA and EMARS

has shown intra-reanalysis comparisons of temperature and zonal winds are in better

agreement with each other than those same fields within the underlying free-running

MGCMs [Mooring et al., 2022]. The gap between TES and MCS observations has led

to calibration issues between the two eras of the reanalysis; given the relative sparsity

of the observations available, their own systematic biases, and in particular the lack of

overlap between the two instruments, it is difficult to know which period is necessarily

more ‘believable’.

One important avenue for future study is thus the comparison of reanalysis products

available for the Martian atmosphere. Such work has already been discussed [e.g. Waugh
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et al., 2016], but more in-depth analyses of recent products would be beneficial. Relevant

to this thesis, there are significant hemispheric, inter-, and intra-reanalysis differences in

polar vortex morphology that bear further investigation. Understanding key differences

between reanalyses, and the belief we as a scientific community should put in spatial

regions (e.g. due to latitudinal or altitudinal biases in retrievals) and temporal eras (e.g.

due to differences in retrieval instruments), is key to their continued use and development.

5.3.4 How do we approach the great diversity of planetary atmospheres?

5.3.4.1 Planetary atmospheres within our solar system

Other planetary bodies within our solar system may reveal fascinating analogies to the

annular polar vortices of Mars; Cassini observations have revealed annular polar vortices

on Titan [Sharkey et al., 2021] that act as a significant barrier to mixing by analysis of

chemical tracers [Teanby et al., 2008]. Recent work using the TitanWRF model has found a

minimum in the winds and potential vorticity following the winter solstice in Titan’s polar

vortices, and attributed the annular morphology to descent and adiabatic heating at the

poles [Shultis et al., 2022]. Future missions may be the key to understanding atmospheric

dynamics on bodies within our solar system. NASA’s Dragonfly mission, slated for launch

in 2027 and set to explore Saturn’s nitrogen- and methane-rich moon Titan from 2034,

could provide sufficient observations to further the work of Sharkey et al. [2021].

Model simulations may complement upcoming missions, but simulating the atmo-

spheric circulation on other planets will no doubt take many years to catch up to the

capabilities that we have for simulating the atmosphere of Earth currently, even for rel-

atively well-observed planets within our solar system (such as Mars, or Venus). This is

due to a combination of factors, including the sparsity of the observations (in both their

temporal and spatial coverage) available to us and the large variety of planetary para-

meters and atmospheric compositions. There are undoubtedly dynamical and chemical

processes present in extraterrestrial atmospheres that are not seen on Earth, and therefore
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new representations of these must be developed for more accurate simulations of these

atmospheres. Such a variety in planetary atmospheres means that the modelling com-

munity’s efforts must inherently be divided. Given the enormity of the task of modelling

planetary atmospheres faithfully, taking an idealised and hierarchical modelling approach

allows us to gain understanding of the potential processes that may be seen on a given

planet, with the observations and knowledge that we have available to us. Employing a

hierarchical approach in such studies broadly allows us to characterise important features

of the dynamics and isolate key parameters or external forcings that define the circulation

on specific planets [Maher et al., 2019b].

One approach to resolve this problem is the use of idealised parameter sweeps. Chapters

3 and 4 both perform parameter sweeps with Isca to study planetary atmospheres; such

parameter sweeps may also be useful as a framework for comparative planetology within

our solar system. For example, in a study across a parameter sweep of obliquity, rotation

rate, and orbital period, polar vortices have been identified that share broad characteristics

with the polar vortices of Earth, Mars, and Titan [Guendelman et al., 2022]. Such studies

may not capture all the individual processes relevant for specific planets, but deepen

understanding of fundamental dynamics driven by planetary or orbital parameters (rather

than, say, atmospheric constituents).

Furthermore, more complex GCMs (or other models designed with a specific planet

in mind) could also be employed to reveal key driving mechanisms and forcings in the

atmospheres of solar system bodies. Previous research has identified similarities between

the polar vortices of Mars and those in Earth’s atmosphere, as well as on other planetary

bodies in the solar system [e.g. Mitchell et al., 2014, 2021; Waugh, 2023]. Understanding

how polar vortices behave across a variety of well-observed solar system bodies, and how

they differ from Earth’s stratospheric polar vortices, can develop our understanding of the

circulation on the chosen planet, and also on Earth itself. Extending Earth-based GCMs to

understand the atmospheric circulation on other planets is a test of their robustness; the
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ready ability to simulate the atmospheres of other planets by changing appropriate para-

meters and values suggests that the processes simulated are sufficiently well-represented

in models of Earth’s atmosphere.

5.3.4.2 Exoplanetary atmospheres

Over 5000 exoplanets have been confirmed to date, and there are almost twice as many

candidate exoplanet detections, across nearly 4000 planetary systems. Of these, biases

in transit detection mean that confirmed exoplanets are often large and short-period

[Kipping and Sandford, 2016]. As such, observed exoplanets are primarily Neptune-like or

gas giants such as Jupiter, but a significant number of super-Earth type and terrestrial

planets are also confirmed.2 Confirmed exoplanets are also often tidally locked, with short

orbital period, due to this bias. Through analysis of transmission spectra obtained by

JWST and other telescopes, scientists are able to identify certain chemical components of

an observed exoplanet’s atmosphere. Model simulations may then be able to complement

these observations and allow us to infer potential circulation patterns. Such analyses will

be vital both for identifying potential candidates for habitability, and for furthering our

understanding of the great variety of atmospheric dynamics present across the universe.

Comparative planetology appears to be at the dawn of a new and exciting era. Compu-

tational power and capability are now sufficient to perform large-scale simulations of the

atmospheres of many planets, and recent studies have already begun to perform param-

eter sweeps over various planetary parameters to help characterise global atmospheric

circulations across a variety of regimes [e.g. Guendelman and Kaspi, 2018; Guendelman

et al., 2021; Toigo et al., 2020, and many more]. Isca itself has already been put to use

exploring the dynamics of tidally and non-tidally locked exoplanets at varying levels of

complexity [see for example Lewis et al., 2021; Penn and Vallis, 2017, 2018; Thomson and

Vallis, 2019a]. A very exciting project, the Trappist-1 Habitable Atmosphere Intercompari-
2An up-to-date catalogue of detected exoplanets can be found at the NASA Exoplanet Catalog

(https://exoplanets.nasa.gov/discovery/exoplanet-catalog/).
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son (THAI), suggests the first model intercomparison protocol for planetary atmospheres

within the Trappist-1 system and compares the simulations of four atmospheres across

four models [Fauchez et al., 2021].

There is great diversity in exoplanetary atmospheres, and in the same manner that

accurately simulating solar system planets will require some understanding of the most

important features to capture, so too must choices be made when considering how best

to answer relevant questions about exoplanets and their atmospheres. For example, the

parameter sweep in Chapter 4 covers only two potential atmospheric parameters out of

many. Previous work has shown the importance of a variety of planetary and atmospheric

parameters for the atmospheres of exoplanets (and their dynamics and habitability),

including radiative timescales, aerosols and atmospheric composition, orbital periods,

planetary mass or radius, solar constant, or surface pressure or gravity [Boutle et al., 2020;

Carone et al., 2017; Graham, 2021; Guendelman and Kaspi, 2018, 2019, 2020; Haqq-Misra

et al., 2018; Kaspi and Showman, 2015]. Therefore, this experiment could be developed

further by examining alternative parameters for their influence on the coupling between

tropical edge metrics.

Atmospheric circulation is important for the distribution of heat and tracers throughout

a planet’s atmosphere; heat distribution across a planetary atmosphere is key for assessing

its potential habitability. With the advent of JWST, we have the possibility of thermal

retrievals and transmission spectra for a great number and variety of exoplanets, including

Earth-sized rocky exoplanets. On January 11th, 2023, JWST confirmed its first exoplanet,

LHS 475 b, which is 99% of the size of the Earth [NASA, 2023]. The availability of

such observations promises an exciting future for understanding planetary atmospheres.

Nonetheless, the information that we can glean from these retrievals is limited when

compared to the observations made by satellites of Earth, Mars, and Venus. It is here

that we then may employ global circulation models to provide valuable insight into the

atmospheric dynamics and climate of such exoplanets, complementing their observations.
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The use of GCMs to simulate the atmospheres of observed exoplanets, as well as po-

tential unobserved planets, will complement such telescope observations and may help

constrain further information about their characteristic atmospheric circulations. For

example, recent work partitioning the global temperature field of a tidally locked exoplanet

aims to identify features of atmospheric circulation that are identifiable in temperature

retrievals through balancing arguments [Lewis and Hammond, 2022]. Improved computa-

tional efficiency and better constraints from observations will allow parameter sweeps (and

other investigations) to further our understanding of atmospheric dynamics across a wide

range of planetary atmospheres. Furthering our understanding of planetary atmospheric

dynamics allows us to place our own atmosphere into a much larger and more exciting

context than considering the dynamics seen here as an isolated case.
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A.1 Supplementary Figures

We present here additional figures intended to supplement the main body of work. Figure

A.1 shows yearly simulations run with a higher dust loading (surface mass mixing ratio

double that of our other simulations; see Table 2.1 for details). This leads to higher

temperatures and stronger winds than those seen in reanalysis. Significantly, however, we

see that PV during the MY 28 dust storm is reduced in these model simulations (Figure

A.1d). Winds are also weakened, in agreement with the nonlinear response to dust loading

found in Guzewich et al. [2016].

Figure A.2 shows the seasonal evolution of polar cap PV, the location of the maximum

PV, and eddy enstrophy, as calculated from the EMARS reanalysis. Both PV and eddy

activity are more consistent between the TES and MCS eras in EMARS than in OpenMARS.

The drop in PV and eddy activity during the MY 28 GDS is seen in this reanalysis as well

as in OpenMARS, although the TES peak in PV and MCS pause in eddy enstrophy are not

present. The vortex annularity appears much different however; it is significantly more
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Figure A.1: Horizontal cross-section of the northern polar vortex in ‘high-dust’
model simulations. Winter-mean (Ls = 270−300◦) north polar stereographic maps of
Lait-scaled PV (shading) and zonal wind (contours) on the 300 K surface from additional
‘high dust’ simulations. The solid blue contour shows the latitude of maximum PV. Dashed
latitude lines correspond to 60◦ N, 70◦ N, and 80◦ N, with each panel bounded at 55◦ N.
Dashed longitude lines start from 0◦E at the bottom of each panel. Note that the elevated
topography of Tharsis province is located between 220−300◦E (not shown).

annular in the TES era than the MCS.
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Figure A.2: Evolution of the northern polar vortex in EMARS. Smoothed evolution of
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B.1 Supplementary Figures

Supplementary figures B.1-B.6 show polar stereographic maps of PV and winds for all

simulations, to illustrate the annular vortex more clearly, and how it responds to the

varying parameters. Similarly, Figures B.7-B.12 show the mean meridional streamfunction

ψ for all simulations, and are included to help visualise the circulation more clearly.

Figures B.1 through B.6 show potential vorticity on the 300K surface in all simulations.

In all figures, ε= 25◦ (for γ= 0.093 or γ= 0 simulation) or λ= 1 (for dust scale simulations)

shows the absolute value of potential vorticity and zonal wind, and all other panels show

the anomaly from this ‘base’ simulation.

Figures B.7 through B.12 illustrate the strength of the overturning circulation in all

simulations. In all figures, ε = 25◦ (for γ = 0.093 or γ = 0 simulations) or λ = 1 (for dust

scale simulations) shows the absolute value of the mean meridional streamfunction, and

all other panels show the anomaly from this ‘base’ simulation.
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Figure B.1: North polar stereographic map of PV (shading) and zonal winds (black
contours) on the 300K surface in current-eccentricity simulations, averaged over
30 sols either side of the winter solstice. ε= 25 shows absolute PV and zonal wind,
and all other panels show the PV and wind anomaly from ε= 25 for the given value of ε.
The purple contour indicates the latitude of maximum PV (φPV ).
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Figure B.2: North polar stereographic map of PV (shading) and zonal winds (black
contours) on the 300K surface in zero-eccentricity simulations, averaged over 30
sols either side of the winter solstice. ε= 25 shows absolute PV and zonal wind, and
all other panels show the PV and wind anomaly from ε= 25 for the given value of ε. The
purple contour indicates the latitude of maximum PV (φPV ).
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Figure B.3: South polar stereographic map of PV (shading) and zonal winds (black
contours) on the 300K surface in current-eccentricity simulations, averaged over
30 sols either side of the winter solstice. ε= 25 shows absolute PV and zonal wind,
and all other panels show the PV and wind anomaly from ε= 25 for the given value of ε.
The purple contour indicates the latitude of maximum PV (φPV ).
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Figure B.4: South polar stereographic map of PV (shading) and zonal winds (black
contours) on the 300K surface in zero-eccentricity simulations, averaged over 30
sols either side of the winter solstice. ε= 25 shows absolute PV and zonal wind, and
all other panels show the PV and wind anomaly from ε= 25 for the given value of ε. The
purple contour indicates the latitude of maximum PV (φPV ).
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Figure B.5: North polar stereographic map of PV (shading) and zonal winds (black
contours) on the 300K surface in dust simulations, averaged over 30 sols either
side of the winter solstice. λ= 1 shows absolute PV and zonal wind, and all other panels
show the PV and wind anomaly from λ= 1 for the given value of λ. The purple contour
indicates the latitude of maximum PV (φPV ).
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Figure B.6: South polar stereographic map of PV (shading) and zonal winds (black
contours) on the 300K surface in dust simulations, averaged over 30 sols either
side of the winter solstice. λ= 1 shows absolute PV and zonal wind, and all other panels
show the PV and wind anomaly from λ= 1 for the given value of λ. The purple contour
indicates the latitude of maximum PV (φPV ).
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Figure B.7: Northern winter mean meridional streamfunction averaged over 30
sols either side of the winter solstice for γ= 0.093. ε= 25 shows absolute value of ψ,
and all other panels show the anomaly from ε= 25 for the given value of ε.
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Figure B.8: Southern winter mean meridional streamfunction averaged over 30
sols either side of the winter solstice for γ= 0.093. ε= 25 shows absolute value of ψ,
and all other panels show the anomaly from ε= 25 for the given value of ε.
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Figure B.9: Northern winter mean meridional streamfunction averaged over 30
sols either side of the winter solstice for γ= 0.093. ε= 25 shows absolute value of ψ,
and all other panels show the anomaly from ε= 25 for the given value of ε.
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Figure B.10: Northern winter mean meridional streamfunction averaged over 30
sols either side of the winter solstice for γ= 0.000. ε= 25 shows absolute value of ψ,
and all other panels show the anomaly from ε= 25 for the given value of ε.
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Figure B.11: Northern winter mean meridional streamfunction averaged over
30 sols either side of the winter solstice for dust scale simulations. ε= 25 shows
absolute value of ψ, and all other panels show the anomaly from ε= 25 for the given value
of ε.
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Figure B.12: Northern winter mean meridional streamfunction averaged over
30 sols either side of the winter solstice for dust scale simulations. ε= 25 shows
absolute value of ψ, and all other panels show the anomaly from ε= 25 for the given value
of ε.
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Figure B.13: Polar winter temperature change with obliquity or dust scale. Polar
winter temperature (latitudinally-weighted average temperature over 75−90◦N/S on the
50Pa surface) in the northern (left) and southern (right) hemispheres. Winter mean is
60 sols averaged about Ls = 270◦ (Ls = 90◦) in the northern (southern) hemisphere. (top)
obliquity simulations, and (bottom) dust scale simulations.
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Figure B.14: A time series of winter-time polar temperature (latitudinally-
weighted average temperature over 75−90◦N/S on the 50Pa surface) according to
historical integrations of obliquity. Winter mean is 60 sols averaged about Ls = 270◦

(Ls = 90◦) in the northern (southern) hemisphere. (a) Obliquity from Laskar et al. [2004,
data obtained here], and temperature changes with obliquity in (b) the northern hemi-
sphere and (c) the southern hemisphere. We have chosen to include only variations based
on obliquity due to the complication of the timing of perihelion with varying eccentricity
also, although we show the time series for both γ= 0.093 (solid blue) and γ= 0.000 (dashed
red).
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C.1 Held-Suarez full temperature equation

The full temperature equation that the Held Suarez model follows is

(C.1)
∂T
∂t

=−∇p · (Tv)− ∂(Tω)
∂p

−kT (φ,σ)[T −Teq(λ,φ, p)],

where v is the horizontal velocity and ω = D p/Dt is the vertical velocity in pressure

coordinates.

C.2 Frierson grey radiation scheme

The details of the moist model used herein are given in Frierson et al. [2006], although we

give a brief overview of the relevant details.

F06 simulations have an aquaplanet surface with no topography, with a shallow mixed

layer chosen to conserve energy rather than with specified sea-surface temperatures. Mixed

layer temperature evolves according to

(C.2) CO
∂Ts

∂t
= RS −RLu +RLd −LvE−S,

199



APPENDIX C. APPENDICES FROM CHAPTER 4

where CO is a specified heat capacity, Ts is local surface temperature, Lv is the latent heat

of vapourisation, E is the evaporative flux, S the sensible heat flux, and RS, RLu, RLd are

the net shortwave flux, upward and downward longwave fluxes, respectively.

In the infrared, atmospheric optical depths are defined by a surface value of form

(C.3) τ0 = τ0e + (τ0p −τ0e)sin2(φ),

where τ0p and τ0e are surface values at the pole and equator, respectively. The optical

depth varies with height according to

(C.4) τ= τ0

(
f l

(
p
ps

)
+ (1− f l)

(
p
ps

)4)
.

This choice of optical depth approximates the structure of water vapour within the atmo-

sphere, without unreasonably long stratospheric relaxation timescales [Frierson et al.,

2006].

The two-stream approximation is used to calculate radiative fluxes:

dU
dτ

=U −B(C.5)

dD
dτ

= B−D,(C.6)

where U and D are the upward and downward fluxes, and B =σT4 (σ here is the Stefan-

Boltzmann constant).

Now, as in the temperature equation for the HS simulations, we have a diabatic source

term. For F06/DF simulations, this is

(C.7) QR =− 1
cpρ

∂(U −D)
∂z

.

There are additionally surface fluxes, derived from standard drag laws, within the model.

Full details are given in Frierson et al. [2006].
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Figure C.1: Prescribed forcings in simulations. a) Equilibrium temperature profile for
a range of values of ε in HS simulations. b) Incoming solar radiation for a range of values
of ∆sw in F06 simulations. Values of ε and ∆sw correspond to the same latitude of maximal
heating.

C.3 Supplementary Figures

We show the prescribed forcings that represent a change in obliquity (equilibrium surface

temperature profile or incoming solar radiation) for our parameter sweep (Fig C.1).

C.3.1 The influence of a stratosphere

This section (Figs C.2-C.9) contains figures using simulations with the Polvani-Kushner

(PK) stratosphere addition.

C.3.2 Taking the dry limit

This section (Figs C.10-C.17) contains figures created with simulations from the dry grey

(DF) model.
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Figure C.2: The influence of obliquity and rotation rate on the mean location of
each metric. The mean location of each metric (left: φHC; centre: φSTJ; right: φEDJ), in
the summer and winter hemisphere (top and bottom row, respectively). In each panel, one
square represents one PK simulation, with obliquity and rotation rate on the x- and y-axis,
respectively.

C.3.3 The number of maxima in upper- or lower-tropospheric winds

Finally, we show the location of each metric in all simulations, with the HS simulations

characterised by the number of maxima in each jet. Figure shows that the separate

latitudes of each metric in HS simulations may be characterised by the number of maxima

- those simulations wherein there exist two maxima in uadj sit separately from all other

HS simulations.
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Figure C.3: The difference in mean latitude in equivalent HS and PK simulations.
The difference (PK-HS) in mean location of each metric (left: φHC; centre: φSTJ; right:
φEDJ), in the summer and winter hemisphere (top and bottom row, respectively). In each
panel, one square shows how much further poleward lies a metric in a PK simulation
compared to the equivalent HS simulation, with obliquity and rotation rate on the x- and
y-axis, respectively.
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Figure C.4: The influence of obliquity and rotation rate on the mean strength of
the quantity defining each metric. As in Figure C.2, except we show the mean strength
of the quantities used to define each metric. The definitions of these strengths are given in
the text.
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Figure C.5: The relative latitudes of each metric. The mean latitude of each metric in
the SH plotted against the mean latitude of other metrics. Diamond markers represent PK
simulations, and grey circular markers show HS simulations for comparison. Simulations
with ε= 0 are indicated. PK markers are coloured according to the simulation’s location
in parameter space and, where appropriate, a linear regression is calculated (black dash-
dotted) and its score is shown. A 1:1 line is also plotted in each panel (dashed grey).
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Figure C.6: The influence of obliquity and rotation rate on the coupling between
each metric. The Pearson correlation coefficient (colour) between metrics (left: φHC and
φSTJ; centre: φHC and φEDJ; right: φSTJ and φEDJ), in the summer and winter hemisphere
(top and bottom row, respectively). In each panel, one square represents one PK simulation,
with obliquity and rotation rate on the x- and y-axis, respectively. Squares are hatched
where the relationship between the two metrics is not significant (p-value greater than
0.01).
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Figure C.7: The influence of a metric’s mean location on its coupling with other
metrics. The Pearson correlation coefficient between metrics as a function of each metric’s
mean latitude in the winter (southern) hemisphere (left: as a function of φHC; centre: as a
function of φSTJ; right: as a function of φEDJ). Diamond markers represent PK simulations,
and grey circular markers show HS simulations for comparison. Simulations with ε= 0
are indicated. PK markers are coloured according to the simulation’s location in parameter
space, and are solid where the relationship between the two metrics has p-value less than
0.01. Where appropriate, linear regressions (black dash-dotted) have been fitted and their
scores shown.
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Figure C.8: The influence of the separation in mean location of two metrics on
their coupling. The Pearson correlation coefficient between two metrics as a function of
the separation between them in the winter (southern) hemisphere (left: as a function of
φHC-φSTJ; centre: as a function of φSTJ-φEDJ; right: as a function of φEDJ-φHC). Diamond
markers represent PK simulations, and grey circular markers show HS simulations for
comparison. Simulations with ε= 0 are indicated. PK markers are coloured according to
the simulation’s location in parameter space, and are solid where the relationship between
the two metrics has p-value less than 0.01. Where appropriate, linear regressions (black
dash-dotted) have been fitted and their scores shown.
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Figure C.9: The influence of the mean strength of the quantity defining each
metric on its coupling with other metrics. As in Figure 4.8, except showing correlation
coefficient between metrics as a function of the strength of the quantity defining each
metric.
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Figure C.10: The influence of obliquity and rotation rate on the mean location
of each metric in the dry grey model. The mean location of each metric (left: φHC;
centre: φSTJ; right: φEDJ), in the summer and winter hemisphere (top and bottom row,
respectively). In each panel, one square represents one DF simulation, with obliquity and
rotation rate on the x- and y-axis, respectively.
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Figure C.11: The difference in mean latitude in equivalent F06 and DF simulations.
The difference (DF-F06) in mean location of each metric (left: φHC; centre: φSTJ; right:
φEDJ), in the summer and winter hemisphere (top and bottom row, respectively). In each
panel, one square shows how much further poleward lies a metric in a DF simulation
compared to the equivalent F06 simulation, with obliquity and rotation rate on the x- and
y-axis, respectively.
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Figure C.12: The influence of obliquity and rotation rate on the mean strength of
the quantity defining each metric in the dry grey model. As in Figure C.10, except
we show the mean strength of the quantities used to define each metric. The definitions of
these strengths are given in the text.
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Figure C.13: The relative latitudes of each metric in the dry grey model. The
mean latitude of each metric plotted against the mean latitude of other metrics. Square
markers show dry DF simulations and are coloured according to the simulation’s location
in parameter space. Where appropriate, a linear regression is calculated (black dotted)
and its score is shown. A 1:1 line is also plotted in each panel (dashed grey), and F06
simulations are shown in blue (triangular) for comparison. Simulations with ε = 0 are
indicated.
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Figure C.14: The influence of obliquity and rotation rate on the coupling between
each metric in the dry grey model. The Pearson correlation coefficient (colour) between
metrics (left: φHC and φSTJ; centre: φHC and φEDJ; right: φSTJ and φEDJ), in the summer
and winter hemisphere (top and bottom row, respectively). In each panel, one square
represents one DF simulation, with obliquity and rotation rate on the x- and y-axis,
respectively. Squares are hatched where the relationship between the two metrics is not
significant (p-value greater than 0.01).
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Figure C.15: The influence of a metric’s mean location on its coupling with other
metrics in the moist model. The Pearson correlation coefficient between metrics as a
function of each metric’s mean latitude in the winter (southern) hemisphere (left: as a
function of φHC; centre: as a function of φSTJ; right: as a function of φEDJ). Square markers
show dry DF simulations, are coloured according to the simulation’s location in parameter
space, and are solid where the relationship between the two metrics has p-value less than
0.01. Where appropriate, a linear regression is calculated (black dotted) and its score is
shown. A 1:1 line is also plotted in each panel (dashed grey), and F06 simulations are
shown in blue (triangular) for comparison. Simulations with ε= 0 are indicated.

212



C.3. SUPPLEMENTARY FIGURES

20 10 0
HC STJ ( N)

-1.0
-0.75

-0.5
-0.25

0.0
0.25

0.5
0.75

1.0

Co
rre

la
tio

n 
co

ef
fic

ie
nt

a)

fr
dry fr

corr( HC, STJ)
fr
dry fr
dryfr : R2 = 0.48

0 5 10 15 20
STJ EDJ ( N)

b)

fr
dry fr

corr( STJ, EDJ)

20 10 0
EDJ HC ( N)

c)

fr
dry fr

corr( EDJ, HC)

0 5 10 15
1/2

3/4

1

3/2

2

*

Figure C.16: The influence of the separation in mean location of two metrics on
their coupling in the moist model. The Pearson correlation coefficient between two
metrics as a function of the separation between them in the winter (southern) hemisphere
(left: as a function of φHC-φSTJ; centre: as a function of φSTJ-φEDJ; right: as a function
of φEDJ-φHC). Square markers show dry DF simulations, are coloured according to the
simulation’s location in parameter space, and are solid where the relationship between the
two metrics has p-value less than 0.01. Where appropriate, a linear regression is calculated
(black dotted) and its score is shown. A 1:1 line is also plotted in each panel (dashed grey),
and F06 simulations are shown in blue (triangular) for comparison. Simulations with ε= 0
are indicated.

25 50 75 100 125
-1.0

-0.75
-0.5

-0.25
0.0

0.25
0.5

0.75
1.0

Co
rre

la
tio

n 
co

ef
fic

ie
nt

a)

fr
dry fr

corr( HC, STJ)

20 30 40 50

b)

fr
dry fr

corr( STJ, HC)

10 15 20

c)

fr

dry fr

corr( EDJ, HC)

25 50 75 100 125
maxHC (1010 kg s 1)

-1.0
-0.75
-0.5

-0.25
0.0

0.25
0.5

0.75
1.0

Co
rre

la
tio

n 
co

ef
fic

ie
nt

d)

fr

dry fr

corr( HC, EDJ)

20 30 40 50
maxSTJ (m s 1)

e)

fr
dry fr

corr( STJ, EDJ)

fr
dry fr
dryfr : R2 = 0.46

10 15 20 25
maxEDJ (m s 1)

f)

fr
dry fr

corr( EDJ, STJ)

dryfr : R2 = 0.42

0 5 10 15

1/2

3/4

1

3/2

2

*

Figure C.17: The influence of the mean strength of the quantity defining each
metric on its coupling with other metrics. As in Figure 4.15, except showing correla-
tion coefficient between metrics as a function of the strength of the quantity defining each
metric.
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Figure C.18: The relative latitude of each metric for all simulations, with HS
simulations coloured according to the number of jet maxima. The mean latitude of
each metric plotted against the mean latitude of other metrics (winter). Circular markers
show HS simulations, diamond markers represent PK simulations, triangular markers
represent F06 simulations, and square markers represent DF simulations. HS markers
are coloured according to the number of maxima in u850 and uadj.
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Figure C.19: The influence of the number of jets and the separation in mean loca-
tion of two metrics on their coupling, with HS simulations coloured according to
the number of jet maxima. The Pearson correlation coefficient between two metrics as a
function of the separation between them in the winter (southern) hemisphere (left: as a
function of φHC-φSTJ; centre: as a function of φSTJ-φEDJ; right: as a function of φEDJ-φHC).
Circular markers show HS simulations, diamond markers represent PK simulations, trian-
gular markers represent F06 simulations, and square markers represent DF simulations.
HS markers are coloured according to the number of maxima in u850 and uadj, and are
solid where the relationship between the two metrics has p-value less than 0.01.
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