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Abstract

This thesis investigates the implications of modern ICT technologies on private sector
firms, assessing both the direct impacts on productivity and the indirect advantages such as
companies’ resilience in response to the Covid pandemic. The primary technology measure
is the use of cloud computing but the thesis also examines how technologically skilled labour
intensifies the effect of innovative technologies.

The first part of the thesis concentrates on measuring the cloud adoption at scale using
web-based information that is publicly available and covering a considerable number of
private enterprises across the UK. We used web scraping techniques and analysis of the
Internet infrastructure, using Domain Names Service (DNS) metadata about companies in
their Internet records, to infer if they use cloud-related technologies. We complement the
data with financial statistics from the Financial Analysis Made Easy (FAME) dataset. We
performed a statistical analysis of these data using panel regressions and propensity score
matching models to relate the usage of the cloud to the difference in productivity between
companies. Both models show significant positive impacts of cloud technologies on the
productivity of firms in the long run. However, we find a negative impact of the technology
on productivity in the year of adoption, most likely due to implementation and coordination
costs, but a positive return for every further year of cloud usage. The productivity impacts
are greater for smaller firms, reflecting that cloud is a relatively inexpensive way of accessing
digital technologies compared to the previous ICT technologies.

Moreover, the successful adoption of technologies is likely reliant on the availability and
quality of complementary skills. We found online job postings to be a reliable source of
intelligence about skills trends. We performed work on understanding the skills content of
jobs through reviewing skills ontologies and their role in building data extraction tools. We
proceeded with a practical study by performing web scraping of the most popular online job
postings platforms in the UK in 2019. We show how this data can be mined and used as an
addition to official labour market statistics.

Our final goal was to study how the usage of cloud computing technologies and the
hiring of skilled labour impacted firms’ resilience to economic crises, focusing on companies’
behaviour during the Covid-19 disruption. We used text analytics modelling and natural



x

language processing tools to mine Covid-related information from companies’ websites and
categorize their response to the Covid pandemic into several groups based on the nature
of their response. As measures of technological readiness, we used the indicators of cloud
usage and skills data from job posting platforms described above, together with financial
information from FAME. We performed before-after analysis showing that companies who
used cloud and skilled labour were able to better react to Covid disruption. We extended
the analysis by estimating responses both by firm size and industry. Although the effect of
technological readiness is heterogeneous, technological readiness appears to be an important
predictor of Covid resilience.

In conclusion, this thesis outlines the usage of innovative tools and data sources for
modern economic measurement and shows that such timely data can enhance and complement
micro-level statistics to increase the understanding of economic processes.
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Nomenclature

Acronyms / Abbreviations

Community cloud - is a collaborative effort in which infrastructure is shared between several
organizations from a specific community with common concerns (security, compli-
ance, jurisdiction, etc.), whether managed internally or by a third-party and hosted
internally or externally. This is controlled and used by a group of organizations
that have shared interest. The costs are spread over fewer users than a public cloud
(but more than a private cloud), so only some of the cost savings potential of cloud
computing are realized.

Cloud Computing - service, delivered by a third party, that “enables ubiquitous, convenient
on-demand network access to a shared pool of configurable computing resources (e.g.
networks, servers, storage, applications, and services) that can be rapidly provisioned
and released with minimal management effort or service provider interaction” (US
National Institute of Standards and Technology 2011).

AI Artificial Intelligence - set of mathematical models and approaches that involve
computational systems to perceive, synthesize and learn information and patterns
from the data.

BPE Business Population Estimates - financial dataset that contains comprehensive infor-
mation on private and public companies

Covid-19 - an illness caused by a coronavirus and associated global pandemic started in
2019.

FAME Financial Analysis Made Easy - financial dataset that contains comprehensive infor-
mation on private and public companies.

Hybrid cloud - a cloud computing environment that uses a mix of on-premises, private cloud
and third-party, public cloud services with orchestration between the two platforms.
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By allowing workloads to move between private and public clouds as computing
needs and costs change, hybrid cloud gives businesses greater flexibility and more
data deployment options.

IoT Internet of Things - usually referred to both set of objects with embedded computing
systems and accompanying internet infrastructure that enables these objects to send
and receive information through the Internet

OJV Online Job Vacancy - a post in online data sources that advertises current or prospec-
tive available job position.

ONS Office for National Statistics - the UK’s largest independent producer of official
statistics and the recognised national statistical institute of the UK.

IaaS Infrastructure as a service - a form of cloud computing that provides virtualized
computing resources over the internet. IaaS is one of the three main categories of
cloud computing services, alongside software as a service (SaaS) and platform as a
service (PaaS).

PaaS Platform as a Service - complete development and deployment environment in the
cloud, with resources that enable you to deliver everything from simple cloud-based
apps to sophisticated, cloud-enabled enterprise applications. You purchase the re-
sources you need from a cloud service provider on a pay-as-you-go basis and access
them over a secure Internet connection.

Public cloud - a type of computing in which a service provider makes resources available
to the public via the internet. Resources vary by provider but may include storage
capabilities, applications or virtual machines. Public cloud allows for scalability and
resource sharing that would not otherwise be possible for a single organization to
achieve.

Private cloud - a particular model of cloud computing that involves a distinct and secure
cloud based environment in which only the specified client can operate

SaaS Software as a Service - a method of software delivery and licensing in which software
is accessed online via a subscription, rather than bought and installed on individual
computers



Chapter 1

Introduction

1.1 Context

This thesis proposes innovative methods of measurement for obtaining better, more granular
and timely estimates of economic indicators by utilizing online data sources. We study the
impact of new technologies, namely cloud computing, on private sector business ecosystems:
from direct technological and productivity impacts to indirect benefits such as company
resilience and new technological developments in response to the Covid-19 pandemic. We
also examine how technologically skilled labour interacts with the use of cloud services.

Recent events such as the Covid-19 pandemic or the russian invasion of Ukraine have put
massive pressure on statistical institutions at national, and international levels. This led to
the need for better national policy responses and global governance coordination (Tepper,
2022). The speed and quality of response to every economic and political event massively
depends on gathering timely data and accurate measurement of the objectives of a policy.
Consequently, the extent and quality to which one can timely collect the information needed
became an integral part of modern decision-making processes. Sir Charles Bean (Bean, 2016)
in his Independent Review of UK Economic Statistics pointed out that “the methodologies
governing the construction of economic statistics need to evolve along with the economy:
what constitutes a satisfactory organizing framework at one time may subsequently cease to
be so”.

The unprecedented growth of digital technologies worldwide has resulted in increasing
levels of digitalisation of the UK private sector(for example, 83.4% of businesses with 10+
employees had a website in 2018, according to the Office for National Statistics (ONS,
2021)). The Covid-19 disruption intensified the digital revolution even more, and nowadays
it is much easier than before to do online shopping, get online home delivery etc. Working
entirely from home or for a few days a week became the new default style of employment
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conditions. Digital intensification is predicted to boost the economy for decades ahead
(CEBR, 2021). The substitution of traditional goods with digital, often zero-priced ones
often takes place (Collis, 2020). Online content streaming platforms are replacing cinemas,
social media and digital news substitute hard copy sources of information, and even modern
education is becoming more digital. Moreover, most public services in the UK are now partly
delivered through online intermediaries (Hall et al., 2022).

Alongside the positive impacts of digital technologies, digitalized activities and services
became difficult to measure, track and govern (Brynjolfsson et al., 2019). Uncontrolled
implementation and development of digital technologies creates a chain of negative outcomes
such as a rise of digital inequality, income and wage inequality, widening gaps between
firms and uneven diffusion of modern technologies, dominance of monopolistic competition
on large digital markets, job polarization and skills mismatches, constraining productivity
growth (Qureshi, 2022). Unmeasured and, consequently, uncontrolled digital markets cause
unfair pricing margins (Honigberg, 2021), uncontrolled influence and manipulation over
societies by personal data misuse (Hu, 2020), hybrid and cyber warfare risks (Tepper, 2022).
There is a possibility that the knowledge economy is underestimated and not accounted for,
resulting in insufficient development and non-optimal policy decisions (DeStefano et al.,
2018).

Inevitably, modern ICT technologies and digital data sources are becoming a crucial
component of modern economic measurement. Such kind of technologies allow rapid mining
of the information of interest using web scraping, natural language processing, computer
vision, internet of things etc. Thanks to cloud technologies, it is possible to store and process
big data, rapidly analyse information and provide insights using dashboards, visualization
systems and modelling at scale, and augment and enrich the data using other relevant data
sources. This makes for better decision-making by using data-based evidence, and, moreover,
gather timely feedback about changes happening in the systems of interest on all scales:
private and public sector, national and international economic systems. Therefore, the same
technologies which create pressure on current measurement frameworks can be used to
provide effective ways to resolve the problems posed.

This thesis investigates issues in measuring some components of the digital economy.
We research how ICT technologies and innovation drive the productivity and resilience of
enterprises in the UK; and how online data sources can be utilised to have better visibility of
economic and innovation processes in the private sector. The ability to obtain timely data and
to understand the digital economy trends would allow subsequent fundamental advancements
in methodologies and approaches to policy decision-making. The research in this thesis
studies the impact of cloud computing on the private sector business ecosystem: from direct
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technological and productivity impact to indirect benefits such as company resilience and
new technological developments in response to the Covid-19 pandemic. We also examine
how technologically skilled labour intensifies the effect of innovative technologies and plays
a crucial role in the implementation and overall efficiency of cloud computing technology.

We approach these questions in three stages. First, we look at how cloud implementation
and cloud usage can be monitored at scale using web scraping techniques and public digital
data as a main source of information. Secondly, we look at ways the demand for skills can be
mined from online job posting platforms to understand the skill content of work. Thirdly, we
further correlate skills measures and cloud technology usage with the firm’s performance and
resilience to the consequences of the Covid-19 pandemic. In all three stages we also provide
insights into how data science approaches can aid in the analysis of unstructured data.

Chapter 2 of the current work concentrates on measuring the cloud adoption at scale
using web-based information that is publicly available and covering a considerable number
of private enterprises across the UK. To highlight potential practical approaches to measuring
economic processes in the digital sphere, we used web scraping techniques and analysis of the
Internet infrastructure. Using Domain Names Service (DNS) metadata about companies in
their Internet records, it was possible to infer if the company uses cloud-related technologies.
We complement the data with financial statistics from the Financial Analysis Made Easy
(FAME) dataset. We performed a statistical analysis of the data gathered using panel
regressions and propensity score matching models to relate the usage of the cloud to the
difference in productivity between companies. Both models show consistent and positive,
economically and statistically significant impacts of cloud technologies on the productivity
of firms in the long run. We also find that the impact of the technology on productivity is
negative in the year of adoption, most likely due to implementation and coordination costs,
but provides a positive return for every further year of cloud usage. The productivity impacts
are greater for SMEs reflecting that the cloud is a relatively inexpensive way of accessing
digital technologies compared to the previous ICT technologies.

Moreover, as highlighted in the literature, the successful adoption of technologies is
highly reliant on availability and quality of the skilled workforce. We found online job
postings to be a reliable source of intelligence about skills trends. In Chapter 3 we enhanced
understanding of the skills content of jobs by producing a review of skills ontologies, their
role in building data extraction tools and analysis of online job descriptions which was used
for further advanced skills analytics. We proceeded with a practical study by extracting
useful information from online job postings. A web scraping of the most popular online job
posting platforms in the UK was performed to find the hiring patterns among companies
listed in the FAME dataset. We managed to get a significant sample of companies and their
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hiring patterns throughout the year 2019. We study specifics of online job data, pros and
cons of alternative labour statistics data, specifics in data extraction and data mining, the
range of potential uses and applications of the data as well as specifics of the methodology
for working with this unstructured data. We applied data cleansing and built skills extraction
models to arrive at a list of skills required in job postings. We show how this data can be
mined and used as an addition to official labour market statistics. In collaboration with the
ONS we have implemented the application of algorithms to the experimental labour market
statistics, released on a weekly basis on regional and occupational levels.

Our final goal was to study how the usage of cloud computing technologies and hiring of
skilled labour impacted the resilience of a company or its ability to survive during economic
downturns or crises. Chapter 4 elaborates on studying the companies’ behaviour during the
Covid-19 disruption. We use text analytics modelling and natural language processing tools
to mine Covid-related information from companies’ websites and categorize their response to
the Covid-19 pandemic into several groups based on the nature of their response (innovative
behaviour, sticking to the government guidelines or inactivity). We supplemented our data
with financial and hiring information using the FAME dataset and skills data from job posting
platforms. We further performed before-after analysis using pre-Covid financial and hiring
patterns of companies and their Covid-19 resilience indicator to find out that companies
who used cloud and skilled labour were able to better react to the Covid-19 disruption. This
is likely to reflect introducing agile changes to their business processes, utilizing online
tools which minimised physical contact between employees and clients and mitigating the
disruption to daily business operations. We also find out that the effect of the cloud is highly
heterogeneous due to different pre-Covid financial conditions, specifics of every industry and
their technological readiness. Research questions and data-related questions for the main
chapters are summarised in Table 1.1.
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Table 1.1: Summary of Research and Data related questions

Chapter Research questions Data related questions
Chapter 1 Intro-
duction

What are the benefits and lim-
itations of using digital data
sources for measures of eco-
nomic performance?

What measurement and cal-
ibration techniques are ap-
propriate for the online data
sources?

Chapter 2 Digital
opportunity: how
Cloud Computing
affects company
performance

How does the use of cloud
technologies correlate with
differences in company pro-
ductivity? How is this related
to the size of companies?

How to collect the cloud usage
data by web scraping at scale?
How to construct a cloud us-
age indicator from the domain
name service records?

Chapter 3 The use
of online job sites
for measuring
skills and labour
market trends

How useful are online job
postings as indicators of skills
and possibly as predictors of
wages?

How to use web scraping to
obtain data from online job
postings? How to develop
a skills extraction model and
perform the skills extraction?
How to create the technical
skills indicator?

Chapter 4 Covid
resilience and dig-
ital readiness: An
analysis using on-
line company data

How do cloud computing tech-
nologies and the hiring of
skilled labour influence a com-
pany’s resilience during and
after the Covid-19 crisis?

How to web scrape compa-
nies’ website updates? How to
apply automated content anal-
ysis framework for categoris-
ing firms’ reactions to the dis-
ruption caused by Covid-19?

In conclusion, this thesis outlines the usage of innovative tools and data sources for
modern economic measurement that would help to shape policy decision-making in a fast-
paced world better. We show that the usage of timely data can enhance and complement
present micro-level statistics to enhance an understanding of economic processes.

Before tackling the main research aims of this thesis, the next section provides details of
theoretical and practical approaches to the analysis of online data that can provide a helping
hand in the analysis of unstructured data. We also hypothesize about theoretical approaches
to statistics and data analysis that can be implemented in this area.
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1.2 Why do we need ’faster’ indicators

The high frequency and nearly real-time information obtained from various digital sources
is sometimes referred to as ’faster’ indicators. Examples of such indicators include credit
card transactions, online job postings, data from cell phones, and many more. There is
some discussion, though, on the benefits and risks of using these data sources in economic
measurement. This section covers some of the main concerns and benefits of such data.

One of the greatest upsides of using faster indicators are their timeliness (Chapman and
Desai, 2022). The downside of the standard economic indicators obtained through established
procedures and surveys is significant reporting lag (weeks or months) connected with the
gathering and processing of the information. In turn, digital indicators are often associated
with automation of data processing, that decreases the lag to days, hours or less.

Another benefit of digital indicators is the granularity of the data and the amount of
respondents covered (Chapman and Desai, 2022; Glaeser et al., 2018). Due to lower price
of the data retrieval and enhanced data availability, faster indicators cover a wider range of
observations, often with better data granularity than traditional surveys.

In addition, indicators constructed using digital data allow to capture the informal or
emerging economy, or rapid changes in economic trends (Fezzi and Fanghella, 2021). For
instance, Chapter 2 explores an indicator of cloud computing usage of enterprises, the
innovative technology still gaining popularity in the private sector. Chapter 3 explores
measuring labour market trends through online job vacancies and Chapter 4 investigates
the utilisation of digital indicators in capturing changes in companies’ behaviour during the
Covid-19 outburst.

Arguably the most significant challenge with online data sources is that they are not
primarily developed for research but are collected for business or administrative purposes.
Thus, they may exhibit less quality or reliability in comparison to conventional data sources.
Digital data inherently leads to potential representativeness problems, because the data
generation process used in the data source may lead to the omission of some groups of
respondents by design.

For example, online job postings data would omit job adverts posted exclusively by
offline tools (local newspapers, direct mail, etc). The primary purpose of online job posting
platforms is to serve recruiting needs, help candidates to find jobs and help recruiters to do
their job in the most efficient way. Inherently, the design of the data-gathering process comes
with its peculiarities growing out of its purpose. Job postings do not necessarily correspond
to underlying hiring processes and real labour market outcomes. Recruiters advertise job
positions just to have a reserve of candidates, sometimes when recruitment needs are high.
They involve themselves in ‘location spamming’, trying to produce adverts which will just
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have a wider coverage of the target audience. So, they ‘spoil’ research data in order to achieve
their recruiting goals. Also, sometimes employers put broader skills descriptions that aim to
recruit more ‘generic’ specialists (that could be trained on-site) or specialists that are higher
skilled (the higher the better principle).

As a result, such data are not fully suited for research purposes, as the data source is
volatile and does not always represent the reality. Sometimes, the data is messy and dirty, not
always rational and appropriate for the research. However, in some cases, this is the only
option left, as the agility of the modern world dictates the need for new timely data sources.

Hence, specialized skills in data collection, storage, and preprocessing are essential
when utilizing online data. Often, the responsibility falls on the researcher, necessitating
a grasp of foundational programming, web scraping, database management, and advanced
computer proficiency. The data cleansing process offers a range of tools and methods. This
encompasses natural language processing tools such as stop words removal, stemming, part-
of-speech tagging, named entity recognition, etc. (Louis, 2016; Roumeliotis and Tselikas,
2023). Machine learning models can also be leveraged for precise imputation of missing
data both within textual and numerical information extracted (Abidin et al., 2018; Emmanuel
et al., 2021; Madhu et al., 2019), which can sometimes help to obtain less biased estimates
(Schenker et al., 2006). Data augmentation methods (such as PCA, e.g. Toole et al. (2015))
can help with extracting relevant signal from the data, models for outlier detection facilitate
the removal of possibly spurious anomalies (see Gupta et al. (2014). Finally, data deduplica-
tion methods are useful to clean the duplicated information (see further discussion in Section
5 of Chapter 3). Though the extensive exploration of these methods in economics is relatively
recent, integrating structured, quality-focused data cleaning approaches with data science
techniques and machine learning models can enhance the quality of data harvested from
online sources (Guerzoni et al., 2020; Yan et al., 2008).

In addition, online data sources often contain limited information available. Indicators
are often mined from transactional data or rely on other forms of ’passive’ data collection
and consequently limit the variety of information collected. In comparison, conventional
traditional surveys may contain detailed questions of interest, covering most of the research
aspects desired. One possible solution to overcome this problem is better collaboration
between research institutions and data providers, which would allow to augment the data
generation principles and enrich the variety of digital information stored. Additionally,
combining knowledge about the data source, environment, measurement tools and their
biases, can help to effectively leverage advantages of the data and overcome its weaknesses.
Combination with Machine Learning models and predictive algorithms allows to predict the



8 Introduction

outcomes for unmeasured groups of population (Glaeser et al., 2018), nowcast important
economic measures (Choi and Varian, 2012; Toda et al., 2022).

The next issue is interpretation, as sometimes it is not clear how a change in faster
indicators corresponds to a change in the traditional economic measure. As discovered in
the current thesis, often the indicators gathered from online sources (faster indicators) are
proxies for traditional economic measures.

Another point raised by Glaeser et al. (2018) is the usage of online data for the analysis of
causal relations. While the approach itself does not provide the solution to the identification
problems, it may help to capture important information before and after some natural shocks
(such case is extensively studied in Chapter 4 where Covid-19 shock is used as an external
event). This is a significant benefit in comparison to traditional surveys; some important
measures may be found in digital data even before the time when research question is
formulated. The abundance of digital data increases the chances of capturing relevant
information using faster indicators.

As a consequence, one should be always careful with an interpretation of data gathered,
its inherent biases and other limitations of the online data. However, with some calibration
and modelling techniques (Toda et al., 2022), it is possible to link faster indicators to the
’traditional’ economic measure of interest (see next section and Appendix B). Comparison
of aggregations from the granular data obtained to existing industry-level or macro-level
data can allow for additional data validation, provide a broader perspective on the measured
subject, assist in refining data collection methods, and even aid in the interpretation of
aggregate relationships (Stoker, 2016). Moreover, limitations are greatly compensated with
data coverage and data granularity that digital data sources provide, the ability to capture
unusual or emerging processes in the economy, flexibility of using the data on the desired
level of aggregation. These novel ways of gathering information about the economy would
undoubtedly enrich and complement conventional economic statistics.

1.3 Measurement systems and the Representational Theory
of Measurement

"Measurement is an experimental and formal process aimed at obtaining and expressing
descriptive information about the property of an object (phenomenon, body, substance, etc)"
(Mari, 2007). According to Russell (1937), measurement is "...the correlation with numbers,
of entities which are not numbers". The inherent and fundamental idea is that, while numbers
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do not necesserily represent the real world, they function as a representation or a model of
real world features (Mitchell, 2006).

The empirical approach to measurement states that object characteristics or any property
of an object would make sense if it can be empirically seen and tested, otherwise it would
make no practical sense (Mari, 2007). Hence, the very basic measurement system is a setup
where you have an object under measurement (and its specific properties to measure), mea-
surement mechanism (in a simplistic sense – comparison) and a reference object (benchmark)
which plays a role as a scale of measurement (measurement standard, comparison reference),
or a metric.

The progression of the representational theory of measurement states that measurement
is a complex process of finding numerical representation (homomorphism) of real world
characteristics - both observable and unobservable. Mathematical structures are an abstraction
over the natural world, but they must have at least partial identity of structure between the
real system and a model, with numerical representation of natural systems (Mitchell, 2006).
Krantz et al. (1971) provided mathematical formulation and axioms of the measurement
system, which can be perceived as a measurement mechanism - a comparison of the object
being measured with a reference object, which has an already known measure (see more
details in Appendix A).

1.3.1 Types of measurement

Measurement systems can be divided into several types, essentially the same categories as
experiment types: system constructed under laboratory experiment (laboratory environment),
system under field study (with semi-controlled environment, e.g. surveys) and natural
experiments. One of the important distinctions between these types is the nature of the
observed object and the observer environment (Boumans, 2007).

Laboratory experiments allow the luxury of controlling all external factors in the mea-
surement systems and make sure that the measuring environment is constant. Researchers
can make sure that object characteristics being measured are ceteris paribus during the
measurement period. Typically a researcher tries to obtain actual measurement under the
conditions of a noisy environment:

y(t) = ŷ(t)+ e(t)
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By the proper construction of an experiment and controlling for all exogenous factors, the
researcher tries to achieve the setup that minimizes the error of measurement and approach

E(e(t)) = 0

using several repeated experiments.
Field experiments are a bit different. The researcher has partial control over the situation:

they can model and understand whether object characteristics are unchanged in time and
correct for that. During the field experiments, there is only a partial control over the object’s
characteristics (there is no guarantee that the object did not change) and obviously there is no
control over the environment (no constant impact of the environment). However, researchers
usually have stable and unchanged measurement instruments that they can rely on, and
estimate the error of measurement with comparison to some standard.

Natural experiments, which include surveys do not allow the luxury of controlling any
of the object characteristics during the measurement process. Instead, researcher tries to
possibly account for factors that might influenced the object during the experiment, and use
modelling to disentangle measurement result from external effects introduced by external
factors. Natural experiments often involve using control groups (where factor of interest had
no effect on the measurement object); object under measurements are randomly assigned
between the two groups. Quasi natural experiments involve deterministic assignment to
groups due to social or political factors (Remler and Van Ryzin, 2021).

However, there is a fourth category of measurement - let’s call it cyber measurement -
which raises additional problems. First of all, real object characteristics are unpredictable
and unknown at the time of measurement. Secondly, there is no control over the environment
and in many cases it is hard to precisely measure it. Thus, it is hard, or even sometimes
impossible, to disentangle the impact of the environment from the change of the object itself.
And the third problem is that the measurement instrument is a subject of constant change
itself. Consider Online Job Vacancies as a measure of labour market demand. There is no
actual ’right’ measure of demand (in the best scenario, rather a comparison between different
measures, for example surveys or alternative measures provided by various job platforms).
The environment is always dynamic - the labour market changes every day. And finally,
the measurement system changes as well. For example, the bias in number and content of
advertisement posts is subject to change, depending on labour dynamics, time of the year
and recruiting patterns). So the final estimates at a given point in time can misrepresent the
real number of jobs by varying magnitudes.

Thus, when measuring
y(t) = y ˆ(t)+ e(t)
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the reality is that
e(t) = u(t)+ v(t)+w(t)

where u(t) is an error due to change of object which is not captured by a measurement
system or ‘measurement uncertainty’, v(t) is an error due to unknown influence of uncertain
environment, w(t) is an error due to uncertainty/instability in the measurement tool itself.
The last error component w(t) and usually larger magnitude of u(t) (due to more complex
processing system) highlight a crucial difference between data gathered from conventional
sample surveys and data gathered from online data sources. w(t) arises due to added
information retrieval, processing and storage processes within the online datasource itself,
which sometimes change, and the dynamic nature of online sources (changes in target
audience, changes in structure of the product) which introduce additional bias into the
process.

1.3.2 Gathering and cleansing data from online data sources

In the case of working with online data, especially unstructured data, a lot of pre-processing
work needs to be performed. A privilege of online data sources is an opportunity to gather a
higher volume of information, however, the size of the dataset does not automatically solve
all of the issues with the data (Harford, 2014; Hargittai, 2007). The following is a list of
some of the risks and how they might be alleviated. We must also say that not all the risks
are unique to online data, but appears more frequently in "data-driven" research.

Source bias Online data usually contains systematic biases due to the social, technical
and methodological choices of data holders, that skew original distributions. Examples
may include limitations connected with data collection or storage, and improper imputation
of the missing data. The results of incorrectly processed data would be skews in distribu-
tions - changes in the initial characteristics of the data which would result in an inaccurate
representation of the population, behavioural and content biases.

Linking bias In many cases, the research innovation lies in the combination of several
sources of information that altogether will outline an important aspect of some object or event,
important properties of the object under research. Biases and misrepresentations of every
dataset would be mixed and combined together, which would produce the final uncertainty in
estimations that are even higher than the initial individual uncertainty. Working with online
data sources often incorporates joining a higher number of datasets in comparison to working
with conventional data sources. Moreover, if several datasets are combined together, then a
final distribution of the data would be a joint distribution made of initial distributions of the
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data. As a result, the researcher should carefully control this drift because it may no longer
represent the accuracy of initial measurement represented by distinct datasets.

Cleaning and preprocessing step error. Process of cleansing the data may create
additional redundancy, wrong values may be assigned (imputed) or improper transformations
can be made while not fully accounting for the underlying data distribution. Even improper
merging of several data sources may result in a lot of problems. The cleansing step should be
always associated with appropriate quality assurance at each step of the process. The main
things to control for are: distributions of input variables in the dataset, changes in statistical
measures such as mean and variance, 3rd and 4th moments, statistical distributions of the
data and joint distributions and correlations within data rows, redundancy (duplicates).

Modelling error. The final data is usually subject to a modelling (as per classical chain
measure – analyze - make inference). The model can be both targeted into extrapolation
(looking forward) or interpolation (i.e. looking inside). The trade-off is usually between
producing the model that will have a better fit to the data and have good generalisation ability
on out of sample inference. However, there are always three criteria of model quality, namely
internal validity (i.e. fit to the data), external validity (out of sample generalization) and
structural validity ( conformance with general economic laws or valid concepts). So, as a
result, the inference stage always depends on previous stages but has a problem in itself. Due
to the various limitations that models have, it is always useful to think about which model
would better suit the final data – based on data structure, distributions, types and proportions
of variables (for example, numerical versus categorical). Due to inconsistency between
data – model there are a lot of possible mistakes and biases that may arise, including the
representativeness issues and temporal validity (stability of inferences over time). Olteanu
et al. (2019) provides a discussion about these and other types of biases in the data.

1.3.3 Where to get the data

When doing research with online data sources, researchers should try to control three things:
sampling problem, biases in data and finally uncertainty limits of the output results. In terms
of classical measurement problem this translates into accuracy and precision of measurement.

Let’s start with the sampling problem. In order to efficiently plan data gathering sources,
a researcher should be able to plan the sampling approach (or vice versa, given a sample,
estimate the magnitude of error). For example, if the plan is to produce statistics with 99%
confidence and 0.1% confidence interval, and if you have a sample of 32.59 million people,
you need to obtain a random sample of at least 1.5 million items1.

1https://www.surveysystem.com/sscalc.htm
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Biases in the data are harder to assess. If there is no ‘ground truth in the measurement’
it is not possible to establish a good bias estimation methodology. However, it is possible
to cross check bias, or see general tendencies with alternative data sources. If the data
is temporal it should be also possible to cross check biases comparing different dates of
measurement (variability/variation analysis/robustness checks).

Uncertainty limits are the hardest thing to assess. Due to the nature and uncertainties
of the data, and the added error margin of data pre-processing and modelling tools, the
final uncertainty would consist of the following: general uncertainty due to the mismatch
between the data and real world, uncertainty due to the source of the data, uncertainty added
due to a sampling stage, uncertainty added as per cleansing and pre-processing mechanism,
uncertainty added due to the modelling stage. As a result, the final accuracy is dependent on
the biases within the data source, while precision will depend on modelling tools of choice,
dynamics of the system and processing errors.

There is always a choice, whether to engage in a researcher’s own data gathering process
(to get a better designed mechanism) or use existing ones. Several concerns around using
third party data include lack of control over the data rights and not guaranteed access to the
same data in future, and low influence over the changing accuracy of the collection process.
The main concern over own data gathering is a time limit and deadlines connected with a
need for measurement results. The author proposes a simple plan to make a choice of the
data:

A) Are historical data required? (if yes there is little alternative to using existing data
sources

B) Is ownership control of the data required? (if yes then own collection is preferable)
C) Are there enough time and resources to collect own data?
D) Is an existing data source reliable enough or is it feasible to design better data gathering

with higher reliability?
In this subsection we highlighted differences between conventional survey data used by

researchers and online data sources which contain more diverse sources of error. We outline
general recommendations to be followed when working with online data sources. Finally,
we provide the general intuition we have used when choosing specific data sources over
conventional surveys or alternative sources of data. We next proceed with empirical research
based on online data sources while keeping in mind the risks and limitations outlined above.





Chapter 2

Digital opportunity: how Cloud
Computing affects company performance

2.1 Introduction

2.1.1 Context

Rapid changes in the information and technological environment have induced substantial
changes in the ways that the modern economy operates. Modern society appears to be going
through a fourth industrial revolution (Schwab, 2017), which involves digital, cloud and AI
technologies. However, new technologies also gave rise to the smarter machinery (with the
help of robotics and AI), speed of changes and burden of informational load. It became harder
to precisely track those organizational and structural changes in the economy and the impact
of the technology. This may have resulted in under accounting of new technologies and the
related growth. As Coyle (2017) notes, there is an ongoing replacement of traditional goods
and services (books, cinemas, educational institutions) by the digital ones (online books,
lectures, YouTube video services, online educational courses). This replacement might lead
to an underestimation of economic activity, because of shifts from traditionally measured
activities to unmeasured and zero-priced ones. This in turn may lead to a considerable
measurement gap in the productivity statistics.

2.1.2 The aim of the study

Our research concentrates on the influence of cloud technologies on the productivity of UK
enterprises. We study the relationship between cloud technology adoption and variations
in productivity at the micro level. We employ an innovative methodology to derive a cloud
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usage indicator from web-scraped online data. Further, we explore the significance of
cloud technologies for the company growth and development and also enrich our theoretical
discussion with empirical findings based on the web-scraped dataset, ordinary least squares
regressions and advanced propensity score matching exercises.

New technologies give an opportunity for firms to execute R&D and implement results
of experimentation at higher speed, scale, and at lower cost. The central belief is that
cloud computing is related to a boost in company productivity thanks to automation, greater
investment in intangible assets and through financial channels (Acemoglu and Restrepo,
2018; Bloom and Pierri, 2018; Ewens et al., 2018). The Cloud appears to help companies to
cut down R&D costs, leverage existing best practices in using ICT, achieve better use of time
thanks to automation of internal processes, and get deeper business insight from the existing
company data. Cloud technologies also made contributions towards the well-documented
rise of giant digital companies. Firms like Uber, Airbnb, Netflix and Dropbox would never
exist in their current form without the possibility to leverage cloud technologies that do not
require significant upfront investments and that give an opportunity to easily scale up firms’
businesses1. Research suggests that expenditures on cloud services have grown 4.5 times
faster than traditional ICT investments since 2009; by 2016, Cloud represented 37.2% of
overall ICT infrastructure investment (Forbes, 2017; IDC, 2017).

In its early phases, numerous research papers did not observe a significant impact of
traditional ICT technology on productivity (Brynjolfsson, 1993; Doms and Troske, 1997;
Morrison, 2000). The Solow paradox (Solow, 1987), suggested that despite the rapid
development of the ICT industry in the twentieth century, there was no evidence initially
of its positive impact on productivity growth. Brynjolfsson and Science (1992) suggested
that the impact of ICT and computing is highly heterogeneous and, therefore, might be
insignificant in aggregate. Later studies did show positive impacts of ICT at the aggregate
and industry levels (Jorgenson and Stiroh, 1995, 2000), but these were slow to emerge. As
cloud technologies are the next development step of previous ICT technologies, this poses the
question of whether modern cloud technologies have a positive and economically significant
impact on the productivity of enterprises. This effect is likely to be heterogeneous across
industries and firms. There is insufficient evidence to date about the productivity impact of
the Cloud, despite several early studies dedicated to the topic (Feuerlicht and Govardhan,
2010; Jin and McElheran, 2018; Vithayathil, 2018)

This paper employs data on cloud usage statistics in the UK gathered from 2012 until 2020,
generated by the author from online sources as explained below. These data provide empirical
evidence for the positive impact of cloud computing technologies on the productivity of

1https://datafloq.com/read/5-things-that-wouldnt-exist-without-the-cloud/1416
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firms. The study suggests that the productivity benefit of the usage of cloud technologies is
increasing throughout time and is more prominent for small UK companies, consistent with
the literature on the nature of cloud computing technologies (Jin and McElheran, 2018). This
contrasts with trends in traditional ICT infrastructure usage as mostly large companies could
afford to invest in these due to high upfront costs (Bugamelli, Pagano 2004).

2.1.3 Data and methodology

In order to answer the main question about the influence of cloud technologies on the
productivity of UK enterprises, a register of companies that had website addresses was
used. We collected financial indicators of companies‘ performance, such as income and
profit indicators, financial ratios, number of employees, statistics about foreign and own
investments. Financial statistics were used in order to assess the productivity performance of
the enterprises.

The second part of the data-gathering process entailed a combination of these financial
statistics with cloud usage statistics. This part of the data-gathering process required web
scraping techniques usage and Internet infrastructure analysis. Using metadata that companies
leave in their Internet records, it was possible to determine whether a given company uses
cloud-related technologies. In order to build cloud usage indicators, the author used a history
of Domain Name Service (DNS, see the Section 2.4.1)2. We started with all companies listed
in the Financial Analysis Made Easy (FAME) dataset from 2008 till 2020. We classified web
hosting providers as cloud and non-cloud ones. In such a way, we built the indicator of cloud
usage by assigning the value one to companies that employ cloud-related vendors for their
website hosting, and zero otherwise. We performed a statistical analysis of the data gathered,
using regression and propensity score matching models in order to relate the usage of the
cloud to the differences between companies. Both models show consistent and positive,
economically and statistically significant impacts of cloud technologies on the productivity
of firms.

In Section 2 we proceed with an overview of cloud computing, its history and current
trends. Section 3 proceeds with a review of the literature on the topic of ICT, cloud computing,
their impact on economic activity and the productivity of enterprises. We present our approach
to gathering the cloud computing adoption statistics in Section 4. In section 5 we present
our main regression results using various methodologies. We conclude the paper with a
discussion of the importance of cloud computing technology in the further development of
the digital economy and discuss further issues that might be addressed.

2Access to historical DNS records are generously provided by SecurityTrails. We are grateful to them for
allowing us access to these data
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2.2 Cloud computing

2.2.1 Cloud history

Cloud, according to the US National Institute of Standards and Technology, is a service, that
"enables on-demand network access to a shared pool of configurable computing resources
(e.g. networks, servers, storage, applications, and services) that can be rapidly provisioned
and released with minimal management effort or service provider interaction". According
to Ker (2021), the main distinctive characteristics of the cloud are on-demand self-service
(resources can be accessed by anyone who wants to use computing power for some period
of time); network access (resources are accessed through the remote internet connection);
resource pooling (same physical computing resources can be used by several consumers
through the technology called virtualization); rapid elasticity (amount of resources can be
rapidly and automatically increased as per consumer demand); and measured service (usage
can be monitored, reported and controlled).

Cloud services are considered to be part of the next wave of technological changes arising
from ICT innovations during the last century. The Cloud emerged in the early 2010s, after
the boom of the World Wide Web. The whole history of preceding technologies that resulted
in the cloud computing ecosystem is illustrated in Figure 2.1.

Figure 2.1: History of the cloud computing (source: own compilation based on Trivedi
(2013)

The usage of cloud computing resources is similar in some ways to the standard leasing
procedure; however, the crucial difference is in the “sharing” part of cloud services. Several
users can utilize the same computing resources, simultaneously or sequentially. Thus, a much



2.2 Cloud computing 19

higher utilization rate of resources can be achieved 3. The same “social” and cost-saving
characteristics relate not only to cloud computing, but to cloud storage, management, and all
other services provided by cloud vendors.

The idea of a shared pool of resources is not new. As we can see from Figure 1, in
the early 1970s, there were mainframe computers that were also used by several operators.
However, with the emergence of local area networks in 1980 and the internet ecosystem in the
1990s, the concept of computing power aggregation and further sharing of resources became
publicly available to the mass of consumers. Thus, the simple form of "ICT-outsourcing" has
been known for decades (Dibbern et al, 2004).

After the rise of Amazon Web Services (AWS) in 2006 and substantial upgrades of cloud
computing services in 2008, the market experienced a new way of accessing complex ICT
solutions and services without facing high upfront costs (Bryne and Corrado, 2016). "Mix
and match" solutions (McKenrick, 2011) helped cloud users to efficiently leverage "best
practice" technologies on the market. This, in turn, enabled efficient learning channels for
companies.

Cloud computing is considered as one of the latest developments in the ICT infrastructure.
Subsequent progressions in cloud computing paradigms encompass edge computing, which
signifies a retrogressive transition of computational capabilities closer to the data source
(e.g. Internet of Things). Cloud computing has catalyzed a rapid advancement in the domain
of artificial intelligence. Current work focuses on cloud computing as one of the latest
and most developed technologies as of today. Cloud computing is identified as a General
Purpose Technology (GPT), drawing parallels with historical innovations such as the steam
engine, as mentioned by Etro (2009). This categorization is attributed to its three important
characteristics: its broad applicability across diverse domains, continuous improvement of
the technology, and its capability to stimulate complementary technological advancements,
as explained by (Bresnahan and Trajtenberg, 1995).

There are different deployment models of cloud computing, that companies might follow:

1. Private cloud

2. Community cloud

3. Public cloud

4. Hybrid cloud

Private cloud stands for a bespoke infrastructure owned by a single business and offers more
controlled access to the IT environment for the business. Community cloud is a shared

3https://aws.amazon.com/blogs/aws/cloud-computing-server-utilization-the-environment/
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infrastructure among several business owners. Public cloud is generally owned by outsourced
cloud vendors and gives access to many businesses using pay-per-use models. It could be an
ideal choice for SMEs with a limited budget and desire for quick and easy deployment of
their IT resources. There is also a fourth type, hybrid cloud, which combines the benefits of
the previous ones. It presents more specialized IT solutions that meet specific business needs.

Companies that provide cloud computing services (cloud vendors) operate various busi-
ness models:infrastructure-as-a-service (IaaS), platform-as-a-service (PaaS) and cloud ap-
plication service (software-as-a-service, SaaS). IaaS providers offer an instant computing
infrastructure, that is managed over the internet. The main IaaS services include servers to
rent (virtual machines, VMs), cloud storage and databases, and security solutions for net-
working. PaaS providers also offer additional middleware, development tools, and business
intelligence services in addition to IaaS tools. SaaS providers sell access or subscription
for cloud-based products and solutions, for example, cloud CRM systems, Microsoft Office
online (Office 365). In comparison to IaaS and PaaS providers, who sell cloud tools, software-
as-a-service providers offer a complete solution and manage resources in the background,
usually not involving any customer efforts. It is worth noting that the current study is focused
mainly on the impact of the IaaS and PaaS providers, due to the fact that usage of IaaS or
PaaS solutions almost certainly is reflected in firms’ digital footprint.

Although cloud computing services emerged just a decade ago, their rate of progress
cannot be overstated. One of the key benefits of the cloud is an opportunity to pool computing
resources across a wide group of enterprises, in order to achieve "shared" economies of scale
as Jin and McElheran (2018) suggest. This enables smaller enterprises to compete with larger
ones that historically were able to operate at a scale and had an advantage in spreading fixed
costs of ICT across their outputs (Tambe and Hitt 2012, McElheran 2015).

2.2.2 Current state of the cloud market

The rapid development of the Internet has opened new opportunities for cloud technologies,
business decision-makers and governments. In 2021 there were approximately 6 billion
Internet users in the world and, according to ONS, in 2018 the UK was ranked third out of
all EU countries by the number of internet users, with an adoption rate of 95% 4.

In general, British private companies have a positive attitude to the cloud transition 5.
Public organizations also support cloud adoption at different levels, but their utilization rates

4Office for National Statistics, https://www.ons.gov.uk/businessindustryandtrade/itandinternetindustry /bul-
letins/internetusers/2019

5https://www.bain.com/insights/the-secret-to-more-cloud-adoption-in-europe-more-supply/
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remain much lower6. According to a survey conducted by CIF, in 2018 nine out of ten UK
companies have used at least one cloud service in their IT departments, but many are very
basic applications (Office365, Dropbox, WordPress, etc.). The same survey shows that 75%
of cloud users utilize two or more services, while 40% utilize more than three. This indicates
that there is room for improvement in terms of cloud usage, as the cloud consists of hundreds
of useful services targeted to a wide circle of customers.

Eurostat estimates that only 41.9% of UK businesses adopted cloud technologies in 2018,
i.e. those who use cloud services extensively. We might observe an upward trend in cloud
adoption, e.g. the historical rate was 36% in 2016. There are a number of countries in
Western Europe that outperform the UK7, for example, Sweden, Denmark, Norway8. The
increase in the consumption of cloud services affects the amount of the budget allocated to
the local ICT infrastructure. Cloud infrastructure already accounts for a large share of the IT
budget (19%) and is expected to widen the gap between cloud and traditional on-premises
infrastructure in the coming years.

UK companies recognize agility, flexibility and scalability as major benefits of cloud
utilization. The location of data centres is another important factor for businesses. Clients
pay attention to data protection and compliance with data governance restrictions. It is
worth noting that physical proximity lowers the latency rates (or increases the time to get
the data over the internet). According to Coyle et al. (2018), Microsoft, Amazon, IBM,
Google, Salesforce and Rackspace are the main UK cloud providers. Also, we can highlight
Alibaba, Oracle and SAP, which are present both on the global market and in the UK.
The main services that cloud vendors provide are data storage, computer processing and
communication in and out of the data centres. The start of the cloud expansion in the UK
is related to the first Amazon cloud data centre in Dublin in 2007. Subsequently, there was
a significant growth in the number of cloud centres (with Microsoft Azure, Google Cloud,
IBM and Salesforce appearance in 2014-2017). The growing number of cloud providers in
the UK resulted in significant growth of cloud usage among private sector firms, due to the
exploitation of hidden demand and considerable marketing efforts.

In summary, starting from the early 2010s, cloud computing started to win broad markets
and customers. After several price declines and the introduction of more cloud data centres
in the UK, it started to be extensively used by businesses. The vast amount of services
that are being built on top of basic cloud resources, enhance the variety of cloud usage and
make solutions affordable for businesses. Today the cloud can be deemed as a general-

6Tech UK “Cloud 2020 and beyond. Unlocking the power of the cloud”. July 2019
7https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Cloud_computing_-_

statistics_on_the_use_by_enterprises
8ICT Access and Usage by Businesses Database, December 2018 http://oe.cd/bus

https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Cloud_computing_-_statistics_on_the_use_by_enterprises
https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Cloud_computing_-_statistics_on_the_use_by_enterprises
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purpose technology, whose value grows with the number of users that employ the technology,
experiment with it and implement new solutions on top of it. Cloud allows users to save cost
and development time and avoid irreversible expenses. Cloud providers compete to give the
best price and quality for their services.
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2.3 Literature review

Cloud computing technologies have many similar characteristics to their traditional ICT
predecessors. Both modern and traditional technologies impact firms’ structure and lead
to coordination and communication costs. Both technologies are associated with price
reductions and changes in the quality of outputs. Monopolization of the market and increase
of producers’ market power due to lock-in effects can be viewed as an important concern for
policymakers.

However, there is a lot of evidence about the growing heterogeneity of new technology
impacts on the economy. Due to the complicated nature of these technologies, various impact
channels appear to divide the market into digital "winners and losers". Moreover, there is
evidence that ICT-intensive sectors benefit the most from ICT technologies. This means that
ICT technologies will drive the polarization more, creating a broader gap between highly
productive, successful companies and low-productive unsuccessful ones. This digital divide
is already visible in the UK economy, and the difference is predicted to grow. This is another
concern for the country and its policymakers. One aspect of both traditional and modern
ICT-based technologies is the knowledge economy transition, whereby knowledge becomes
the most valuable part of the modern economy.

The two most distinguishing differences between modern and traditional ICT effects
highlight the importance of our study. Firstly, in contrast with conventional technology, which
leads to the intensification of ICT capital and ICT capital deepening, cloud technologies
require less traditional ICT capital expenditures by creating a "shared ICT" environment,
where several firms can share the same hardware resources. Cloud computing thus creates a
less capital-intensive but more skill-intensive production environment, as the new technology
requires highly skilled specialists whose value grows. Secondly, the traditional ICT effect
was positively correlated with the size of the company. Large companies had a bigger effect
on the utilization of ICT technologies and had a higher propensity to use ICT in their work
environment. The cloud computing effect appears to be reversed. There is evidence that
cloud expenditures increase survival rates for small companies, and decrease survival for
large ones (Jin and McElheran, 2018).

2.3.1 Impact of traditional ICT on productivity

A great deal of research was devoted to understanding the impact of the first wave of ICT
on the economy, mostly during the mid-1990s to early 2000s periods. The main conclusion
was that the impact of ICT investments was seen long after the initial investments had been
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made. However, significant benefits from ICT did emerge, mostly arising in the decade from
1995-2005.

In the first half of the 1990s, the initial impact of ICT technologies was shown to be
insignificant. There is a famous quote regarding the lack of visible benefits, ’you can see the
computer age everywhere but in the productivity statistics’ (Solow, 1987). Despite the fact
that expenditures on ICT were growing, there was no visible productivity increase associated
with those investments. Only during the second half of the 1990s did economists present
contrary findings. Brynjolfsson and Hitt (1996) and Lichtenberg (1995) found a significant
positive connection between ICT investments and productivity, while Greenan and Mairesse
(1996) suggested increases in output, and productivity increases in government activities at
the process level were found by Mukhopadhyay et al. (1997). Jorgenson and Stiroh (1995),
Oliner and Sichel (1994) and Stiroh and Jorgenson (1999) suggested that technical progress
in computing facilities positively contributed to the real output growth in the US. Lichtenberg
and Lehr (1996) and Dewan and Kraemer (2000) found positive effects at the country level
as well. The initial productivity paradox was considered to be resolved (Dedrick et al.,
2003), as positive impacts of ICT were found in firm level studies and later in aggregate ones
(Jorgenson and Stiroh, 2000; Oliner and Sichel, 2000; Timmer et al., 2018). Two possible
issues that influenced the research on ICT productivity are the significant delay between
investment and results of ICT as well as the data granularity issues (Brynjolfsson and Hitt,
1996). Presumably, it takes a long journey for any technology: starting with productivity
increases at the process level, then expanding it’s effect on the firm level and finally - industry
and country level.

A major lesson learned from the research was that ICT investments may cause structural
changes inside the enterprise, driving additional organizational changes and complementary
intangible investments inside the firm. A large literature indicates that ICT leads to greater
cost savings in business coordination. Brynjolfsson et al. (1994) found that ICT reduces
the level of vertical integration for the company by reducing transaction and coordination
costs. Thus, companies can shift from hierarchies to flat organizational structures and better
coordinate business activity. DeStefano et al. (2018), Hitt (1999), Gurbaxani and Whang
(1991) and Clemons and Row (1992) also found that an increase in information technology
capital is related to the decline in average firm size and reduction in vertical integration.

Bresnahan et al. (2002) found that ICT investments lead to higher decentralization
processes among enterprises as new technologies allow for better work distribution. A
"computer-mediated transactions" concept was extensively discussed by Varian et al. (2004).
They facilitate the collection of additional information about customers and their behavioural
patterns, allowing more advanced price discrimination strategies. Computer transactions also
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increase visibility, and decrease costs for information retrieval and time to make decisions,
facilitating operation efficiency, and fraud detection. This leads to more flexible and cost-
effective business models.

While allowing for unprecedented transaction costs savings across the value chains,
ICT goods are known to have become less expensive and thus more affordable by business
through time. Decreasing prices of ICT goods have led to substantial factor substitution for
other production inputs (Chwelos et al., 2010; Dewan and Min, 1997; Lin and Shao, 2006;
Stiroh, 2002; Timmer et al., 2018). The long-term ICT impact in many of these studies was
initially related mainly to an input efficiency enhancing mechanism. Less was known about
the total factor productivity effect.

However, it was shown later that the effects of ICT extend beyond input usage (Bosworth
and Triplett, 2007). At the firm level, there are positive impacts on total factor productivity
due to network externalities and ICT-driven innovations such as new business processes and
more efficient supply chains. (Chou and Shao (2014); Kim and Narasimhan (2002); Kim
et al. (2011); Brynjolfsson and Hitt (2000a), Brynjolfsson and Hitt (2003)). As a result, ICT
exerts a positive improvement in production processes through the ICT capital deepening
(Oliner and Sichel (2000); Jorgenson et al. (2008), Stiroh (2002)), and input substitution
processes (Chou et al., 2014). Timmer et al. (2018) discuss productivity growth across EU
countries, accompanied by higher labour productivity (especially visible in ICT-intensive
industries), higher ICT capital shares and lower labour shares across major industries, as
well as steadily growing demand for skilled workers.

Several micro (Cardona et al. (2013), Syverson (2011)) and macro studies (Niebel
(2018), Fernald (2015), Timmer et al. (2011), Van Ark et al. (2008)) looked into the changes
introduced by the implementation of innovative processes. It was found that emerging
technologies are an important driver of growth for young firms (Criscuolo et al. (2014),
Calvino et al. (2016)). Additionally, technologies change how firms compete and organize
(Brynjolfsson and McAfee (2014), Agrawal et al. (2019), Jin and McElheran (2018), Goldfarb
et al. (2022), Iansiti and Lakhani (2020)).

The study by Brynjolfsson et al. (2021) explored how intangible investments influence
productivity measurements, revealing a J-curve pattern: understating the impact of intangibles
before they really begin to impact the company performance and observing the impact after
some time. The next section elaborates on the important ways in which intangible capital
supports and strengthens tangible investments.
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2.3.2 Impact of traditional ICT: intangibles

Haskel and Westlake (2017) described intangible capital as scalable (non-rivalry and low
marginal cost create economies of scale), sunk costs are often involved (as intangibles
are often linked to creators of the capital and cannot be easily saved and transferred),
intangibles create spillovers (because intangibles are non-rival and non-excludable), and
finally it has strong synergies with ICT capital and acts as a complementary investment with
large associated adjustment costs that can lead to long diffusion lags.

As the ICT impact extends far beyond invested resources, we next consider the impact
of technologies on intangibles of the company. Jorgenson et al. (2006) noticed that firms
using ICT in a creative and innovative way dominated in productivity growth in the US.
Effects were even greater when investments are aimed not at cost reduction but at economic
growth (Mithas et al., 2012). This makes ICT a creative instrument that can be used for
creative development and innovation, not just as another instrument for cost reduction and
automation.

In addition, as mentioned above, ICT effects are likely to be observed after a considerable
amount of time spent on adjustment of processes, involving a learning curve (Mithas et al.,
2012). This fact is supported by evidence by Brynjolfsson and Yang (1997) who found that, on
average, for 1$ of direct ICT investment there is 9$ of additional intangible investments that
are needed in order for ICT investments to be effective. Brynjolfsson et al. (2021) have studied
the impact of intangible investments on the productivity measurements, noting that it follows
a J-shaped curve. Initially, capital investments are not seen in productivity estimates due to
heavy investment in intangibles. However, when intangible investments start contributing
to the firm output, productivity estimates appear to be overheated due to underaccounting
of the intangibles output to the production. In the long run, productivity estimates could be
mismatched with the actual productivity, depending on the allocation over time and the rates
of investment in intangible and observable capital, potentially leading to underestimation
of the impact of intangible technologies and overestimation of the productivity based on
observable capital. Authors argue that every GPT technology follows this productivity route.

Lee et al. (2005) also noted that there is some minimal level of ICT capital stock needed
and some minimum level of accumulated ICT expertise in order for an ICT impact to be
evident. As noted by Nicholas Garr (2003)9, it is not enough to just "invest" in ICT, but it takes
considerable time and effort to make those investments work. As everyone invests in ICT,
investment alone does not give a competitive advantage to firms, but additional expenditures
and innovation in work processes and integration divide companies into "winners and losers".

9https://hbr.org/2003/05/it-doesnt-matter
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Bresnahan et al. (2002) also suggested a strong relationship between the level of ICT
investments and investments in human capital. A significant amount of work suggests that
investments in technology equipment, demand for skilled workers and "knowledge capital"
are strongly connected (Autor and Krueger, 1998; Berman et al., 1994; Berndt et al., 1992).
Krueger (1993) argued that ICT is a skill-based technology and its value strongly depends on
skill levels available to the firm or country.

Chou et al. (2014) noted a platform aspect of ICT that enhances the technological level
of processes. According to Miozzo et al. (2006), a platform technology is characterized by
rapidly falling costs, plentiful supply, and numerous applications to products and processes.
Also. ICT complements innovations and generates new synergies (Varian et al., 2004).

The role of ICT as a "general purpose technology" that facilitates new innovations was
widely recognized in the literature (Bresnahan and Trajtenberg, 1995; Helpman, 1998; Varian
et al., 2004). General purpose technologies (like electricity or steam in previous eras) are
used to build and create new inventions that use these technologies as a basis. The GPT
technology is combined with other technologies, with a specific unique combination that
creates a new value. Once a new technology becomes available, it can be used as input into
new technological inventions.

Thus, the modern ICT economy should be viewed as a network economy with many
network externalities, including a greater propensity for new innovations and new opportu-
nities, emergence of new businesses etc. Such network effects benefit both purchasers and
stakeholders of the technology (Chou et al., 2014). Communication systems and software
are good examples of ICT externalities that have immense network effects (Brynjolfsson and
Hitt, 1996; Shy and Oz, 2001).

In summary, ICT requires investment in complementary, often intangible, investments.
Brynjolfsson and Yang (1997) found that the market value of big, established firms increases
10 times more than direct information technology investments. This finding serves as an illus-
tration that direct ICT investments are usually complemented by investments into additional
software, skills and specialists, new business processes and additional organizational trans-
formations. Complementary investments are required to create an important environment
where invested technologies may work and bring utility to the firm. Otherwise, the positive
potential impact of new technologies and practices may be restrained by organizational
immaturity, lack of skills and specialists to deal with the technology, and restrictions of the
legacy software etc.
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2.3.3 A new technology: Cloud computing impact

In 2006, George Gilder forecasted10 that huge computing companies would emerge, benefit-
ing from the cost savings of centralized computing. He believed that in the past, companies
that excelled in chip technology led the market. However, in the new era, companies that
efficiently manage data centers, considering factors like processing power and electricity,
would dominate. These companies would use the internet to offer not just search functions
but also many applications that used to be on personal computers.

Just as centralizing electricity generation brings cost benefits, centralizing IT offers
similar advantages. By consolidating IT, organizations can achieve better resource use, scale
benefits, and shared cost savings. This is similar to the cost difference between a company
having its own small electricity generator and using a large centralized one from a utility firm.
Today, instead of managing IT on their own servers, organizations can buy these services
from cloud providers. This often costs less and offers better features than their own systems.
Essentially, they can get superior IT services over the Internet from specialized companies at
a cost lower than maintaining their own systems.

Recent research highlights some changes in the way cloud computing impacts productivity
in comparison to traditional ICT. DeStefano et al. (2018) showed that government incentives
to invest in traditional ICT restrict companies from experiments and hinder development,
resulting in lower cloud adoption rates. Similarly, Jin and McElheran (2018) empirically
confirmed that usage of traditional ICT capital is associated with a greater likelihood of
failure for young firms but they argue that this effect is the opposite for modern ICT services,
such as cloud. This evidence suggests there are structural changes in the way modern ICT
technologies impact the economy and individual firms. New ICT technologies provide "ready
to use" solutions, that have better speed, scalability and modularity of ICT services, compared
to traditional ICT. Another considerable difference is an observed ICT capital decrease in
firms (Coyle et al., 2018), as opposed to ICT capital deepening in the previous ICT era,
related to the growing use of cloud services that are classified as current expenditures of
these companies.

However, because of the tight connection of the previous computer era (3rd industrial
revolution) to the cloud and AI era (4th industrial revolution), the main paths of impact and
causalities remain the same. AI and Cloud technologies as the major part of ICT innovation
nowadays have all common characteristics with any technology in the IT sphere. There are
several aspects that are present in any IT technology and in the cloud as well: the ability to
drive complementary organizational changes and increase productivity by reducing costs and
enabling firms to increase output quality in the form of new products or through intangibles.

10https://www.wired.com/2006/10/cloudware/
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According to OECD, cloud computing could become a utility, on a par with traditional
utilities such as electricity. As per Peña-López et al. (2014), an important benefit for every
company lies in reduction of ICT costs: on one side due to a reduction in capacity as most
companies have underutilised, excess capacity accounts for peak periods of usage; on the
other side, cost efficiency is achieved through better data centres run by providers (economies
of scale).

Cloud computing influences the productivity of the company through three main channels.
The automation channel reduces labour and transaction costs due to decreases in manual work
through process automation. The intangibles channel increases the efficiency of the work, and
the quality and diversity of the end product due to increased knowledge and expertise. The
financial channel includes the reduction in the financial risks connected with minimization
of upfront investments needed for cloud technologies, fine-grained control over expenses
because of smart metering and pay-as-you-go payment schemes, greater security control,
as well as economies of scale. As a result of these influences, there is a substitution effect
from traditional IT capital to external IT services such as cloud services (Jin and McElheran,
2018).

Acemoglu and Restrepo (2018) characterizes automation as the general increase of the
task amount, that can be fully or partially automated, which means lower, or no human
labour involved in the process. The Cloud and related technologies (Artificial Intelligence,
Internet of Things) enable automated information retrieval and processing, which speeds up
business decisions, reduces uncertainty and complexity for decision makers (Wang et al.,
2014). As Levy (2000) suggested, computers are most likely to replace workers that perform
mostly rule-based decisions while helping people who perform non procedural cognitive
tasks to be more productive. Examples of job automation and job augmentation are medicine
(Wang et al., 2011), physics (Sevior et al., 2010), autonomous vehicles (Yadan, 2019) and
conversational AI (Mead, 2017).

Another important observation is related to how firms bundle new technologies (Cho
et al. (2022) and DeStefano et al. (2020)). For example, firms that use Artificial intelligence
technologies (Kinkel et al. (2022), Goldfarb et al. (2019), Zolas et al. (2020)) do often
require big data processing capacities to collect and store large datasets that are used for
the model training. These datasets are often generated with the help of IoT (Sestino et al.,
2020) and other big data technologies (Shapira and Youtie (2017), Urbinati et al. (2019),
Andres et al. (2019), Sestino et al. (2020)), scraping, etc. Cloud platforms are often utilised
to rent storage and processing capacities (Iansiti and Lakhani (2020), DeStefano et al. (2019),
OECD (2019)). (Cho et al., 2022) provides evidence that the most productive firms bundle
new digital technologies rather than use them in isolation.
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The intangible channel of the cloud computing impact is mostly visible through democra-
tized computing changes. This contrasts with ‘privileged computing’ i.e. computing available
only for a limited group of companies, which was how ICT was perceived in the past (Bloom
and Pierri, 2018). Thanks to the democratised nature of cloud computing, it facilitates easier
information sharing in terms of communication (Bloom and Pierri, 2018; OECD, 2015) and
knowledge sharing (Mohamed and Pillutla, 2014).

It is also important to mention, that because of the simplicity of the knowledge and
experience acquisition, the intangible impact of the cloud is even more beneficial to young
and small firms enabling more dynamic development of the economy (DeStefano et al.,
2018). In comparison, large firms leverage geographical dispersion opportunities and the
ability to adaptively scale their business (Bloom and Pierri, 2018; OECD, 2015). Jin and
McElheran (2018) suggest that cloud and related services provide the means for young firms
to achieve better performance before they will learn about their needs and achieve a scale of
their own.

The financial side of the cloud computing impact is one of the main arguments for decision
makers who consider using the Cloud. By allowing them to avoid the irreversible costs of
acquiring expensive hardware, and by “renting” it from cloud vendors, cloud adoption gives
companies a flexibility and freedom of experimentation, in the face of business uncertainty,
so it reduces financial risks, Decker et al. (2014). Due to pay-as-you-go schemes of payment,
it is possible to change expenses frequently, and efficiently scale up and scale down usage of
hardware resources.

The cloud gives businesses fast access to powerful computing resources and the ability
to change the usage of resources according to changes in their demand (Jin and McElheran,
2018). This ‘demand non-rigidity’ has direct economic impacts on businesses, allowing them
greater ability to adjust to changing market circumstances (DeStefano et al., 2018). The
lower need for capital and equipment investments can provide an opportunity to invest more
in R&D and marketing (Columbus, 2013; OECD, 2015), thus facilitating faster development
of the firm. As financial barriers are lower due to the cloud technologies, investors could
change their investing behaviour by providing smaller amounts to more firms, thus, acquiring
more diversified portfolios (Ewens et al., 2018).

Jin and McElheran (2018) argue that the financial impact is mostly related to comple-
mentary investments under uncertainty. Uncertainty regarding investment opportunities
constitutes a big part of the picture about cloud computing benefits, especially when exec-
utives lack information about their profit opportunities (Jovanovic, 1982). This relates to
earlier literature, e.g., Dixit and Pindyck (2012) that argued that firms tend to underinvest in
the face of uncertainty, in order to be flexible (see also Jovanovic, 1982). With cloud services,
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firms can benefit by generating real options from their low-cost experiments (Kerr et al.,
2014; Thomke, 2003). Firms can experiment with their processes, customers and partners
thanks to cloud technologies (Palmer, 2012).

Guiso and Parigi (1999) and Bloom et al. (2007) also provide evidence on investment
delays that accompany uncertainty. Given that new firms face the highest business uncertainty
(Knight, 1921), the cloud provides disproportionately higher benefits for young companies,
by providing a flexible way to control expenses, avoid irreversible investments and learn
how to become more efficient (Palmer, 2012). Jin and McElheran (2018) predict that firms
most influenced by cloud sectors are those where ICT knowledge is of a particular value,
learning is difficult and the risk of survival is higher (leaving less space for mistakes when
competition is high and profit margin is low).

Although Ewens et al. (2018) argue that this flexibility is most beneficial in ICT-intensive
services, there is an increasing demand for cloud-related services more broadly, including
data collection, storage, analysis and communication (Columbus, 2013). Kerr et al. (2014)
describes how manufacturers that create their own ICT products, still can benefit from
the cloud technologies by experimenting with types of ICT technologies and available
standard solutions before building their own customized ones. Moreover, certain parts of
the industry heavily rely on computer-aided design (CAD), which became more accessible
thanks to software-as-a-service (SaaS) solutions. Additionally, cloud solutions offer a great
instrument for the standardization of products and interconnections between vendors and
partners. The consumer electronics market also became dependent on cloud solutions, as its
ability to quickly rent or scale ICT infrastructure is highly valued for business growth and
experimentation (Jin and McElheran, 2018).

In general, cloud allows for greater flexibility, as cloud gives more financial freedom
to the company (Jin and McElheran, 2018). As a result, there are lower entry barriers and
a greater competition on markets (Etro, 2009; OECD, 2015). Cloud also devotes to ICT
resiliency by making businesses more fault tolerant and be able to recover from losses of
information which immediately translate to business continuity and costs. Businesses are
less subject to financial losses in case of power outages, problems with infrastructure, etc.
(Colman-Meixner et al., 2016). Additionally, McBride (2021) suggests that as a security
environment, cloud providers are able to aggregate and analyse security information from
various sources, making them more aware of any potential threats or cybersecurity trends
than were standalone companies. Secondly, the ability to scale up the computing capacity as
per user need allows to save costs on idle unused computing power. Moreover, cloud saves
centralised IT department costs on procurement, personnel and opportunity costs. Milberg
(2021) argues for high benefits of cloud adoption, such as better agility and responsiveness
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to cyber security risks, better service and management, and more agile development of
infrastructure. This is due to the fact that the entire IT cloud provider solely dedicates
its time to maintaining cloud environment, solving physical infrastructure, patching, and
security issues. Internal support teams would be still lagging to provide the same speed of
development and security given slow growth and limited budgets for IT departments. Also,
economies of scale achieved by large cloud organisations provide unprecedented benefits
over less productive in-house environments.

2.3.4 Cloud and the fourth productivity puzzle

The first productivity puzzle related to ICT era was raised by (Solow, 1987). Despite growing
expenditures on ICT, no visible and economically significant productivity increase was found
almost 50 years after the dawn of electronic computing in the 1950s (Byrne, 2022). However,
this productivity paradox was considered to be resolved (Dedrick et al., 2003) when in the
late 90s economists captured the desired productivity impact associated with ICT investments.
After the dot com boom in 2000s, and rapidly decreasing prices for personal computers the
UK economy has seen rapid productivity growth and widespread computerisation across
businesses.

After Robert Solow, a productivity concern was raised again from 2005 when the new
productivity slowdown happened. Starting from 2008 UK economists started to observe the
slowdown in the productivity growth statistics again. We can see on the graph that there is
long-term evidence of the slowdown (figure 2.2). We try to briefly cover the main sources of
explanations for the recent productivity slowdown and highlight the role that the new wave
of ICT developments can play in the global productivity decline.
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Figure 2.2: Slow down in the output per hour worked (source: own compilation)

Grabska et al. (2017) and Goldin et al. (2020) pointed out that productivity growth
can be seen as a phase shift towards the "new normal" level of productivity accompanied
by transitory periods of high productivity growth. Gordon (2012) believed that digital
technologies are less transformative than previous waves of technological change. Baily and
Montalbano (2016), Cette et al. (2016), Murray et al. (2017) and Baily et al. (2020) showed
that industries that account for most of the productivity slowdown, were the same industries
that experienced strong productivity growth before 2004. These include manufacturing,
wholesale, retail trade, services and agriculture. Goldin et al. (2020) however noted that
while part of the explanation could reside in the fact that all 5 largest advanced frontier world
economies are progressing at "normal" rate after a period of high growth, the rates are still
very low even in historical context. Byrne and Corrado (2017) argue that even with the
growth of the ICT sector, its contribution to aggregate figures remains limited because of the
sector’s overall size.

Past research explained previous slowdowns by changing industry mix towards industries
with lower productivity levels (Nordhaus et al., 1972), one-off productivity effects of the
technology that industries absorb during some time (Baily et al., 1981), adaptation of capital
to rising energy costs that negatively impacted productivity (Bruno, 1982), mismeasurement
reasons (Sichel, 1997), and lags between technology adoption and its impact due to com-
plementary investments and adjustment costs (Brynjolfsson, 1993; Brynjolfsson and Hitt,
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2000b; David, 1990). Many of the theories seemed to be applicable to the recent productivity
slowdown. For example, Byrne et al. (2016) and Syverson (2017) acknowledged the role of
mismeasurement, Gordon (2016) and Gordon and Sayed (2019) mentioned one-off effects of
many productivity enhancing factors,Brynjolfsson et al. (2021) pointed to lags in productivity
effects of technologies. Bartelsman and Doms (2000) provided reviews of the literature on
growing market power concentration as a result of new technologies development, changing
markups and profits, causing resources misallocation and change in firm level dynamics.

According to one of the standard sources of growth decomposition approaches (Stehrer
et al., 2019), labour productivity growth can be separated into increase in inputs (labour
quality and capital per worker) and residual, corresponding to the efficiency of production -
total factor productivity (TFP).Goldin et al. (2020) conducted a careful examination of various
hypotheses explaining the productivity slowdown, carefully enumerating most prevalent
hypotheses that could change TFP growth or change labour productivity growth. The main
criteria used to rank hypotheses were the quantitative significance of the explanation, proven
causality and wide geographical scope making the effect common and applicable across
countries.

Goldin et al. (2020) confirmed that most of the productivity slowdown is caused by lower
total factor productivity and lower rates of capital deepening. Investments experienced a
major slowdown after the crisis of 2008. One of the explanations of the investment decline
could be credit frictions. Besley et al. (2020) estimated that credit frictions contributed to
almost 4.7% fall in UK labour productivity between 2008 and 2009. According to Askenazy
et al. (2016), depressed aggregate demand could cause slower investment growth. Lower
investments into intangible capital had also significantly contributed to lowering the TFP
growth. Redmond et al. (2016) found that stricter credit conditions led to the decline of R&D
investments. Financing intangibles is more costly than traditional capital, thus Caballero
et al. (2017) suggests that intangible investments are disproportionately affected during the
crisis. Moreover, Goodridge et al. (2018) suggested that part of the TFP growth slowdown is
a result of slower R&D investments in the 90s and 2000s.

The financial crisis also resulted in declining business dynamism which offsets the
positive impact of technologies. There were also likely impacts on capital growth and
interruptions in investment, and on human capital and labour inputs. These affect firms’
potential to innovate, create less efficient access to finance and induce firms to cut down on
R&D. Reinhart and Rogoff (2014) estimated that it takes about 7 years for real GDP per
person to return to its pre-crisis level. Oulton and Sebastiá-Barriel (2017) estimate a long-run
labour productivity decline of 1 percent per year of crisis.
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Goldin et al. (2020) also estimate that around 15% of the productivity slowdown could
be related to the slowdown in international trade, as arguably the decline can signal the end
of adjustment to the gains of global value chain integration on labour productivity. The role
of mismeasurement was found to be significant, however, it explains only around 13% of the
slowdown dynamics. In comparison, the change in the composition of the labour force was
found to have a small contribution to the slowdown.

Overall, the main possible reasons for the recent productivity slowdown are lower Total
Factor productivity growth, slowdown in capital deepening, decline in contribution of capital
per worker, lower spillover effects from intangible investments, decline in growth of allocative
efficiency and a slowdown in trade, and structural changes (reallocation of investments
towards intangibles, lower competition, off-shoring physical investments and growing short-
termism in senior management decisions).

On a separate note, Andrews et al. (2016) shows that aggregate productivity slowdown
reflects weaker productivity for lagging firms, and, in contrast, the top 5% of frontier firms
show strong productivity growth, suggesting weak diffusion of technologies. Berlingieri
(2018) provided evidence of widening productivity gaps between the frontier and laggard
firms, advocating the need for the micro-level data analysis for understanding the productivity
impact of firms. Goldin et al. (2020) suggests that as business dynamism changed (Calvino
et al., 2020), with decline in competitive pressures, there was increased concentration (Affeldt
et al., 2021) with lower investments as a result (Gutiérrez and Philippon, 2016). The change
in profit allocation and competition contribute to almost half of the slowdown in TFP growth
(Goldin et al., 2020). Moreover, new technologies have a substantial positive impact only
after a significant time lag (Crafts, 2018). On the positive side, Crafts (2018) emphasized
that most recent GPT technologies had seen much faster rates of technology improvement
and ICT improved much faster than electricity which in turn had seen faster development
rates than steam. Thus, significant improvements from new technological revolutions are
expected to be seen much faster than previous technologies.

Different studies provide varying projections about future impacts of new technologies.
Studies based on econometric analysis of past performance (Gordon, 2016) suggest that the
business sector will experience only 0.4% of yearly TFP growth over the next 25 years, as
new inventions will not compare to the magnitude of effect to the "great inventions" of the
20th century. On the other hand, Brynjolfsson and McAfee (2014), Syverson (2011) defend a
potential of Artificial Intelligence and Big Data and expect TFP growth of at least 2 per cent
per year. Frey and Osborne (2017) estimate that at least 47 per cent of 2010 employment will
be computerised by 2035. Arntz et al. (2016) estimates between 35 to 45 per cent of tasks



36 Digital opportunity: how Cloud Computing affects company performance

inside jobs will be affected by automation. Bartelsman et al. (2013) predicted 2.5 percent of
yearly labour productivity growth due to new technologies.

In particular, Harberger (1998) reminded us that a substantial source of TFP growth
comes from mundane real cost reduction, which automation and AI is all about. Thanks to
much faster data accumulation and analysis, facilitation of innovation, mixing and remixing
technologies and ideas (Brynjolfsson and McAfee, 2014) we can expect consistent and
sustained increases in productivity and R&D. As cloud computing is a prerequisite for AI,
big data and robotic technologies, the development of cloud is deemed of high importance to
support other modern technologies that rely on cloud computing and storage facilities. Gal
et al. (2019) shows that 10% increase in sectoral adoption of cloud computing is associated
with 3.5% increase in productivity for an average European firm after five years. Thus,
it is possible that while there is an acceleration in innovation that is accompanied by a
slowdown in productivity growth, there could be significant lags in time before economies
and institutions will level up.

According to Cette et al. (2021)), digital adoption helps laggard firms to level up. In
contrast to the effects of hardware adoption, where highly productive firms reaped the most
significant benefits, software and cloud-related investments increase productivity even for
low-productive firms. Another finding was that high-speed broadband brought considerable
productivity increase. Also, it was found that firms differ more within industries than between
different sectors, which strengthens the importance of studying digital adoption using firm-
level data. Finally, it was found that younger firms derive more productivity from intangibles
than incumbent firms.

2.3.5 What factors influence cloud adoption

Cho et al. (2022) acknowledge that firm characteristics such as size, level of productivity,
intangible investments, age and foreign owned status impact the propensity of technology
adoption. These authors confirm that large firms and younger firms have higher probability
to adopt cloud (consistent with Luque (2002)). According to OECD (2017), adoption of
cloud computing is twice as common for large firms than small ones. On the other hand,
several sources suggest that firm level cloud adoption is negatively linked with firm size
(DeStefano et al. (2020), Ohnemus and Niebel (2016), Oliveira et al. (2014)). Gal et al.
(2019) found that cloud computing technologies are more beneficial for smaller firms, due
to the absence of technological rigidity (Baldwin and Rafiquzzaman, 1998) or higher risk
attitude towards innovation (Coad et al., 2016) have higher propensity for the technology
adoption as well. Less rigid organisational structures can play a positive role in adoption,
due to easier process of learning and fitting new technologies to the present organisational
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structure.Gal et al. (2019) found that cloud computing effects are highest for small firms
because there is no need for large fixed costs for the adoption ("scale without mass"). This
is in contrast to other digital technologies such as Enterprise Resource Planning tools, that
are connected to economies of scale. Baldwin and Rafiquzzaman (1998) and Haller and
Siedschlag (2011), younger firms may have newer assets and thus have more compatibility
with new technologies (or have fewer legacy systems in place).

More productive firms are also correlated with a higher propensity of technological
adoption (Syverson (2011), Bloom et al. (2014)). Gal et al. (2019) also found that highly pro-
ductive firms are able to reap even larger benefits from the technology then lower productive
ones, suggesting the growing productivity gap. According to Bloom and Pierri (2017), the
availability of highly skilled workers increases the likelihood of adopting cloud technologies,
and advanced management practices also increase the probability of adoption (Andrews et al.,
2018b). Fibre broadband connection is an important determinant of cloud adoption as well
(DeStefano et al., 2020).

According to another strand of research, there is a positive correlation between invest-
ments in R&D and adoption of digital tools (Giotopoulos et al. (2017), Alshamaila et al.
(2013), Marcati et al. (2008), Giunta and Trivieri (2007), Hollenstein (2004)); and innovation
and digital technology deployment (Blichfeldt and Faullant, 2021). Foreign owned firms
also generally show increased levels of utilization of digital technologies (López-Acevedo
(2002), Griffith et al. (2002)) and may be more knowledge-intensive (Smarzynska Javorcik
(2004), Havranek and Irsova (2011)). Technological diffusion governs firms to invest more
into intangibles (Haskel and Westlake (2017), Byrne et al. (2018), Andres et al. (2019), Cho
et al. (2022)).

The effects from digital adoption are hard to measure and identify fully, as they depend
on the combination of different factors. For example, Brynjolfsson and Hitt (2000b), Basu
et al. (2006), Bloom et al. (2012), Aral Brynjolfsoon and Wu 2012 provided evidence
that organisational capital and management skills complement the effect of ICT. Van Ark
(2016), Brynjolfsson and McAfee (2012) suggest that complementary investments may
moderate the productivity growth for companies.Van Heuvelen et al. (2018), Corrado et al.
(2017), Haskel and Westlake (2017) emphasized the need for business models reorganisation
to seize the productivity potential of companies who acquire intangible assets. Haldane
(2017) explains that economic competencies and good management practices can predict
the productivity at firm level and the speed of the diffusion of the technology. Brynjolfsson
(1993),Brynjolfsson and Hitt (2000b) had mentioned insufficient organisational change as
one of the key points in slow technology diffusion during ICT progress in the 1990s; the
same argument is applicable to the diffusion of the technologies of today (Brynjolfsson
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et al., 2018). The role of complementaries from intangible investments is emphasised by
Corrado et al. (2017) and Mohnen et al. (2019). Crouzet and Eberly (2018) show that firms
that spend the most on intangible assets have the strongest productivity growth. Additional
complements are human capital and ICT-related skills (Bugamelli and Pagano, 2004), and
the regulatory environment that enables efficient reallocation of resources (Bartelsman et al.,
2013; Conway et al., 2006; Gust and Marquez, 2004).

Technologies often complement each other and are implemented in clusters - high speed
broadband comes with cloud computing (De Stefano et al., 2014), supply chain management
and customer relationship software (Aral et al., 2006; Bartelsman et al., 2017; Engelstätter,
2009; Wieder et al., 2006). Because digital adoption requires certain reorganisation and
may disrupt internal processes in the short term, gains from technology can appear with a
significant lag (Brynjolfsson et al., 2018; Van Ark et al., 2005).

The results in Gal et al. (2019) suggest that digital technologies in general have high
sector level diffusion effects on productivity, in particular for high productivity firms. These
findings are consistent with other studies that suggest a rising dispersion in productivity and
a rising gap in the productivity growth between the best firms and laggards (Syverson, 2011;
Andrews, Criscuolo and Gal 2016, Berlingieri 2017). The speed of levelling up amongst
laggards is weaker among ICT concentrated sectors (Berlingieri, 2018). Gal et al. (2019)
calculated that the top five digital technologies they studied would account for up to half of
total yearly divergence between top and bottom quantiles of productivity firms. However,
cloud computing is the only technology where low productivity firms benefit more, consistent
with the idea that is needs less complementary investments in organisational capital (in
comparison to e.g. CRM or ERP systems).

2.3.6 Supply of services, cloud computing market dynamics and pricing

At last we want to briefly touch upon the market of cloud computing providers, their pricing
and possible future changes in the area. New business models and pricing models are
fundamental to the growth of cloud computing. Often termed the "consumption" or "pay-
as-you-go" model, it allows organizations to significantly reduce initial IT investments and
continuous support costs by only paying for services and capacity as they are used.

Although cloud providers continue to engage in price competition to capture more users
(Feng et al., 2014), and the pricing of cloud services has faced competitive pressure in the
past, leading to significant decreases (Byrne et al., 2018), a recent report (Offcom, 2023)
highlights potential threats to competition. These threats include limits on using other cloud
providers due to switching costs and restricted interoperability between cloud providers’
offerings. The persistently large market share held by the largest cloud providers, combined
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with evidence of high profitability (around 40% return on capital employed) and committed
spend discounts, suggests that prices for cloud services might still be far from fair competition
levels. The study suggests that competition could decrease in the future, leading to further
market concentration around a few dominant companies. The report also recommends several
policies related to government interventions to address these market imperfections.

We acknowledge that the cloud computing market is an oligopoly and exhibits oligopolis-
tic behavior. The market for cloud is dominated by large players who hold a significant
share (Coyle et al., 2018). Delivering these technologies necessitates substantial capital and
potentially significant R&D sunk costs to ensure high-quality service, adequate capacity,
and robust security. Operating in this domain demands considerable upfront investments.
Coupled with specialized software and technical expertise, this establishes absolute cost
advantages for major market players (Davies, 1991).

Issues of product range and vertical integration (Davies, 1991) emerge as cloud providers
offer a diverse array of services. This enhances their value to customers due to the intercon-
nectivity of products (e.g., storage, computing resources, infrastructure, and numerous SaaS
applications available under a single subscription umbrella). Furthermore, cloud providers
frequently maintain a select group of narrowly licensed service providers to assist with the
integration of related services.

As such, large cloud computing providers experience massive economies of scale due to
savings on input resources, including hardware, servicing labour (marginal cost of service per
client is low), commodity resources savings (large data and computing centres are situated in
places where land and electricity costs are lower). We hypothesize that cloud providers have
better resources for building cloud computing centres and data centres due to large scale
discounted contracts with hardware suppliers. Significant investments into R&D 11 increases
entrance barriers even more, while large cloud providers could make the benefit of internal
capital at much lower cost than that available for other players. Significant investments in
marketing, in the form of direct advertisement and promotion price offerings, free tiers of
services (Boudreau et al., 2022) could complicate the entrance to this market by potential
entrants (Davies, 1991). Network effects (Yun, 2020) of cloud service platforms result in an
increased demand for these platforms, enhanced community support and knowledge sharing.
Vendor-specific standards and lock-in effects, coupled with cloud provider transfer costs,
make it challenging to ’poach’ clientele from competitors.

However, there are several caveats to the aforementioned points. Firstly, cloud computing
services still possess a high degree of substitutability. While it can be challenging, it’s not
impossible to switch cloud providers. Numerous open-source and paid solutions facilitate the

11https://redmonk.com/rstephens/2017/09/26/cloudrd/
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creation of ’cloud-agnostic’ architectures, potentially mitigating lock-in effects (Tomarchio
et al., 2020).

Secondly, competitive niche markets exist, offering alternatives for nearly every product
in the cloud range. This includes storage (with major competitors like Dropbox and iCloud),
computing (such as Digital Ocean, Rackspace, and numerous traditional web hosting and
dedicated server rental companies), and some infrastructure-as-a-service alternatives that can
act as substitutes for certain customer-used services.

Thirdly, even though significant amounts are spent on R&D, a large portion of these
efforts are made public in the form of accessible knowledge and open-source products 12.
This is a strategic marketing innovation tactic aimed at garnering trust from the community.
For instance, Google has released a range of big data, cloud related and machine learning
frameworks, including TensorFlow, Android, Kubernetes, and more. Similarly, Microsoft
has contributed to the release of several cloud-related products, TypeScript and the .Net
programming languages.

To conclude, the supply side should be taken into account in the long run, as it impacts
the firm’s decision to use cloud. This would involve further research investigations, including
more scrutinised attention from market and competition regulators. Although an analysis
of the supply lies out of scope of the current study, the authors decided that it would be
beneficial to bring a supply side of the cloud computing market into view, as it helps to
pose further research questions regarding the price dynamics and development of the market
structures. Given the restrained competition happening in the market right now, this could
pose a limitation on cloud adoption in the future.

2.3.7 Conclusion

The most immense benefits of the cloud are likely waiting for us in the future. Cloud as
a general-purpose technology drives new businesses (Etro, 2009) and new future techno-
logical innovations, that uses the cloud as a basis. Thus, the potential of cloud computing
technologies may be vastly underestimated as the real effect is the multiplicative effect of
future innovations. Nevertheless, certain tendencies may be seen even today. Cloud has
already opened a wide area of opportunities for Internet of Things technologies, that will
bring further digitalization of tools and mechanisms that citizens and workers will use in
their everyday life.

In the next section, we proceed with the study of the aggregate impact of cloud computing
on the productivity of the firm. After several years of the development of this new technology,

12https://github.blog/2022-11-09-why-companies-are-starting-ospos/
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we hypothesise that we should already see the emerging productivity effects. The main
hypothesis supporting the rationale for such framing of the study is that cloud technologies
are part of fourth wave of the industrial revolution (Schwab, 2017). After several years of
the development of new technologies, we should see an emerging productivity effect of it,
which could contribute to future economic growth. We should draw a parallel with the third
industrial revolution (Greenwood, 1997), which started with the boom of investment and
overall productivity slowdown, continued with emerging evidence of its positive impact
on the economy and ended with the dotcom boom which in turn placed ICT as one of the
strategic determinants of economic growth.
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2.4 Methodology for constructing a cloud indicator and
data description

2.4.1 Cloud usage indicator

Data about cloud usage and companies expenses are sparse in the UK. The Office for National
Statistics carries out an e-commerce survey that covers some broad general questions, for
instance, whether firms use cloud technologies. These surveys have no precise financial
statistics of expenditures and investments in the cloud technologies. Moreover, a study based
on a sample of approximately 2,000 respondents may not be sufficienty representative. In
addition, each survey contains a different subset of companies in consecutive years so it is
not possible to track firm-level performance changes related to the cloud usage. There is also
publicly available information for public service companies and organisations (e.g. NHS,
Transport for London), which contains monthly data about cloud expenses on services and
specialists. However, the sample is also restricted, and the specific features of government
organisations, such as lack of competition, means this data is of limited use.

It is theoretically possible to utilise factual data about cloud usage based on direct
statistics gathered by private companies (Amazon Web Services, Google Cloud and other
cloud providers). However, access to this type of data is difficult because private companies
rarely disclose such statistics due to internal policies and external obligations.

Therefore, we decided to generate our own dataset by gathering cloud usage statistics
using companies’ website metadata13. Every website has DNS metadata left as a publicly
available footprint. The Domain name service (DNS) is a register of companies’ sites along
with physical addresses of actual servers (Internet Protocol addresses or IPs of the server).
For simplicity, we can compare the DNS to the address book of companies, where we can
get information about the physical location of an entity by its name. Domain name service
records can be considered as key-value storage, where the key is a company website (or
website name). A value contains essential information about the website location (physical
IP address of the site, website owner, name of a vendor who hosts a company website, last
year of ownership). This data is a publicly available record that contains the information
needed in order to access a website. Apparently, the site is not directly accessible by the
website address (like www.company.com), but only through the IPv4/Ipv6 address, whose

13There is still an ongoing discussion about the future of the public DNS records due to GDPR. While
some details can be found in EuroDNS (2021), the public DNS database is still functioning as of December
2021. Moreover, the metainformation used in current research is not a personal information, but rather vital
information about domain name servers used to access a website. It must be also mentioned, that GDPR had
recently affected registrant’s personal registration details, but not any other information, as per CircleId (2021).
Thus, there is no foreseen future threat for replicability of the research methodology
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Table 2.1: Cloud information
Parameter Value
Name King’s College London
Domain kcl.ac.uk
Domain registered on 2007-01-01
Expires on 2020-01-01
Last update 2018-11-24
DNS *.kcl.ac.uk, *ja.net
Servers Apache, Varnish
Additional services Outlook.com Mailchimp

purpose is to identify the address of the server, where the web site is hosted (e.g. 172.16.254.1
according to Ali (2012)).

In general, every company chooses a way to host their website. Companies can build the
website using their servers, employ vendors to host a website for them (hosting providers) or
use cloud-related infrastructures 14. The first option is to buy the server equipment, connect
it to the Internet and set it up in order to host a website. In this case, the company is classified
as a non-cloud user. Option two is to use a third-party hosting provider, which means to
rent a ready-to-go server with pre-installed software. This case would be also classified as
a non-cloud deployment. However, the second option may not work with companies that
require either non-standard or advanced web services (such as a complex website system
with a content delivery network, cloud storage or distributed architecture).

Alternatively a company may go with the third option, namely cloud hosting services.
Either by using its ICT resources or by obtaining help from a cloud consultancy firm, it is
possible to build its cloud web deployment. Such deployment opens a door of opportunities,
including more efficient data storage and processing, information retrieval, cloud computing
and artificial intelligence facilities.

Therefore, a name mentioned in the DNS record can be a name of the company itself, a
traditional web hosting vendor, or a cloud vendor. When the firm hosts its website using any
of the three options, the DNS registry is updated with the new information. An assumption is
that if a company is spotted using a cloud vendor to host their website, there is a positive
probability that it also uses other cloud-related technologies. The primary rationale beyond
this assumption is that it is suboptimal for a company to use cloud deployment for a website
without using any other cloud-related technologies. If the company registers its website with
cloud providers, for example, Amazon or Azure, they will use some additional cloud services
as well (at least virtual machines to host their website).

14https://startbloggingonline.com/how-to-host-a-website/
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Table 2.1 contains an example of what is possible to retrieve from the DNS registry. From
the information gathered over the Internet, one can state that kcl.ac.uk was registered as a
domain name in 1970, its DNS record was registered in 2003, and the last update to DNS
records was made in 2018. For managing web page requests, King’s College London uses its
internal servers (with Ubuntu, Apache server and Varnish cache service). It is also linked
to one of the servers of Janet Network, which is an educational network and cloud services
provider. Probably, King’s uses Outlook.com as a cloud service provided by Janet Network.
It also utilises MailChimp for creating email campaigns. From the information mentioned
above, one can infer that King’s College London uses cloud services. This inference was
confirmed by King’s College London IT services department.

We track the changes in companies’ web hosting infrastructures and their cloud usage
patterns over time. We check whether the company hosts the website using cloud vendor
services (SaaS or PaaS providers). We also add useful information about the usage of modern
technologies by utilising additional website metadata. The available information discloses
additional services that the company uses such as Gmail, Outlook, Salesforce, SharePoint
and other technologies.

In order to build a cloud usage indicator, we used a history of DNS records generously
provided by SecurityTrails. This cybersecurity company gathers DNS historical metadata
for more than 3 billion websites worldwide. The data contains detailed information about
the usage of specific web hosting servers and providers at a certain period of time. We
constructed cloud usage statistics for all companies listed in the FAME financial dataset from
2008 till 2020, who have a website (see a detailed description of the FAME dataset in Section
2.4.2). We parsed DNS records for these companies and extracted names of cloud vendors
that hosted a website for the company’s benefit.

Then we perform an automated search in Google using its Python API in order to find a
website of the hosting provider given its name. We used Python and web parsing libraries
(Scrapy) in order to web scrape the main page from all websites of hosting providers. We
gathered a dataset containing all textual information from the company’s web page.

We also used an additional step in order to track the history of web hosting providers.
Since a number of providers started with offering conventional hosting services, and moved
to the cloud provision later, we utilize WaybackMachine15 - a platform which provides
historical snapshots of websites. The platform contains snapshots of websites with the
frequency of several times a year for less popular websites, and up to several times a week
for websites with a lot of visitors. We scrape sites of hosting providers on a yearly basis,

15https://archive.org/web/
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aiming for a snapshot made at the middle of each year. If the snapshot is not available, we
search for the closest available date.

We utilise web parsing and natural language processing tools in order to divide all hosting
providers into two groups: cloud providers and others. Using a cloud-related bag of words,
we identified whether a given page contains information about the cloud-related services
provided by the company. We classified the company as a cloud provider if there are more
cloud-related keywords (Figure 2.3) rather than words not related to the cloud (Figure 2.4)
on its webpage. If a particular year is absent in the data, we perform interpolation: if the
provider was offering cloud services in previous and subsequent years, we assume that they
were using cloud in the intervening year. If there was no cloud services offered in previous
or next year, we label provider as non cloud, as it is not possible to estimate the start date
when the provider started using the cloud. Despite a logical assumption that businesses will
keep their modernized offerings once introduced, there are examples when companies started
to offer cloud services, but subsequently removed them from their offer list (for example
a2hosting started to offer cloud vps in 2015 but removed the service later, concentrating on
traditional web hosting as a core product).

Figure 2.3: Cloud related words on companies’ websites
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Figure 2.4: Non cloud related words on companies’ websites

Chart 2.5 suggests that the number of providers that offered cloud services was steadily
increasing starting from 2008, and now constitutes about 40 per cent of the total number of
service providers. While the general trend is upward, we can compare it with the trends of
cloud usage (Figure 2.10 below) to see that supply growth of cloud services did not fully
correlate with the cloud usage in the UK. Nevertheless the results suggest a pronounced shift
to cloud technologies.

Figure 2.5: Percentage of providers offering cloud services by year. Source: own compilation

The last step of the indicator construction is to assign the value one to companies that
use cloud hosting providers for more than 6 months a year and zero otherwise. Our central
hypothesis is that such an indicator of a website placement can be a good proxy for a
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company’s cloud usage, as the average cost of hosting services offered by cloud vendors is
usually higher than the cost offered by conventional hosting providers. Thus, if a company
chooses to use a cloud provider then it is willing to pay a higher price for the opportunity
to use additional cloud-related services (such as virtual machines, cloud storage or cloud
security opportunities). From another point of view, the most significant incentive, from the
very beginning of the cloud usage process, is to transfer a website hosting to the cloud 16.

The process of gathering the cloud indicator imparts some potential sample biases. Firstly,
some websites of cloud vendors block web scraping or do not provide consent to do so,
thus following ONS web scraping policy 17, we do not scrape such websites. Additionally,
sometimes websites of cloud providers could be erroneously picked using Google search (for
example, Wikipedia page or some general information page about the company are picked
instead of the company website). Based on the manual verification of the top 200 providers,
the misclassification rate is 10 percent (6 percent false positive cloud classifications, 4 percent
of false negative classifications). However, the distribution of cloud users follow Pareto’s
law: the top two hundred web hosting providers serve approximately 97 percent of websites.
Thus, after manual verification and correction of the first 200 cloud providers, the final error
is estimated to be 0.3 per cent on the sample of more than 10000 hosting providers.

The third limitation is the precision of the cloud statistics gathered. Unfortunately,
the indicator would not cover companies using only private cloud, or all other services
but cloud hosting. Sometimes companies switch to the cloud out of curiosity, just to try
cloud functionality, or simply because of the cloud providers’ successful marketing campaign.
However, we try to mitigate these issues by assigning cloud indicators only to those companies
that use cloud during a period of 6 months and longer. Moreover, non-efficient cloud users in
the sample can only reduce the magnitude of productivity estimations, as non-efficient firms
that "played and failed" with technology will diminish the overall results and significance.

As a result, we obtain a proxy of cloud usage which is theoretically justifiable. Although
the proxy is subject to minor imperfections (some cloud users can still use conventional web
hosting providers, as well as some non-cloud users can use cloud providers), this should be
considered as non-frequent edge cases that are not Pareto-efficient.

2.4.2 Financial and firms performance indicators

In order to assess the impact of cloud usage on the productivity of firms, we use the Financial
Analysis Made Easy (FAME) dataset, that covers a population of businesses in the UK and
derives information from Companies House records. FAME is a commercial dataset provided

16https://www.intechnic.com/blog/why-your-website-hosting-should-be-in-the-cloud/
17https://www.ons.gov.uk/aboutus/transparencyandgovernance/datastrategy/datapolicies/webscrapingpolicy
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by Bureau van Dijk18. The dataset contains over two million active companies and about a
million of so-called "inactive" ones, who belong to one of the following categories: dissolved,
liquidated, entered receivership or declared non-trading.

For the purpose of the productivity estimation and comparison of productivity measures
among enterprises that use cloud and those firms that do not utilise cloud technologies, we
use a measure of output per worker. We use turnover per worker as the current productivity
indicator, deflated to 2018 prices using deflators for 2 digit industry SIC codes 19. As for
employment statistics, FAME provides a full-time equivalent number of employees. We
restricted the sample to include enterprises that have their website reported along with
financial information; we used company website from FAME as an identifier to link cloud
usage statistics with financial indicators of a company (information is gathered yearly). The
financial information available includes income and profit indicators as well as gross output
statistics, liquidity, turnover and other financial ratios, number of employees, and statistics
about foreign and own investments. The data gathered was used to assess the financial profile
of the company and measure the performance of the company.

It should be mentioned that not all financial and employment indicators are available for
all firms in the dataset. The smallest firms are required to submit only basic balance sheet
information to Companies House (such as shareholders funds, total assets, etc.) so we have
substantially less information about them. In comparison, FAME provides rich financial and
employment information on larger companies. Eberhardt et al. (2010) raised a concern that
the indicators non-response rate is a function of firm size, and it may cause some bias in
productivity estimations. However, we perform detailed representativeness checks suggesting
that FAME can be reasonably used for such calculations (see next section).

We also construct a company age variable, as the number of years between establishment
year and the current reporting year using FAME datasource. We also construct the average
level of cloud adopters by region and industry in order to account for external market factors
(general level of cloud adoption), which can impact an adoption by a specific company (based
on cloud indicator constructed and industry data from FAME). As discussed previously,
network effects should be accounted in every technology adoption process.

The final dataset added is an internet broadband speed data, collected and provided by
Ofcom20, the UK regulator of broadband, TV, and phone services. In particular, Ofcom
provides a report on postcode level broadband speeds, as well as yearly reports about region
level broadband statistics. We incorporate 2017 postcode level statistics into our dataset.

18https://www.bvdinfo.com/en-gb
19We use ONS experimental 2 digit SIC industry deflators with 2018 as a base year. The data is not seasonally

adjusted.
20https://www.ofcom.org.uk/
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We match 85% of the data by exact postcode match and 15% by using aggregated average
3-digit postcode values. It is important to include this variable, as availability and speed of
broadband connections is a prerequisite for many (if not most) cloud adoption cases.

2.4.3 Data analysis

In order to form the cloud usage indicator, we used a subset of companies that have a website.
The current method to determine cloud usage relies on the DNS parsing process, which
requires a website address. Consequently, the current study is limited to businesses which
have their web sites. Such limitation can potentially lead to sampling bias. However, we
believe that absence of the website is substantially decreasing the propensity of cloud usage.
As a result, sampling bias is likely to be minimal.

The subset also contained inactive companies and companies with an unknown status
(19532 companies), which were filtered out together with top and bottom five percentiles of
variables distributions in order to avoid the impact of outliers.21. The final dataset contains
43,588 firms over the period from 2008 till 2020 or 140,072 firm-year observations - quantity
of firms varies annually, with a slight increase in the latter years. See the map of companies
in Figure 2.6) and Table 2.2 for details of the variables included in the analysis.

21Restricting to just removing the top and bottom percentiles yields similar results, but still leaves a log tail
in the distributions



50 Digital opportunity: how Cloud Computing affects company performance

Figure 2.6: Number of companies in the FAME subset (in logs). Source: own compilation
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Table 2.2: Cloud variables
Variable Description Measure
Company name Official company name Text
Industry (SIC
code, 2007)

Standard industrial classification of
economic activities

5 digit number of primary eco-
nomic activity

Region Region of the registered office. Text field, icludes 13 regions,
like ’Wales’, ’North East Eng-
land’,’London’, etc

Year Year of the data 2008-2020
Number of em-
ployees

Number of employees, each consec-
utive year (2008-2018)

Cardinal number

Fixed assets Fixed long term assets of the com-
pany (property, plant and equipment,
etc)

Cardinal number, th GBP

Turnover Turnover of the company (sum of all
its total sales for a given year), each
consecutive year

Cardinal number ,th GBP

Cloud usage indi-
cator

Cloud indicator for each year (2008-
2020)

1 if company was using cloud-
based domains, 0 otherwise

Broadband speed Postcode level broadband speed
measured by the speed of download

Cardinal number, Mbit/s

Statistical characteristics of the data are displayed in the Table 2.3. We report initial
variables as well as variables used in our estimations, namely l - logged number of employees
in the company, k - logged fixed assets of the company (per employee), g is an age of the
company, f is a broadband connection speed, h - historical usage of cloud facilities, c -
indicator of the start of the cloud usage, p - logged output per worker, n - log of the number
of cloud users by industry. More detailed description on the variables constructed will be
provided in the next section.
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Table 2.3: Descriptive statistics

count mean std min 50% max

turnover_per_worker 140,072 788.14 19,784.09 0 128.10 4,618,496.00
number_of_employees 140,072 142.30 346.04 1.00 60.00 9,060.00
broadbandspeed 140,072 33.56 24.43 0.30 30.90 800.90
historical_cloud 140,072 0.40 0.49 0.00 0.00 1.00
age 140,072 22.95 19.27 1.00 18.00 163.00
fixed_assets 140,072 13,728.94 235,434.18 0.00 1,029.30 51,834,000.00
industry_cloud 140,072 0.23 0.64 0.00 0.29 0.53
cloud 140,072 0.10 0.30 0.00 0.00 1.00

To check how representative is our sample, we provide a detailed analysis and comparison
of the gathered sample with ONS Business Population Estimates (ONS BPE)22 and cloud
estimates from the ONS E-Commerce Survey23.

A comparison of the number of companies represented in our dataset and the ONS
BPE dataset shows the persistently proportionate amount of companies over each year. The
proportion of businesses represented each year is about 4% from the corresponding year in
ONS BPE.

22https://www.gov.uk/government/statistics/business-population-estimates-2018
23https://www.ons.gov.uk/surveys/informationforbusinesses/businesssurveys/ecommercesurvey
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Figure 2.7: Number of companies in the used subset of FAME, as percentage of entities in
BPE. Source: own compilation

An industry comparison, however, shows slight biases in the number of companies
represented in the FAME subset in comparison to the BPE population (Figure 2.8). For
2-digit industry groups, construction, wholesale and retail trade, and the information and
communication industries are over-represented in FAME, with all other industries under-
represented.
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Figure 2.8: Comparison between FAME subset and BPE database by industries. Source:
own compilation

The number of businesses by company size cohorts adds additional information about
possible biases in our subset. Large firms and firms with unknown size are slightly over-
represented in our sample (see Figure 2.9). This might be a result of companies selection, as
website usage is more probable among larger companies24.

24https://www.ons.gov.uk/businessindustryandtrade/itandinternetindustry/bulletins/ecommerceandictactivity/2017
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Figure 2.9: Comparison between FAME subset and BPE firm size cohorts. Source: own
compilation

The representation of the cloud data in our sample is of particular importance. Figure
2.10 represent the number of companies that have adopted cloud technologies. It is obvious
from the data that there was a major change in cloud adoption after 2016. This coincides
with Amazon and Microsoft increasing their investments in the UK cloud and introducing a
number of new UK cloud data centers (see subsection 2.2.2).

Figure 2.10: Adoption of cloud technologies. Source: own compilation
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Next, we provide a comparison between cloud statistics represented by the ONS E-
commerce survey and our constructed sample. Differences in cloud usage by firm size bands
are similar in both data sources. Because the ONS E-commerce survey used a wider definition
of cloud services usage, it has higher percentage estimates. OECD (2021) distinguishes
between basic cloud users (email, software, file storage), medium cloud users (services for
hosting databases), and users of advanced cloud technologies (processing services, finance
software, etc.). Other studies often use similar a distinction between basic and advanced
cloud technologies (Andres et al., 2020). The cloud indicator used in the current study refers
to companies that used more advanced cloud tools and services (such as migration of their
websites to the cloud hosting which often coincides with usage of processing services or
databases). Thus adoption rates are lower (Figure 2.11 and Figure 2.12).

Figure 2.11: Cloud usage. ONS E-commerse survey by firm size bands. Source: own
compilation
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Figure 2.12: Cloud usage. Constructed sample. Source: own compilation

As the first stage of analysis, we look at some descriptive statistics of our data. The data
reveals that cloud adopters have a persistently higher return on capital employed than non-
cloud adopters. An interesting fact is that companies that did not use cloud, have had higher
fixed assets before 2016 and substantially lower fixed assets since 2016. Also, non-cloud
adopters had higher operating profits before the 2016 cloud adoption and lower operating
profit after the 2016 cloud adoption. These two facts may suggest that patterns that were true
before 2016 (big companies had a higher tendency to incorporate new technologies) were
reversed. After 2016, smaller companies tend to adopt technologies more intensively.

There is another interesting change that occurred after 2016 in our data. When looking
at the average turnover per worker (a simple productivity measure, see next section), we
notice that the difference in the productivity between cloud users and non-cloud users started
to increase after 2016. The productivity gap between cloud and non cloud users is also
increasing in years of cloud usage. Figure 2.13 visualizes the difference between the
technology users. The colour of the bar represents quantity of cloud experience of the
company (in years). X-axis represents a year in which productivity statistics are measured.
Y-axis measures a log of turnover per employee. The chart provides significant data insights
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into the growing productivity gap between technologically progressive companies and those
that lag behind.

Figure 2.13: Average productivity by years of cloud experience

The map of cloud adoption (year 2021) is presented in Figure 2.14. Cleveland, Taunton,
Plymouth regions demonstrate the highest rates of cloud adoption. Dumfries, Dundee,
Romford regions have the lowest adoption rates.
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Figure 2.14: Cloud adoption map. Source: own compilation
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Cloud adopters have a higher turnover in all consecutive years after 2016. The final
observation is that companies using cloud services pay fewer dividends. This observation
is in line with the findings of Brynjolfsson and Yang (1997) showing that ICT investments
positively influence the value of the firm and, according to the Tax-Effect Hypothesis (Al-
Malkawi et al., 2010), higher value firms are associated with lower dividends. The changing
patterns due to the 2016-2017 cloud adoption through the majority of variables can also be
observed. For example, 2017 cloud adopters had steadily higher profit or loss before taxation.
However, the effect before 2017 is quite the opposite. The shareholders funds indicator for
cloud adopters of 2016-2017 is higher than for the other years. Cloud adopters also have a
lower liquidity ratio, which might be connected to the company size and it’s ability to raise
capital, which in turn can correlate with liquidity outcomes.

We investigated if there was a correlation between cloud adoption indicators. As we
mentioned above, each firm can proceed with using cloud services the following year, or
it can stop using the cloud and switch to its own architecture or traditional vendors. An
examination of correlations across time suggests that if the firm starts using the cloud at
some point in time, it is generally more likely that the firm will proceed with cloud usage for
at least the next 2-3 years.

2.5 Regression analysis

2.5.1 Regressions on Pooled Data

As discussed previously, there are several factors that account for a company’s decision to
adopt cloud. The size of the firm (number of employees) influences the cloud adoption,
as small firms are more eager to quickly pursue new trends and adopt new technologies
(Archibugi et al., 2012). Large and old firms are believed to have a lower agility and speed
in adopting new technologies due to the lag effect of current technologies and so - called
"Legacy software".

On the other hand, there are network effects of the technology: if more firms in the same
region or industry adopt the new technology, it is more probable that the positive network
effects will influence the decision of other players. Proximity to a good internet connection
also matters, as it is a prerequisite for using the cloud technologies (DeStefano et al., 2020).
As cloud adoption is an R&D activity to some extent (because in most cases it includes
experimental development), the firm should have resources available to adopt the technology
and retrain personnel. Therefore, firms with better financial situation and positive financial
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shocks would have higher propensity to utilize new technologies. We are also including
variables which explain company’s financial endowment as control variables.

To estimate the difference in productivity between cloud and non-cloud users, we start
with logistic regressions to analyse the main factors influencing the cloud adoption variable.
We ignore the panel structure for this and the next subsection, in order to provide a baseline
model and to understand correlations between our variables of interest. Therefore, we start
with the pooled dataset, which contains all yearly firm level observations.

We try to model cloud adoption probability according to the formula

logit(Pr(Cit)) = a1 ∗ lit +a2 ∗ kit +a3∗git +a4 ∗ fit +a5 ∗hit +a6 ∗ pit + eik (2.1)

where Pr(cit) is a probability of using the cloud in the current year, lit is the number of
employees in the company, kit are the fixed assets of the company (per employee), deflated
using 2 digit level SIC deflators from ONS,25 git is an age of the company (number of trading
years since registration day till the current year) fit is a broadband connection speed based on
the Ofcom’s data 26, hit - historical usage of cloud facilities(amount of previous years when
company used cloud), eit - error term,i, t are entity and time subscripts and logit(p(x)) is a
logit function

logit(p(x)) = ln(p(x)/(1− p(x))

We employ a logit model using the yearly pooled data and report results in Table 2.4

25https://www.ons.gov.uk/economy/inflationandpriceindices/datasets/experimentalindustrydeflatorsuk-
nonseasonallyadjusted

26https://www.ofcom.org.uk/
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Table 2.4: Results of logistic regression

cloud
cloud
k 0.047∗∗∗

(0.007)
l -0.005

(0.003)
g -0.059∗∗∗

(0.006)
f 0.072∗∗∗

(0.005)
h 0.382∗∗∗

(0.003)
nobs 140072
R2 0.185
dfres 140032
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Several meaningful patterns in these regressions can be observed:

• Capital per employee (k) has a positive sign in the regression, which goes along with
our expectations as discussed previously,

• The number of employees (l) has a negative impact on the probability of cloud adoption:
a higher number of employees means lower probability of cloud adoption for the
enterprise. This fact supports evidence from Jin and McElheran (2018) confirming
that cloud technologies bring more value to small firms as they enable freedom of
experimentation under limitations of uncertainty,

• Age of the firm (g) has a negative impact on the cloud adoption score, suggesting that
older firms have a lower propensity to adopt quickly to new technologies,

• Broadband speed (f, download speed in Mbits per second, logged) provides higher
probability for the cloud usage, as availability of good internet speed connection is an
important prerequisite for the cloud,
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• cloud usage in previous years strongly increases the probability of cloud usage for the
current year.

After studying the cloud indicator variable and checking the validity of correlations in the
previous model, we proceed with exploring the main research question. In order to explore
how cloud adoption impacts productivity, we adopt a simple Cobb Douglas production
function framework which regresses output per employee on capital per employee, number of
employees as a measure of economies of scale, measures of cloud usage and control variables
(broadband access and age of firms). We also include time, industry and region dummies to
control for unobserved factors. Our estimating equation is given by:

pit = a0 +a1 ∗ lit +a2 ∗ kit +a3∗git +a4 ∗ fit +a5 ∗ cit +a6 ∗hit+

a7σi +a8δi +a9 ∗ zt + eik (2.2)

where pit is a productivity per worker, lit is a number of employees in the company, kit

are fixed assets per employee , git is age of the company (number of trading years since
registration date to current year), fit is a broadband connection speed based on Ofcom’s
data, cit is an indicator of current cloud usage (0-1 dummy), hit is a historical usage of cloud
facilities(amount of previous years when company used cloud, 0 in the first year of the cloud
usage), σi - regional effects, δi - industry effects, zt - year dummies, eit - error term, i, t are
entity and time subscripts. All variables are logged, other than the cloud indicators.

Results are presented in the Table 2.5.
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Table 2.5: Regression results

(1) (2) (3)
k 0.230∗∗∗ 0.230∗∗∗ 0.230∗∗∗

(0.006) (0.006) (0.006)
l -0.076∗∗∗ -0.077∗∗∗ -0.077∗∗∗

(0.002) (0.002) (0.002)
g 0.038∗∗∗ 0.038∗∗∗ 0.038∗∗∗

(0.003) (0.003) (0.003)
f 0.058∗∗∗ 0.058∗∗∗ 0.058∗∗∗

(0.003) (0.003) (0.003)
n 0.005∗∗ 0.005∗∗ 0.005∗∗

(0.002) (0.002) (0.002)
c -0.035∗∗∗ -0.022∗∗∗

(0.006) (0.006)
h 0.010∗∗∗ 0.009∗∗∗

(0.001) (0.001)
nobs 140072 140072 140072
R2 0.185 0.185 0.185
dfres 140031 140031 140030
BIC 294812.43 294732.55 294733.24
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Note: all regressions include year, industry and region dummies

In the first regression the results suggest that when the company starts to use cloud, it
bears cloud adoption costs, that lower the productivity in this year. Costs are associated with
the cloud migration efforts, research and development routines and adaptation, managerial
changes and retraining, etc (see section 2.3.3). The coefficient on capital per worker is
positive and significant, if not a little lower than commonly found in productivity regressions.
The coefficient on number of employees suggests decreasing returns to scale, but these are
not too large. The coefficient on age is positive so older firms have higher productivity.
Broadband speed shows a consistently positive impact on productivity, suggesting almost 6
per cent productivity increase per every 1 per cent of additional broadband speed availability.
While this measure shows that access to IT facilities and the Network is a crucial prerequisite
for a successful company, we should mention a potential endogeneity bias associated with
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the measure. Speed of the broadband may be associated with the price of the office space in
the area as well as general business areas agglomeration effects. Thus, the coefficient might
be biased due to self selection.

Network effects of the cloud computing technology are suggested to have a positive
impact on the productivity as well. We add number of years when company used cloud up to
the present year (h, levels) into the regression (column 2). Every additional year of cloud
usage adds 1 per cent to the productivity on average. The last regression (column 3) includes
the start of the cloud usage indicator as well as number of years of experience with the
cloud technology. From this regression we can argue that the first year of cloud usage would
be arguably associated with transitions as firms learn to use the technology. The positive
coefficient on h indicates that continued use of cloud would compensate initial expenses,
and the breakeven period in terms of seeing productivity increases would be 2-3 years. This
finding is consistent with other estimations, suggesting that break even point happens after
1-2 years 27. The finding is also consistent with the technological diffusion models, where
firm face adoption costs when considering a new technology or process in place.

Table 2.6 provides detailed distribution of cloud effects by firm size bands. As we
can see, the effect from starting using the cloud is consistently negative and is higher for
smaller firms. Possible explanations can encompass higher implementation risks for small
companies, lower accounting and metering capabilities inside of the firm in order to ensure
the efficiency of the implementation process. The negative impact is lower for large firms
because of longer planning horizons and thus better control over the implementation risks. In
comparison, the yearly effect from the cloud usage is negative for large firms and very tiny for
medium firms (which is consistent with findings from Jin and McElheran (2018)). Instead, as
suggested by literature, micro and small firms face the highest yearly benefits from using the
cloud. As explained in section 2.3.3, cloud provides experimentation opportunities, freedom
to scale up and save considerable upfront investments (associated with the standard ICT
equipment) that often makes a crucial difference for small companies. The cloud provides a
positive productivity effect of 2.2% per every additional year of cloud usage for micro sized
enterprises, 1% for small, 0.3% for medium and a negative impact for large enterprises.

27https://www.delltechnologies.com/asset/sk-sk/services/consulting/industry-market/h15537-the-roi-of-
private-cloud-wp.pdf
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Table 2.6: Impact of the cloud usage by firm size

micro small medium large
p p p p

k 0.223∗∗∗ 0.224∗∗∗ 0.195∗∗∗ 0.393∗∗∗

(0.014) (0.010) (0.007) (0.014)
l 0.063∗∗∗ -0.104∗∗∗ -0.145∗∗∗ -0.079∗∗∗

(0.011) (0.008) (0.005) (0.015)
g 0.072∗∗∗ 0.017∗∗∗ 0.016∗∗∗ 0.065∗∗∗

(0.008) (0.005) (0.003) (0.007)
(0.441) (0.249) (0.170) (0.291)

f 0.100∗∗∗ 0.052∗∗∗ 0.040∗∗∗ 0.020∗∗

(0.008) (0.005) (0.003) (0.008)
n 0.011∗∗ 0.019∗∗∗ 0.005∗∗ -0.021∗∗∗

(0.004) (0.003) (0.002) (0.004)
c -0.027 -0.019 -0.017∗ -0.039

(0.018) (0.012) (0.007) (0.023)
h 0.022∗∗∗ 0.009∗∗∗ 0.003∗∗ -0.026∗∗∗

(0.003) (0.002) (0.001) (0.004)
nobs 26620 47633 57226 8593
R2 0.186 0.243 0.169 0.198
dfres 26579 47592 57184 8555
BIC 68991.25 107551.72 85367.57 12859.36
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Note: all regressions include year, industry and region dummies

Table 2.7 reveals important industry level features of cloud usage effect. We find that retail
and construction industries have insignificant or negative impact of the cloud technologies,
but manufacturing (man), education and health (ed&health), ICT and professional services
(ICT) and entertainment industries face positive and significant consequences of the cloud
technology usage. Cloud provides the highest benefit for the ICT and professional services,
education and health sectors, where information and tools that help to process it are one of
the most crucial assets of the business.
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Table 2.7: Regressions by industry

man retail ICT ed&health constr entert
k 0.478∗∗∗ 0.318∗∗∗ 0.250∗∗∗ 0.101∗∗∗ 0.328∗∗∗ 0.103∗∗∗

(0.013) (0.020) (0.008) (0.011) (0.034) (0.014)
l -0.119∗∗∗ -0.174∗∗∗ -0.039∗∗∗ -0.039∗∗∗ -0.026∗∗∗ -0.015∗∗

(0.003) (0.005) (0.003) (0.002) (0.008) (0.005)
g 0.042∗∗∗ 0.068∗∗∗ 0.051∗∗∗ -0.024∗∗∗ 0.042∗∗ 0.010

(0.004) (0.008) (0.005) (0.004) (0.013) (0.008)
f 0.007 0.066∗∗∗ 0.041∗∗∗ 0.054∗∗∗ 0.090∗∗∗ 0.052∗∗∗

(0.004) (0.008) (0.005) (0.005) (0.012) (0.009)
n 0.008 0.008 -0.003 -0.007 0.032 -0.015

(0.007) (0.012) (0.007) (0.006) (0.019) (0.011)
c -0.021 -0.020 -0.001 -0.004 0.002 -0.028

(0.014) (0.024) (0.014) (0.011) (0.035) (0.022)
h 0.006∗∗ -0.006 0.013∗∗∗ 0.015∗∗∗ -0.013∗ 0.009∗∗

(0.002) (0.004) (0.002) (0.002) (0.006) (0.003)
nobs 28127 22982 47959 15370 7861 13269
R2 0.098 0.255 0.072 0.124 0.067 0.115
dfres 28093 22949 47923 15338 7828 13237
BIC 44236.54 57931.54 101870.14 12161.41 18240.83 25587.56
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

However, ordinary OLS estimation does not account for the selection bias, as companies
select technologies according to the future profit or productivity projections, that are unknown
to the researchers. We may also presume that estimation coefficients may be biased due to
unobserved shocks, and productivity, financial and managerial spillovers. Group selection
bias may occur if some internal or exogenous characteristics determine firm’s choice of
whether to adopt cloud technology or not (selection bias, Rubin, 2015). Therefore, we discuss
estimation biases and consider an alternative estimation method in the next sections.

2.5.2 Biases in estimations

Estimation of productivity effects may be subject to several biases arising from reverse
causality or confounding issues. For example, firms with better management may be more
likely to use new technologies (Andrews et al., 2018a) and may be more productive as a
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result (Bloom et al., 2012). Several papers on the causal effect of digitalization (Acemoglu
and Restrepo (2020), Cette et al. (2021)) apply various empirical strategies to deal with
omitted variable bias and reverse causality, for example, instrumental variable approach and
2 stage least squares, using sectoral availability and advance of the technology.

Moreover, the econometric analysis of the question is being jeopardised by several
challenges: reverse causality (is productivity increased thanks to adoption of the cloud or
adoption just becomes easier for high productivity growth firms); productivity spillover effect
(is productivity higher due to within firm adoption or because of benefits of operating in
highly digitalised industries). The study performed on Orbis database and Eurostat Digital
Economy and Society database has found that both industry level spillover effects and
individual within-firm adoption has significant productivity returns for firms (Gal et al.,
2019). The authors also did a verification for reverse causality suggesting that it does not take
place (see also Gal et al. (2019) and Cho et al. (2022) for a discussion of these issues). We
attempt to take account of reverse causality in Chapter 4 through a before and after research
design linking firms’ resilience to the consequences of the Covid-19 pandemic to their prior
use of digital technologies, including cloud service. Before doing so we need to address how
to measure another important digital input related to skilled labour (Section 3).

2.5.3 Advanced Propensity score matching for multilevel data with
time-varying treatments

In order to better address estimation bias issues we decided to proceed with advanced
propensity modelling methods using multilevel (panel) nature of our data gathered. Multilevel
propensity score matching attempts to balance observations on group level (years and entities
in our case). Although not commonly used in economics, this methodology is popular among
statisticians, following the pioneering work by Judea (2010). Clustered or group matching
ensures that ignorability assumption (no unmeasured confounders) holds by balancing treated
and untreated samples inside the same group. Without multilevel PSM it could be possible to
not account for group specific differences, thus balancing would be worse and conditional
independence assumption could be violated (Oakes, 2004). In general, "ignoring cluster
structure in both stages of propensity score methods is a very bad idea" and consequently,
multilevel structure should be accounted in “at least one of the two stages” and “preferably
in both stages" (Li et al., 2013).

Best practices for cluster (multilevel, hierarchical) PSM matching algorhithms suggest
that within-cluster or preferential approaches for propensity score matching provide better
matching balance if the cluster size is large enough (Cannas and Arpino, 2015). In order to
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preserve the cluster structure of the data as well as account for a time-dependant nature of
cloud adoption (which is another important confounder since the historical cloud usage could
determine company’s behaviour in the future), we would need to match companies rather
than company-year observations. Ideally, we would need to do matching based on the whole
"historical sequence" of observations for each company, but only with pre-treatment variables
used as covariates. In other words, we would need to do a propensity score matching with
included information about previous years cloud usage patterns as covariates.

We proceed with model to account for historical time structure as well as data with
heterogeneous distributions. Instead of direct cluster approach we account for variation of
covariates by using more flexible conditional distributions approach. The class of model
that we are using is referred to as propensity score matching with time-varying treatments,
called g-formula estimation. They allow to account for historical relation between covariates
and treatment and also allow estimating unbiased effect of the time-varying treatment. More
details about the methodology can be found in Appendix C.

2.5.4 Graphical representation of the causality paths

The common argument in the literature (Hernán and Robins, 2020; Judea, 2010) is that
any causality exercise would be easier to verify if all prior beliefs, hypotheses and causal
assumptions would be accurately charted out using directed acyclical graphs. Such graphs
show the path of believed (or proven) causal links in the process studied, and helps to visually
examine the structure and causal links of confounding variables. Such a process ensures that
we control for all possible confounders, that would help to decrease causal estimation bias.

Figure 2.15: Classical confounding scenario

The second step is an explicit procedure for the verification of causality identification
conditions, via the so-called "backdoor" criterion. Figure 2.15 presents a case with a classical
confounding, where cause (L) impacts both treatment variable (A) and output variable (Y).
Without controlling for the L, the impact of A on Y would be incorrectly estimated (it is
impossible to know what percentage of the improvement in Y is due to the impact of A and not
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L, and the simultaneous impact of L on A and Y causes misinterpreted correlation between
the latter two variables). Thus, a "backdoor" criterion suggests that causal connection can
be identified, if all back paths from A to Y can be blocked by conditioning on measured
variables ("confounders"). Thus, the causal effect is estimated as

∑
l

E(Y |A = a,L = l)Pr(L = l)

or in other words, by proper weighting or correction of the estimation process instead of
direct calculation E(Y |A = a).

The multilevel modelling literature argues that the graphical criterion is superior to the
classical one. Consider the example presented in Figure 2.16. There are two unmeasured
causes, U1 and U2; L is associated with a treatment A (because they share a common cause
U2) and it is also associated with the outcome conditional on treatment (as it shares cause U1
with Y) and L is not a cause of A. Thus, according to the traditional definition of confounder
(based on estimated correlations), L is considered as one and should be accounted for.
However, backdoor criterion suggests that L is not a confounder, because it is not associated
with A and thus, all the association between Y and A is due to the effect of A on Y. Moreover,
conditioning on L would open backdoor path A < −U2− > L < −U1− > Y and thus the
effect of A on Y would be incorrectly estimated, because L would be correlated both with
A and Y. As a result, direct estimate E(Y = 1|A = a) would be correct and standardization

∑l E(Y = 1|A = a,L = l)Pr(L = l) would lead to biased estimate. This example shows
the crucial importance of the prior researcher’s knowledge of the structure of the process
studied. Expert knowledge can be used to avoid adjusting for variables that may introduce
bias (Hernán et al., 2002).
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Figure 2.16: Example of collider bias

2.5.5 Towards a graphical model of cloud adoption

In order to verify identification, following Hernán and Robins (2020), we would need to
graph the process of how companies decide to adopt the cloud. Thus, we start with the
literature about cloud adoption models and frameworks, extensively developed in managerial
research. Some research papers concentrate on how cloud adoption is driven by management
decisions inside of the company (technical or operational change makers inside the company),
followed by further cloud adoption steps backed by the success of previous steps and financial
investments into the process. For example, the cloud adoption model by Trivedi (2013)
suggests four stages which characterize a generic cloud adoption path.

Thinking about the cloud is the initial stage when a firm becomes aware of cloud
technologies and realizes its potential and general suitability. We may comment that this
stage may coincide with our cloud adoption indicator being 1, if the company decided to
experiment with the cloud technologies either by internal decision or by the influence of
the external media resources, advertisement or because of the advice from external auditors,
contractors or other contacts. There are several important characteristics of the company at
this stage:

• IT department (if present) is seen as operational management node, which requires
significant expenditure, budgetary goals, and not perceived as an income source.
Different IT functions are not diffused across local business units and central unit.

• inconsistent IT governance and standards, heterogeneous products and services are
used across divisions.
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• lack of policies and standards. No common ground on policies and standards across
firm subdivisions. Such diversity results in large inefficiencies, sub optimal utilization
of products and services, and long product cycles of provisioning of some changes.

The next stage of the company’s cloud journey is initiating the cloud adoption. We
need to say that this stage may not include cloud hosting, but we believe that it is present in
most of cases due to the cost savings and convenience of . keeping all the firm’s servers at
the same place and from the same vendor. As a result, we assume that this stage, if achieved,
would be characterized by the cloud indicator being positive. Important firm characteristics
at this stage:

• Broad executive support triggers the cloud adoption and initiatives

• Clear definition of needs, goals and budget is needed at this stage

• Clear roadmap needs to be developed, as complicated and long cloud adoption process
requires common vision of direction in which changes are made.

• IT governance is analysed and reshaped according to cloud strategy

• Hardware and software is standardized in order to provide a ground for efficient,
scalable change management

The third stage is a cloud creation. This is an advanced stage of company’s cloud jour-
ney, where we believe that our cloud indicator would indicate the company as a "cloud
adopter".The stage is characterized by next few points:

• Service standards are determined, as cloud is a service based paradigm

• Rethinking about portfolio of programs and solutions that are used, combining and
integrating them together to create smooth and efficient business workflow. Retiring,
refactoring, recreating, retaining processes are involved.

• Communication, incentives, training, resistent management, reinforcement

• Process analysis and improvement initiatives. To make complicated business system
efficient with cloud introduction, analysis of the systems needs to be done

• Vendor retraining. As changes may impact the way how the company interacts with its
vendors, some important changes may come on side of 3rd parties

The last phase is riding the cloud. This is a "proficiency stage" of the cloud journey, where:
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• early adopters inside the company act as ambassadors for the program

• change management

• co-existence of legacy and cloud environments

• centres of excellence

This concise framework helps to frame out several important factors the influence cloud
usage pattern for the next year for the company - internal success with the cloud adoption,
availability of skilled or trained labour, financing viability, quality of internal management
and existing management practices, and availability of legacy software. Logical conclusions
are supported with another literature which studies factors that influence cloud adoption
decision (Figure 2.17).

Figure 2.17: Factors that positively (arrow up) or negatively (arrow down) affect firm’s
decision to adopt cloud.Source: AWS (2017), Berkley et al (2014)

To generalise, we aggregate business, people, governance and security perspective into
an influence of management inside a company; operations perspective into an impact from
external market, platform perspective along with lock-in influence as an impact from previous
cloud usage experience. As a result, we are getting a causal map charted in Figure 2.18. The
edges describe factors that influence each other and productivity in previous and current
periods. K is capital, L is labour, C is cloud usage, P is productivity, Um is cloud adoption
market state, Uq - unknown management practices (quality of management practices) inside
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a firm, role of technologies and general software use. t and t-1 subscripts stand for the current
and previous time period.

Figure 2.18: Causal diagram of the cloud impact using directed acyclic graphs

First of all capital and labour has causal effect on productivity as per the standard pro-
duction framework (Kt− > Pt and Lt− > Pt links). Cloud influences productivity directly
through the financial and productivity channel (Ct− > Pt), and indirectly, through the in-
tangibles channel (or quality of internal management in our generalized model, Ct−1− >

Umt−1− >Uqt− > Pt) and labour-augmenting automation channel (Ct− > Lt− > Pt). We
also account for firm fixed effect as the firm’s individual business practice would be partially
determined by it’s business history and as a result, output flow and productivity would be a
path dependant individual process for every company (Pt−1−> Pt). Finally, productivity in
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the previous year impacts internal management decisions, and decisions to use or improve
usage of the cloud in particular(Pt−1−>Uqt ,Uqt−1−>Ct)

Obviously, capital is a path dependant variable, thus, capital in previous period partially
determines the amount of capital in the next period (Kt−1− > Kt). We proceed wih Olley
and Pakes assumptions (Olley and Pakes, 1996), that capital in the current period determines
the quality and amount of the main labour (Kt−> Lt), as well as it impacts the quality of
management practices (Kt−>Uqt). Quality of labour also determines the extent to which
cloud technologies are used (Lt−1−>Ct). Here we think about the quality of management
practices as an aggregated force. Firstly, it is another "type" of labour that participates in
the production process (management part of the workforce, software and tools other then
cloud). Secondly, for the purpose of concise graph, we put intangible capital here as well
(internal practices, know-hows, practices and knowledge). We suppose that Uqt follows an
autoregressive path, as previous knowledge and practices accumulated in the past period
would be used in the next period as well (Uqt−1−>Uqt).Quality of the management practices
is ultimately one of the determinants of firms’ success and it’s productivity (Uqt−> Pt)

Usage of cloud technologies, as well as management level would impact number and
quality of employees hired (Ct−> Lt and Uqt−> Lt). We are also adding external market
impact (pressure applied on the firm’s decision to adopt cloud, caused by clients or competi-
tors pressure, marketing effort and general market trends, Umt). Cloud adoption in previous
period adds to the market state, which in turn impacts management decision in next period
(Ct−1− > Umt−1− > Uqt). Market state follows auto-regressive process (Umt−1− > Umt).
Due to the market competition and all other market mechanisms, market impacts the pro-
ductivity of the company (Uqt−> Pt). Management decision to use cloud is determined by
(Uqt−1−>Ct including such factors as possible lock-in effects and inertia). We use industry
level aggregated cloud usage as a proxy for market state. Unobserved management practices
and IT stock, as well as unknown technologies used inside of the company would create
confounding bias, due to simultaneous impact on cloud usage decisions and productivity
of the company. We should be mindful of this unobserved effects and point towards deeper
analysis of the question through combining much more granular and wider data on tech-
nologies and management inside of the company. Analysis of the directed acyclic graph
suggests that controlling for C,L,K,P,Umt in current and previous periods controls for almost
all confounding effects, thus satisfying backdoor criteria mentioned earlier (provided we
ignore unknown management impacts).
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2.5.6 Estimation results

We use gformula R package to perform g-formula estimation for end of followup continuous
outcome measurement (see Appendix C for methodology details). We measure labour
productivity at final year for each firm given all historical cloud usage statistics. We construct
covariate models given our directed acyclic graph, ignoring confounders for which we have
no data Uqt .

kit = kit−1 + pit−1

lit = lit−1 + cit

umit = uim−1 + cit

cit = pit−1 + lit−1 + kit−1 + cit−1 +umit−1

pit = pit−1 + lit + kit + cit +umit

We use the data for 2017-2019 due to the fact that model requires full set of observations
for each subject for each year, and the period taken contains the highest numbers of full firm
- year runs. The subset used contains 466787 firm-year observations (Table 2.8).

Table 2.8: G-formula estimation results (years 2017-2019)

g-form mean Mean ratio Mean diff Std E. P-val l 95% u 95%
Natural course 1.07 1.04∗∗ 0.04 0.02 0.00 0.01 0.06
Never Treat 1.03 1.00 - - - - -

The results suggest that the cumulative effect for is about a 4% in productivity increase
for the average firm observed during 2017-2019. The 95% confidence intervals suggest the
productivity increase could be between 2% and 6% for all firms observed. These results are
consistent with previous estimations that suggested additional productivity effect for cloud
adopters of about 1% each year. We also provide results of estimations by firm size cohorts
(Table 2.9).
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Table 2.9: G-formula estimation results by firm size cohorts (years 2017-2019)

Micro Small Medium Large
Mean difference 0.07∗ 0.04∗∗ 0.02∗∗∗ 0.02
Std. E. 0.02 0.01 0.00 0.01
P-value 0.00 0.00 0.00 0.10
Lower 95% 0.03 0.03 0.01 0.00
Upper 95% 0.11 0.06 0.03 0.04
nobs 127035 49459 16861 161039

The results obtained by firm size groups are also consistent with the previous models and
are aligned with the literature, suggesting that smaller firms are able to reap more benefits
from the cloud adoption, and large enterprises do not experience high impact from cloud
computing.

Table 2.10: G-formula estimation results by industry (years 2017-2019)

manuf retail it educ construction entert
Mean difference 0.03∗∗∗ 0.01 0.03∗ 0.03∗∗∗ 0.06∗∗∗ 0.02∗

Std. Error 0.01 0.01 0.01 0.01 0.01 0.01
P-value 0.00 0.26 0.03 0.00 0.00 0.02
Lower 95% 0.03 -0.51 -0.04 0.03 0.06 -0.03
Upper 95% 0.03 0.52 0.09 0.03 0.06 0.07

2.6 Conclusion

This paper presents one of the first sources of data about the cloud usage in the UK that
includes a long time element for a large cross section of companies. Web scraping techniques
were used as a tool to obtain data on the usage of the cloud technologies. Our regression
results support the notion that the use of cloud services has a positive impact on firm’s
productivity. However, this impact is not instantaneous, and the data suggests it takes some
time for the positive impact to emerge. Firms that used cloud technologies earlier enjoy
higher benefit than later adopters.
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We present evidence that cloud computing technologies are mostly useful for smaller
companies that face high fixed costs in investing in traditional ICT hardware and software.
Cloud facilitates experimentation and drives down R&D costs, providing companies with fast
and cheap ways to learn about their needs while avoiding irreversible investments. As a result,
lower entry barriers drive creation and expansion of businesses and increase production. Our
results suggest a negative impact of using cloud for the largest firms. This might be due to
more coordination issues for these companies, as well as security concerns.

Haldane (2017) suggests that there is a high dispersion between low-productive and
high-productive enterprises in the UK, and the gap is 80% higher than in other counties. High
degrees of heterogeneity might be partially explained by the impact of new technologies on
"winners and losers in the knowledge economy" (Riley et al., 2011). Our results on cloud
services suggest that technology may also have a role in narrowing the gap between the most
and least productive firms. The impacts of cloud on productivity, although significant, are
still quite small and so this narrowing may not yet appear in aggregate productivity statistics,
which are subject to a host of influences. However, the literature on previous GPTs that
emphasise lags between adoption and benefits to firms suggest that an impact on aggregate
productivity may be observable in due course.

We envisage that cloud computing should inevitably inherit some of the specific per-
formance drivers from traditional ICT, such as generating substantial spillovers (in forms
of knowledge sharing, network effects, acceleration of innovation). Further research is
required to investigate these aspects. For example, matching our cloud indicator to skills data
derived from job platform data should shed some light on the skill requirements of these new
technologies. It would also be useful to investigate links with intangible capital.

While there are some limitations of the current research, such as no data on cloud
investment levels, this work constructs a unique longitudinal cloud indicators database. The
dataset covers 12 consecutive year periods. Unlike existing data about cloud usage in the UK
(e.g. ONS E-commerce survey), which are based on small samples, our data is the first one
that allows to study the evolutionary impact of cloud technologies for a large sample of firms.
Given the growth trajectory of cloud technologies, the Office for National Statistics might
consider developing more comprehensive measures of cloud adoption and use. The data
produced in this paper may prove useful in backcasting these measures to develop historical
series.

Gal et al. (2019) suggest that while governments should promote better technology spread
via rolling better high speed broadband and upgrading the skill pool, policies should also
take into consideration unequal effects of digitalisation, which may lead to a slowdown
of productivity (Andrews et al. (2016), Decker et al. (2018)). Peña-López et al. (2014)
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found that that cloud can become an important tool for innovation and development of new
products and services. Cloud development should also be supported by relevant policies
in promoting further development of cloud services, for example, removing unnecessary
legal and regulatory barriers, encouraging the development of open interoperable standards
and protocols in technologies, expanding and supporting the development of broadband
network infrastructure, and maintaining appropriate security and risk management standards
to mitigate potential technological risks and threats while ensuring adequate privacy control.

A more specific aspect relates to government policy on capital investment. Andres
et al. (2020) studies how government policies targets capital intensive developments. It was
found that most of the policies exclude digital services, like cloud. According to this study,
the Annual Investment Allowance in the UK which targeted hardware capital acquisition,
decreased the propensity to adopt cloud by 7-12%, since it was targeted at firm investment
in own capital assets, rather than intermediate purchases such as cloud services.Thus, new
policies are needed, that would stimulate different service-led knowledge growth investments.





Chapter 3

The use of online job sites for measuring
skills and labour market trends

3.1 Introduction

During the pandemic caused by the coronavirus (COVID-19), economic and policy decisions
were often being made without up-to-date data about the current state of the economy.
Therefore, national statistical offices had to produce data at a higher frequency than usual
and use new sources of information in order to help governments in making more evidence-
based decisions. The need for new and more timely data was raised not only by economists
(Boin et al., 2020) but also by researchers connected to the health care system (RSC, 2021).
Glassman et al. (2020) suggests that the use of open-source data will help researchers to
make more accurate models based on real-time data, which, in turn, will enhance public
policy decision-making. Thus, exploration of the usage, scope and potential benefits of new
online data sources is one of the current priorities of the Office of National Statistics (ONS),
building on work they have been undertaking that started well before the pandemic.

This paper reports on an audit of online sources of information on skill demands by
employers that fed into ONS work on measuring human capital. The aim was to explore a
range of potential sources of statistics and provide examples of how these sources might be
utilized to produce more timely estimates of labour market trends and demands for skills.
An important output of this research was a measure of technical skills that are employed in
the next chapter of this thesis. Section 2 starts with definitions and an overview of online
sources for job demand statistics. Section 3 and 4 present a summary of the market for
online vacancies and describes features of the platforms studied including their audiences,
statistical representativeness and biases of the data. Section 5 discusses data collection
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and data preparation, including source access policies. Section 6 outlines the modelling
approaches which the author used to gain information on skills from job boards. Section
7 discusses the data obtained, methods to aggregate and visualize online job posting data
in order to obtain valuable and innovative insights on the job market. Wage prediction
regressions were estimated for as an illustration of a potential use of the data. An earlier
version of this paper appeared as an ESCoE technical paper (Romanko et al., 2022).

In comparison to a commonly used labor market data providers, current study underscores
the potential of direct online web scraping as an alternative method for data acquisition. By
doing so, we aim to shed more light into the data collection process for broader research
possibilities. A notable concern with existing data providers is the lack of transparency in their
methodologies and decision-making processes. Through our research, we provide insights
into the standard procedures employed in processing online job posting data. Furthermore,
we highlight the benefits of online job postings, such as their timeliness, wide coverage, and
substantial sample size. At the same time, we also address potential challenges, including
biases, self-selection issues, and concerns related to spam and data duplication. This article
serves as useful guide for understanding the nuances of leveraging online job postings as a
valuable resource for economic statistics.

3.2 Overview of sources

Since its emergence in the early 1990s, online job postings have actively spread across the
World Wide Web. Online form of advertisements have numerous advantages in comparison
to their offline counterparts: ability to display relevant and personalized offerings, large
coverage of postings, no geographical constraints, and better cost efficiency, Manyika et al.
(2015), Koshy (2017). Nowadays, different forms of job sites have emerged, starting from
the simple ‘careers’ section of companies’ websites, ending with job aggregator platforms
that bring all data sources together in one place for job seekers. Job boards can be divided
into seven types, which we describe below.

A job board, also commonly called a job platform or a job portal, is a website that deals
specifically with employment or careers. A job board enables employers to publish job offers
for a position to be filled. For their search, job seekers navigate through different websites in
order to find a job. A generalist job board is a job site that is not sector or position-specific,
i.e., it represents all kinds of positions or sectors. There is a large number of generalist job
boards operating in the UK1. On the other hand, a specialist job board is a job portal focusing

1http://www.reed.co.uk; http://www.monster.co.uk; http://www.cv-library.co.uk; https://www.totaljobs.com;
http://www.jobsite.co.uk
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on one type of sector or position, e.g., a job board specialized in IT-related jobs or a job
board only for sales people.2 A news/classified website displays news or classified ads and
has an employment section. Nowadays, all the local and national newspapers and classified
websites have a job section.3.

An employment office or an employment agency is a national organization that displays
job offers and matches employers with employees. In some countries they are public, and
in others they are private4. An aggregator platform or a metasearch engine is a website that
aggregates job offers from multiple sources such as job boards, employers’ career websites,
online classifieds and associations’ websites. The best known are Indeed, LinkedIn and
Adzuna, a platform which we discuss further below5.

A job board can be local, meaning the job board only covers a region within a country,
e.g., only New York State in the USA. They can also be national, operating at a national
scale or multi-national, meaning it covers several countries, e.g., a job board operating in
the whole of Europe. There are several business models used to post online job vacancies
(OJV). Online job portals can be purely “scraped” from other websites and portals. Online
job portals can also have vacancies placed directly by employers and recruitment agencies.
Many portals are a combination of these two. Portals can also represent a specific niche or
sector and sometimes employers have their own job portals.

An employer review website is a website where current and past employees from a
specific company write reviews about their experience within the company. They can give a
grade and post comments about their experience. Glassdoor USA is one of the most popular
employer review websites.

It is worth noting that social media sites are increasingly popular with job seekers.
Professional social platforms (like LinkedIn) as well as Facebook and Twitter are being
frequently used as alternative workforce search sources. The current study concentrates on
conventional online job posting sources while outlining some social platforms’ trends.

3.3 Job boards

Skills and labour market trends
2A few examples of specialist job boards for IT jobs are CWJobs (https://www.cwjobs.co.uk), TechnoJobs

(https://www.technojobs.co.uk) and ITJobBoard, (http://www.itjobboard.net). Other examples are CharityJob
(http://www.charityjob.co.uk) for the charity sector jobs, Ecruit (https://www.ecruit.com) for engineering; and
UpWork (https://www.upwork.com), a specialist freelance job board.

3for example, jobs on Guardian news site (http://jobs.guardian.co.uk) or NewsNow job classifieds
(https://www.newsnow.co.uk/classifieds/jobs)

4https://findajob.dwp.gov.uk; https://www.jobcentreguide.co.uk
5https://www.indeed.co.uk; https://www.linkedin.com/jobs; https://www.adzuna.co.uk
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The main factors that have led to changes in the labour market and demand for skills
within occupations during the past few years are digitalization and the need for digital
skills; growth of service economy jobs; the interplay between services, technology, and
media; globalization; environmental changes and ageing societies. These factors, according
to research by Cedefop (2018) carried out for the European Centre for the Development
of Vocational Training (Cedefop), account for skills shortages and skills mismatch, two
of the largest pitfalls in the employment market. According to Cedefop (2018), half of
UK employers report skill under-use. The biggest shortage is seen in areas like science,
technology, engineering, math (STEM) and qualified technicians. This is exacerbated by a
trend named “convergence of technologies”, which involves narrowing the gap between IT
and natural sciences: for example, areas of biology, such as bioinformatics, rely heavily on
informatics and computer technologies.

Because of these trends, job candidates with specialist and technical skills are among
the most difficult to hire on the UK job market. A rising demand is observed for highly
skilled white-collar workers, managers, professionals, and associate professionals, as skills
shortages are the most severe problem in these categories (CIPD, 2017). Individuals are
changing jobs more frequently as well and this trend appears to be worsening in the face of
Brexit. Some of the most common approaches that employers use to manage recruitment
challenges are sponsoring relevant professional qualifications, up-skilling existing employees
and recruiting candidates from different sectors or industries.

The labour market in the UK is considered liberal by international comparisons, especially
in regard to flexible working conditions, with increasing shares of temporary and fixed-
term contracts between employers and employees, more zero-hours contracts and more
self-employment. According to Panorama (2012), an increasing share of occupations in
real estate, professional, administrative, social, food and education-related sectors have
flexible working conditions with this trend forecasted to increase over the period 2015-2025.
Therefore, these trends can boost the extent to which society in the UK uses online job
vacancies (OJV) websites.

The job board marketplace
According to the information reported in Cedefop (2018) and Emsi (2019a), online

job portals contain about 80-85% of all job postings. The missing ones are mainly low-
skilled jobs, where employers use traditional methods of recruitment (newspapers, local
ads in shops, word of mouth). Another gap is in the area of the most senior-level jobs
because such advertisements are rarely made public, but instead, recruitment is made through
agencies. Public and not-for-profit organisations are those that particularly favour corporate
websites, newspapers and specialist journals. Firms in the private sector are more likely to
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use recruitment consultants and professional websites. Among the most effective methods
for acquiring new employees, common in manufacturing and other production industries,
is word of mouth, although employment law requires all posts to be eventually advertised.
Other firms like to use referral schemes. According to Cedefop (2018), there are obviously
some persistent differences across sectors; for example, virtually all IT jobs are online, while
others, for example, retail rely more on offline sources.

From the point of view of employers, commercial job boards are the best instrument
for hiring middle management personnel, specialists, technical and administrative employ-
ees. About 15% of employers extensively use professional networking sites (for example,
LinkedIn). According to CIPD (2017), when choosing a recruitment instrument or recruit-
ment partner, four of the most important factors are access to highly skilled candidates, cost
of an instrument, specialist knowledge, and existing relationships. CIPD (2017) describes
methods of attracting candidates by job type: recruitment consultants and own corporate
websites remain the most used, however, professional networking sites and commercial job
boards are also important.

Additionally, about 40% of recruiters in the UK use social media in the recruiting process.
As illustrated in Figure 1. Facebook and Twitter are the most popular.
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Figure 3.1: Social media channels used by recruiters. Own compilation. Source: Brugia and
Babrauskiene (2019)

The UK is among the leaders in Europe in the spread of the Internet usage according
to the EUROSTAT ICT Survey of Households and Individuals 6. Thus, it is likely that the
average UK household uses the Internet for job search more than in most other European
countries. Figure 3.2 shows the most frequent modes of job search and reveals that job
seekers use a wide variety of methods. According to a JobBoardDoctor survey, reported in
Dickey-Chasins (2013), the top four methods for finding jobs were job search engines (57%),
general job portals (46%), general search engines (39%), and recruitment/staffing agencies
(35%). 52% of candidates used job boards to locate jobs, then applied for those jobs on
company career sites. 70% of respondents were more likely to apply if salary information is
included. Out-of-date and irrelevant jobs are at the top of the list of most frustrating aspects
of job boards. According to Andrew Hunter, co-founder at Adzuna, “advertised salaries have
never been higher. Competition for roles has never been lower. This means now is a great
time for skilled [employees] to go all in and push for higher pay.” (EmployeeBenefits, 2019).

6https://ec.europa.eu/eurostat/cache/metadata/en/isociesms.htm
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Data from the EUROSTAT ICT Survey of Households and Individuals shows that higher
qualified people are much more likely to use the internet than those with low qualifications.

Figure 3.2: Methods that are typically used for the job search in the UK. Source: Own
compilation based on Dickey-Chasins (2013)

3.4 General information about job boards of interest

In this section, we summarize the findings about the online sources of job postings. We also
discuss the Emsi Burning Glass platform which is a leading provider of a real-time labour
market data products and analysis.

The audience for job boards
The main audience of the job boards in the UK consists of UK citizens, although some

such as LinkedIn attract a small proportion of non-UK users. The gender imbalance of
visitors to platforms is generally small and constitutes on average about 10% more males
than females7.

The age distribution among users is relatively homogeneous among all platforms, with
younger age groups more likely to use these sites. However, all age groups are represented
(Figure 3.3). Although there is a well-known digital skill gap among an older age group
in the UK (Mortimer and Green, 2015), the percentage of “internet non-users" is gradually
declining. Also, older workers are less likely to be seeking jobs as they head towards
retirement.

7own calculations based on the data from similarweb.com
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Figure 3.3: Age distribution of job platforms users. Source: own compilation based on data
from similarweb.com

We compared job postings from platforms and vacancy surveys, using the CIPD (2017)
industry classification. The data are taken from the ONS vacancy survey and online data
from job boards postings for September – November 2019. Results shown in the next chart
confirm that some industries are overrepresented, for example, IT, finance and insurance,
education, human health and social work sectors (Figure 3.4). In comparison, agriculture,
manufacturing, construction, mining, public administration are underrepresented in the
online job postings compared. It is believed that these types of jobs are easily filled without
needing help from online boards or hiring agencies, or jobs of some types are posted on
specialized sites only. Moreover, according to Lassébie et al. (2021), there is a higher rate of
missing information (about skills, etc.) in job postings in those sectors. These findings are
also consistent with similar research using other data sources (Cammeraat and Squicciarini,
2021).
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Figure 3.4: Comparison of sources for job vacancies. Source: own compilation

Possible biases in job postings, skills and salaries
There are some biases in the advertisements present on job boards due to the data

generation process. First, not all jobs are advertised through job portals. As noted above,
employers can use several equivalent channels in order to advertise jobs: newspapers, radio,
ads on the street, word of mouth. Some of the low-skilled positions can be automatically filled,
while management positions often require a more thorough search, incorporating several
channels for the advertisement. For example, there is an evidence of underrepresentation
of low-skilled occupations and overrepresentation of high-skilled ones (Cammeraat and
Squicciarini, 2021). There are also regional discrepancies according to CEDEFOP (2019).
The South-East of the UK generally experiences the highest rise in salaries and demand
for workers, while Wales is the only region to show a downturn in these statistics. There
are also likely to be educational biases with degree level postings more frequent than lower
educational levels, Carnevale et al. (2014).

A potential important source of bias is the difference between skills that are advertised
and skills which are demanded. This can lead to understating (Livanos and Núñez, 2017)
or exaggerating (Bulmahn and Kräkel, 2002) of the variety of skills needed for a specific
position. This could be due to a lack of experience or resources. For example, employers
(especially small firms) do not necessarily have the qualifications to accurately assess job
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requirements (Lettmayr and Nehls, 2012) and lack dedicated human resources departments.
In addition, many enterprises use an experimentation mechanism: they try to address the
skills mismatch problem by balancing their employment decisions between an external search
for skills and internal training (on-the-job training substitution, as discussed in Livanos and
Núñez (2017)). This can lead to employing personnel with different skills match rates. As a
result, the actual skill sets of employees that are hired may substantially differ from advertised
skill sets.

There is also an issue that basic and non-cognitive skills might not be asked for explicitly
in the advertisements for some types of jobs because there is an assumption that potential
candidates will always have them. For example, many high skilled jobs might not ask for
knowledge of ‘Microsoft Windows’ as there is an assumption that applicants would have
these basic skills, given they often feed into higher-level skills, e.g., knowledge of ‘Python’.
In contrast, advertisements for low skilled jobs might explicitly state ‘Microsoft Windows’
skills as essential, as it is not automatic that those applying would have these skills.

Only about 50% of job postings contain salary information and this can potentially lead
to a substantial bias in analysis that uses earnings data. Job postings that do not specify
salary ranges usually mention that salary is either competitive or a subject to negotiation.
According to Glassdoor (2019), the advertised salary shows the range, which is convenient
for employers. If candidates receive job offers with lower or higher salaries, this is most likely
due to the negotiation process whereby either the candidate proves that they deserve more,
or their skill level deserves a lower salary than the advertised range. It is possible in theory
to get a handle on the magnitude of this bias by cross-checking using the average salary for
different job positions in different sectors from Indeed Salaries or Glassdoor estimations8 It
was not feasible to pursue this cross-check in the current analysis given constraints on the
data access.

Finally, we need to emphasize that although online job postings could be used as a
proxy for the demand side of the job market and the demand for skills, some caution is
needed. While the data containing vast coverage of online job postings can provide great
insight on what employers want, limited conclusions can be drawn regarding the state of
the market for employees: there is no guarantee that all of the jobs advertised are filled,
or that exactly one employee was hired per one job posting (one job posting could help
to fill hundreds of positions). Consequently, a further source of information for the job
market supply side is needed to be developed in order to assess the timely changes in market
conditions. Furthermore, there is ongoing work related to the usage of the official Pay As
You Earn (PAYE) statistics (ONS, 2018), which could shed a light on numbers and trends

8https://www.indeed.com/salaries; https://www.glassdoor.co.uk/Salaries/index.htm
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in the actual employment market (which should theoretically be an equilibrium between
demand and supply trends).

3.5 Data collection and data preparation

There are several existing sources for online job vacancies data. Usually, a web scraping
of individual employers’ websites or aggregation platforms is carried out. The second and
third most prevalent method for the data extraction is the usage of application programming
interfaces that allow direct access to platform data (API’s) and web feeds (RSS) that are
provided by many aggregation platforms.

Alternatively, the data can be obtained via special data providers who perform the web
scraping as well. For example, the Office for National Statistics (ONS) started to use Adzuna
data for timely indicators of labour market dynamics during the COVID-19 pandemic.
Another well-known provider of online job vacancies data is Emsi Burning Glass (after
merging Burning Glass Technologies with Emsi9). The company uses programmed bots to
do a daily web scraping of over 40,000 sources and tracks about 3.4 million unique, active
openings. They collect daily data about active job postings, perform data cleaning, extraction
of metadata and structure information using natural language processing (NLP) and machine
learning models (Emsi, 2019b). Emsi collected about 40 million unique jobs posted online in
the UK since 2012 (Wheretheworkis, 2019)10.

There is no doubt that BGT has an advantage in covering the online job vacancies market
relative to individual web scraping. However, users need to balance this against the reduced
flexibility in terms of the way the information is extracted and structured. For example, whilst
BGT has its own proprietary algorithms to extract skills from the raw data, very limited
information is available on the models and methodology used (Lassébie et al., 2021). There
are many other online data gathering and data analysis initiatives from different organizations.
11

Next, we consider some of the methodological exercises that have been considered and
applied to the online job postings data as well as web scraping policies that regulate the data
retrieval from different platforms.

Web scraping
Several job advertisement platforms were parsed for job advertisements from companies

listed in the Financial Analysis Made Easy (FAME) dataset used in Chapter 2. For each

9https://www.economicmodeling.com/2021/06/14/emsi-and-burning-glass-merger/
10Available from: http://wheretheworkis.org/methodology.html
11For example the Open Jobs initiative from Nesta (2020), Institute for Employment Studies (IES,2020),

JobFeed platform from TextKernel (Textkernel, 2013), and Skills Panorama CEDEFOP (2021).
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company name, we searched for job postings from the given company. For every job search
result, we tried to address the company misspellings and the congruence of an employer name
in a job posting with the original company name from FAME. Additional verification was
introduced to account for the difference in spellings of company legal status (such as ‘limited’
versus ‘ltd’, ‘llp’, ‘llc’, misspellings etc.). Information on the job title, job description,
location, annualized salary, job type (permanent, contract-based, part-time) were extracted
from job postings on the websites. The job parsing was performed during the year 2019 and
yielded a sample of about 140,000 job postings.

Data cleansing
One of the initial steps performed while working with the online job vacancies data is

the normalization and standardization of several fields in the database. These can include
job titles, salaries, job categories, job location, etc. Normalization and standardization are
important in order to ensure consistency and unbiasedness of the data, to be able to apply
statistical procedures and modelling tools and to make sure that the data is representative and
of a proper granularity to serve the research. Our initial step was to normalize job title data
by matching job titles to the respective Standard Occupational Classification (SOC) codes
using SOC code classifier (ONS SOC codes). We created the set of words from the job title
both in our database and the SOC codes database. For instance, for the job position “Credit
Analyst” in the “Accounting/Finance” sector there would be the following set: credit, analyst.
We also construct a similar set by using occupational, industry and additional qualifier fields
from the ONS SOC codes database. For example, there is “Analyst, credit” entry in the SOC
database. This would be decomposed into analyst, credit. Finally, the best match between
the two databases is determined by the highest match rate between keywords.

The next important step of the cleansing process is to remove data duplication. This is
complicated by the fact that many companies use recruiting agencies (more than one, as a
rule) to help them find the right candidate: about 40% of US firms outsource their recruiting
process, according to Cappelli (2019). In turn, many recruitment agencies use the help of
subcontractors typically in India and the Philippines.

The problem with job vacancies posted by recruiters is that they often reword the job
specification and remove the company name. In order to get the biggest pool of CVs,
recruiters often post job descriptions that are vague. Recruiters are aiming to get the largest
possible number of people interested in the posting, because that increases the applicant pool
and increases the chance that they’ll win a commission by making a placement. The result
is that they will rewrite the job description, often adding keywords that they think might be
related, and end up posting a job description that is very ambiguous. On top of that, recruiters
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can use very generic job specifications, which can fit several vacancies, so they fulfil their
needs in the ongoing recruitment process.

As many company names in the OJV’s are missing, we do not exactly know whether the
two job postings come from the same company or not (for example, two IT companies who
are trying to hire the same sort of professional). Often employers advertise jobs that do not
exist, hoping to find people who might be useful later or in a different context. Usually, such
job adverts are available for a long period of time, in order to attract a sufficient number of
good potential candidates.

Another issue is that recruiters often involve themselves in “regional” spamming. Re-
cruiters can create dozens of different job postings based on one original job position. In fact,
if the position advertised offers remote or flexible working arrangements, recruiters try to
correct the behavioural biases of job seekers and increase the reach of online job vacancies.
As recruiting companies know that job seekers would search for a job only in their specific
region, they would produce job posting duplicates, based on all possible regions that can
possibly fulfil the job requirements. As a result, matching of job postings based on location
field becomes less reliable.

The basis of our approach is a mechanism for discovering when two documents are
"roughly the same"; that is, for discovering when they have the same content except for
modifications such as formatting, minor corrections and synonyms, webmaster signature, or
logo. Our algorithm also tries to account for recruitment spamming, by assessing the content
and context of postings.

Based on different tests and different algorithms tried (such as Doc2Vec, TF-IDF and
Simhash algorithms).12 we have found out that those algorithms commonly demand too much
of computing resources and are often not very reliable. Instead, simple heuristic approaches
for job adverts comparison and removal of duplicates proved to be an efficient and reliable
solution: by knowing typical duplication cases we were able to introduce customization into
the Simhash algorithms based on direct word-matching rates.

The next step in the cleansing pipeline is salary search and salary normalization. We use
regular expressions with the list of salary patterns (e.g., ‘Salary Amount £...’). We do not
specifically search for just numbers or amounts as there are various money amounts used
in job postings. For example, a job description may contain yearly bonus specifications,
turnover of the company or the cost of the project. Thus, in order to reduce false positives,
we also search for exclusion cases (e.g., phrases like ‘... referral bonus’) and exclude them

12https://towardsdatascience.com/detecting-document-similarity-with-doc2vec-f8289a9a7db7;
https://programminghistorian.org/en/lessons/analyzing-documents-with-tfidf; and
https://www.textkernel.com/newsroom/online-job-postings-have-many-duplicates-but-how-can-you-detect-
them-if-they-are-not-exact-copies-of-each-other/
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from the set of amounts. After the salary detection step, we perform a salary normalization.
We search for a salary modifier (per year, per month, per annum, etc.) and adjust salaries to a
yearly basis. We truncate outliers (too high or too low salaries) in order to reduce the number
of false-positive results. We also take averages of minimum and maximum salary if salary
ranges are reported.

As a last stage, we propose performing job locations normalization. We use location and
company identifier to bring extracted technical skills variable into modelling in Chapter 4. As
a location of job advert is a free-entry text field in most OJV platforms, location normalization
becomes an important issue. In order to observe regional trends and produce consistent time
series, we need to ensure consistency across regions assigned to the job posting. Due to the
unstructured type of the field, advert producers tend to specify heterogeneous information:
they can include ward inside a city (e.g., Aldgate), a city (e.g., Coventry), county (e.g.,
Oxfordshire), region (e.g., Greater London), country (UK/ nationwide/ overseas) or signal
a remote position. Consequently, it is a complicated task to normalize a region field to the
consistent level.

However, there is a simple yet elegant solution which involves the usage of modern
geographic information system (GIS) software. The authors propose to use Open Street Maps
which is an open-source online tool that provides access to crowd-sourced rich information
about geographical locations (streets, cities and towns, administrative boundaries, etc. -
see Figure 6). The information can be accessed using graphical interface and Application
Programming Interface (API) in order to programmatically access the data.

Figure 3.5: Open Street Maps user interface

Using the publicly available database, it is possible to find a geographical boundary of a
given county, city or a ward in the UK. Next, we choose the normalization level to which we



3.5 Data collection and data preparation 95

normalize to, for example, local authority level. We can load Postcode Area Lookup Files
and Postcode Area (PA) Boundaries13 and assign job adverts to them, using the next schema
(see Figure 3.6).

Figure 3.6: Principal schema for location field normalization

According to the schema, we first search for a given region boundary using Open Street
Maps database, then match it to the normalization level (Local Authority level in our case).
If the original area lies inside the local Authority area, we assign all job postings with that
area to our normalization layer. If the original area contains several local authority areas,
we randomly distribute job adverts within contained local authority areas. In this way, we
achieve a 100% match rate (compared to much lower rates when using text-level matching
methods) and highly consistent and reusable methodology which could be easily updated or
re-scaled to a new normalization level.

Anomalies detection as automated quality assurance
As a result of the unstructured form of the storage of online job vacancies data, the

resulting time series are noisy and are subject to outliers and errors. In order to ensure
consistency and quality of the output, a lot of manual effort was needed. If web scraping
algorithms produce data at regular time intervals, data consistency needs to be ensured at

13https://data.gov.uk/dataset/7ec10db7-c8f4-4a40-8d82-8921935b4865/national-statistics-postcode-
lookup-uk https://ideal-postcodes.co.uk/guides/postcode-areas
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every step when new information is added. Thus, we propose a simple automated anomaly
detection algorithm that helps to reduce the amount of manual labour needed for consistent
support and signals when there are suspicious outliers in the time series. After verification of
the several outlier detection algorithms (z-score based simple anomaly detectors, anomaly
detectors based on clustering algorithms and neural networks) we found a simple and
interpretable yet accurate algorithm for detecting anomalies in time series. It is based on an
Autoregressive Integrated Moving Average (ARIMA) model. Initially, the training part of the
time series is used to train the model and the rest is used to make predictions. Based on the
difference between the real and predicted value the algorithm decides whether the value is an
outlier. There is also a correction for implied volatility (which is historically calculated using
a moving window). The proposed algorithm effectively detects critically low or high points
in the time series which can signal a possible problem in the underlying data (Figure 3.7).

Figure 3.7: Anomaly detection algorithm based on ARIMA model. Note: we used SP 500
index for the visualization

Web scraping policies and legal issues
Websites may place restrictions on who can scrape their data, so researchers may have

to take steps to ensure compliance. The ONS uses web scraping as a data collection tool.
According to ONS (2018), “Use of alternative data sources is a key element of ONS’s strategy
for delivering statistics, analysis and advice, which helps Britain make better decisions.
Driven by this strategic imperative, ONS staff may use web scraping as an alternative data
collection mechanism that can complement and improve traditional forms of data collection
such as surveys.”
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We follow ONS approach that uses tailored security policies to treat the data: “Job portals
may have clauses in their terms and conditions pertaining to how we should treat any scraped
data. ONS will respect these clauses, which may imply that the data should be treated as
personal data according to the Statistics and Registration Service Act.” ONS also provides
clear explanations and motivations for its usage of the data: “Office for National Statistics
(ONS) will use web-scraped data solely for the purpose of producing statistics and analysis
with a clear benefit for users. Our overarching principle is to maximize this benefit for users
while minimizing the risk and potential impacts of scraping.”

To ensure that this is achieved, ONS adopts the following principles when web-scraping:

• seek to minimize the burden on website owners,

• honour requests made by website owners to refrain from scraping their website,

• protect all personal data in all statistics and research outputs and seek ethical advice
when scraping data that may identify individuals,

• apply scientific principles in the production of statistics and research based on web-
scraped data and consider other sources of data,

• abide by all applicable legislation and monitor the evolving legal situation.

3.6 Skills extraction and job parsing methods

What is a skill? Differences between skills, knowledge, competencies, technologies
It is important to establish clarification on what the term ‘skill’ means in the context of

our work. In general, we distinguish between knowledge, skill, technology and competency.
According to the Cambridge Dictionary, knowledge is "understanding of or information

about a subject that you get by experience or study”. In the present context, it is information
possessed and owned by an employee that helps him or her to understand tasks or the
environment of the job. Furthermore, knowledge ”can be further split into dependent
knowledge (practical and procedural) and context-independent or theoretical knowledge”
(WEF, 2021). A skill is a specific learned ability which is required to successfully perform
the job given. Examples of skills could include computer programming, speaking English or
French, etc. In comparison, technology is a set of knowledge and instruments that make it
easier to do a task (for example, Python, Microsoft Excel, Blockchain).

A technology is a “particular method by which science is used for practical purposes”14.
In the context of job vacancies, skills and technologies are often indistinguishable (when

14https://dictionary.cambridge.org/dictionary/english/technology
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recruiters search for the Blockchain specialist, they often imply not only the knowledge of
the technology but also the skills associated with the technology (often specific programming
skills). The last example highlights the fact that one needs some skills to access technology,
as well as some knowledge in order to effectively use it.

The same principle applies to Microsoft Excel. In order to use spreadsheet someone
needs to possess typing skills, basic digital skills (in order to know how to use a personal
computer), numerical and writing skills, as well as some knowledge of table representation
format, aggregation functions etc. We would define competency as “knowledge, skills,
attitudes, and/or personal traits demonstrated in a person’s behaviour that allows them to
achieve specific objectives in a work-related setting” (HRSG, 2018). Examples may include
teamwork, entrepreneurship and mentorship. The Blockchain and Excel examples listed
above provide a good set of competencies that are a result of specific skills, knowledge and
attitudes blended together.

ILO (2020) also distinguishes personal abilities as a separate skills group, defined as
“inherent and developed aptitudes that facilitate the acquisition of knowledge and skills”.

The importance of these definitions can be explained by the inevitable bias that exists
across these domains as some skills or competencies that are demanded would not be
explicitly mentioned in job postings. Our Blockchain example above clearly shows that in
some cases the specification of technology can substitute one or several skills specifications
(Blockchain technologies can substitute for programming, engineering and networking skills
in the job posting). In the same way, a ‘senior Python programmer’ competency can substitute
a list of basic Python skills. These skills are often mentioned in junior positions but are
avoided in senior positions due to the implicit industry assumption that senior specialists
would inevitably possess all the skills and knowledge that junior and middle programmers
have.

To summarize, there are many uncertainties and biases in skills, knowledge, technology
and competencies specifications in online job postings. In the current work, we use these
terms interchangeably and refer to all of them as ‘skills’.

What do taxonomies and ontologies actually mean
A vast research effort has been devoted to trying to classify and enumerate different

systems and approaches to the classification of skills. The systematization is called skills
taxonomy or skills ontology (see extended discussion in the Appendix F). The purpose
of an ontology is to identify and provide an explanation for the concepts, as well as to
provide links between concepts, content and relationships between them. Relationships
between the objects in an ontology can be context-specific and dynamic. Ontology is defined
as a set of representational primitives with which to model a domain of knowledge or
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discourse15. The representational primitives are typically classes (or sets), attributes (or
properties), and relationships (or relations among class members). The definitions of the
representational primitives include information about their meaning and constraints on their
logically consistent application (Gruber, 2008). In other words, an ontology defines and
outlines relationships between subjects in the domain area, in order to establish a common
standard of research structure and terminology.

Taxonomy, on the other hand, relates to ‘naming and classifying things such as animals
and plants into groups within a larger system, according to their similarities and differ-
ences’ (Collins Dictionary, 2021). A taxonomy is a hierarchical organization of objects or
knowledge within some domain, with the purpose of systematization of the area, structuring
the knowledge about the domain and providing consistent terminology for the concepts
inside the taxonomy. An ontology is perceived as a further complication of taxonomy. A
taxonomy contains definitions and hierarchical structure required to differentiate the subject
studied. However, a taxonomy does not contain relationships between them and often is
domain-specific only; whereas an ontology may contain several domains and include several
related taxonomies in order to describe the area of interest. Also, a taxonomy may not be
targeted towards the definition of primitives, and the level of grouping is often individual for
every taxonomy in the same domain.

A taxonomy is a fixed set of definitions and hierarchy between the concepts. Each concept
in the taxonomy usually has a one-dimensional relationship with other concepts (like Plant-
>Tree-> Fruit tree-> Apple tree) and encompasses a specific area of knowledge. However,
ontology can contain several interconnected taxonomies and context-specific relationships
which can be multi-dimensional. For example, an apple tree can be not only a part of the ‘tree’
taxonomy but also have a relationship with the ‘apple’, a part of the human food taxonomy,
or a taxonomy of geometric objects.

We discuss various skill taxonomies and ontologies in Appendix E. This reviews the
significant number of skill taxonomies that have been developed, which differentiate between
soft and hard skills, competencies and knowledge.

Skills extraction and job analysis
Cedefop (2018) developed a methodology for the analysis of online job postings. Data

were gathered for all 28 members of the EU, including the UK, and a frequency table was
developed for the identified word pairs representing skills. The European Commission’s
European Skills, Competences, Qualifications and Occupations (ESCO) classifications were
used. This research aimed to develop a detailed understanding of the change in demand for

15see a great example of ontology and its relation to taxonomy in http://www.hedden-information.com/wp-
content/uploads/2021/11/Turning-a-Taxonomy-into-an-Ontology.pdf
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skills, identifying the most relevant job portals and context for web scraping. They used
three sources of information (web scraping, crawling, and API of job platforms) and applied
machine learning algorithms for cleansing and data extraction. Their report describes the
process and techniques needed to gather information about skills required in the UK job
market. There is also an ongoing work from Nesta innovation foundation which aims to
utilize skills extracts and other information available from Emsi Burning Glass (Sleeman,
2017) as well as plans to create their own skills analytics engine16.

We aimed to create our own skills extraction tool, that would allow extracting skills from
the raw text of a job posting. The motivation for creating our own skills taxonomy is based
on the fact that no publicly known frameworks exist (at least as of the date of the current
research) that would allow one to mine the raw job postings data. This is needed in order
to efficiently extract a broad range of skills in various forms from the raw text in order to
provide useful insights for researchers. We created a Word2vec text mining model using the
Python Gensim library. The model structure and methodology were based on work by Le
et al. (2017) and several other open-source python repositories. As discussed previously, in
order to obtain a consistent skills extraction model, it needs to be trained on top of an accurate
skill taxonomy. The quality of a skill taxonomy is determined by its comprehensiveness and
methodological consistency.

We have chosen Dice taxonomy as one of the largest and most accurate taxonomies
concentrated on technical skills, and skills related to the use of new technologies constitute
the main interest of the current work. The Dice skill nomenclature is a data-driven set
of skills grouped by three hierarchical levels (Figure 3.8). The highest level represents a
particular skill area (for example, manufacturing skills). The second level contains skill
groups (e.g., enterprise resource planning (ERP) skills needed to work with special software
in the manufacturing area). The lowest level represents skills required in a particular domain
(for example, skills required to operate a specific ERP software, for example, Oracle ERP).
We must point out that the Dice is not the only taxonomy available – see the discussion
in the Appendix E. For example, see Djumalieva and Sleeman (2018) for an alternative
or the widely known ESCO17 or O-NET18 skills taxonomies. However, dice.com skills
nomenclature appears to be one of the comprehensive nomenclatures that was built using
a hybrid approach, i.e., using both data-driven (as in Djumalieva and Sleeman (2018)) and
experts driven approach (ESCO and O-NET). This combined approach preserves expert
verification of nomenclature, ensuring its consistency and quality, whereas the data-driven
part ensures that big data is used for continuous and timely improvement of the nomenclature.

16https://www.profinda.com/en/nesta-invests-1m-in-workforce-platform-profinda/
17https://ec.europa.eu/esco/portal/skill
18https://www.onetcenter.org/database.html
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Figure 3.8: Dice skills nomenclature for Manufacturing. Source: authors’ compilation based
on Dice skills taxonomy

In the current work, we do not distinguish between various types of skills (soft, hard,
etc.), technologies, competencies and skill-related tasks. More details on differences between
technologies, competencies, skills and details on alternative taxonomies can be found in the
Appendix F. The primary rationale behind this decision relates to the uncertainty with which
skills are mentioned in the job posting because employers can use both specific and general
skills inside job descriptions, and interchangeably use skills and tasks keywords inside the
job posting. Thus, we decided to capture all skills from three aggregation levels in the Dice
taxonomy. For example (see Figure 3.9), one job posting can contain specific mentions of
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financial modelling skills, and another one can mention having experience in finance (which
would imply a requirement for some skills inside the area of finance, as well as associated
financial software and tools).

Figure 3.9: Dice skills nomenclature for Finance. Source: author’s compilation based on
Dice skills taxonomy

The second stage of the model was to extract skills descriptions for each of the three
levels of the dice.com groups from Wikipedia (following recommendations by Zhao et al.
(2015)). Given the skill entry, we query Wikipedia to search for the skill and pick up the
best matching entry. The best entry is chosen using both filtering methods (dropping empty
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articles and prioritizing those with keywords of interest, e.g., software, knowledge, etc.)
and keyword-based weighting (if there are multiple entries left). Skills, along with skill
descriptions, were used to train the machine learning model, word2vec. As a result, about
11,716 individual skills were extracted. However, some skills include synonyms, e.g., python
knowledge and python experience.

The model can extract both acquired skills (e.g., tutoring) and technologies required from
employees (e.g., Microsoft Word). Another important feature of the model is the fact that
due to the special vector representation used in the model (Le et al., 2017), skills vectors
have a good representation and can be easily clustered and grouped together with similar
skills. Figure 3.10 provides an example of automatic clustering; we can see that, for example,
technical skills and competencies are situated in the yellow circle, and more strategic skills
are grouped in the pink circle. The improvement of the model, compared to the previous
work, is the usage of more advanced and best-of-practice word2vec model, FastText (2021)
continuous bag of words (cbow) model with 300-dimensional vector size, which has proved
to be one of the best tradeoffs between the accuracy and the size of the model (Yin and Shen
(2018); Tazzyman (2018)). In comparison to classical methods of skill extraction based on
n-grams analysis19, the current approach is more error-proof. The reason is that because of
cross-checking with Wikipedia, skills taxonomies are automatically checked by a large group
of people and the model can ’understand’ contextual meaning of words in the text (Mikolov
et al., 2013).

The model is used to detect skills from the raw text of the job posting, using the extracted
skill list. The skills extraction starts with stop words filtering, cleansing and lower casing the
input text. Then the algorithm produces n-grams which are pairs or combination of words
from the input sentence. The produced n-grams are then used to search for skill-related
phrases (e.g., Microsoft Word) and find corresponding skill candidates from the text using
the word similarity score (the score between skill candidate and skill in the model dictionary,
based on cosine score, following Jatnika et al. (2019)).

19N-gram features extraction is an algorithm to extract phrases or meaningful pairs of words from the raw
text. It is a natural extension of the bag-of-words approach, which is commonly used in standard natural text
processing tasks. See http://uc-r.github.io/creating-text-features for more details
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Figure 3.10: Skills clusters obtained via DBScan clustering algorithm

The general methodology of job parsing is aligned with the methodological work of
CEDEFOP (2021) and uses several important steps.

Ingestion. There are three sources of data available in general: web scraping of job
board websites, crawling of webpages (companies‘ websites), and using API provided by
the platform owner, to interact with the database of job postings directly. Currently, only the
web scraping method is used.

Pre-processing and Information extraction. This step includes merging of job ads
extracted from different platforms and deduplicating them (as different job platforms may
contain duplicates of the same job ad). The next part is cleansing of the advertisement, and
extracting useful information, like job name, job description, location, salary, job type. The
difference between the current approach described and the one in CEDEFOP (2021) is that
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in our approach, skills extraction and salary extraction and normalization models come from
machine learning. Cedefop uses the ML model only for their occupation classification. 20

Future improvements can also include building a Named Entity Recognition (NER) text
mining model to recognize new emerging skills. The model tries to contextually guess that
there is a “skill” word based on the sentence construction logic. This work can be informed
by Zhao et al. (2015) and Jaiswal (2018). Furthermore, using classification and clustering
models, it is possible to timely identify new emerging skills and skill forms (those that are
unlikely to be synonyms or another spelling forms to existing skills in the skills taxonomy
used, according to the ILO (2020)). Using a network analysis of different job postings, it is
also possible to statistically filter job requirements and skills, and create job classifications
(Djumalieva and Sleeman, 2018). Finally, following the work of CEDEFOP (2019), it is
possible to develop an occupation classification model.

3.7 Results and analysis

We extracted skills lists from every job posting with the help of the word2vec model. Skills
could be quite specific, such as Python knowledge, or more general skills associated with
sectors such as ‘manufacturing.’ Company names were matched between FAME and job
advertisement platforms, which involved adjustments to ensure correct matching. After that,
we employed machine learning models to extract skills from job postings, and extract and
normalize salaries. The last step was a records deduplication procedure. If two job postings
had the same job type, salary and location, the latest job posting was considered a duplicate.
The final sample characteristics are presented in Tables 3.1 and 3.2.

Table 3.1: Description of missing values in the dataset

Variable Missing Total Percent Missing
company name 0 140, 041 0%
description 0 140, 041 0%
job type 95, 614 140, 041 68%
job location 6, 661 140, 041 5%
job title 0 140, 041 0%
skills 70, 717 140, 041 51%
Yearly salary 73, 396 140, 041 52%

20See also Vassilev et al. (2021) for more details on model drawbacks and potential for improvement.
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Table 3.2: Description of numerical variables in the dataset

Statistics Number of skills Yearly salary
N 69324 66645
Mean 21 26500
p50 20 25304
SD 9 22573
p5 9 15000
p95 38 80000

We also provide a regional mapping of the number of job postings. We use postcode
districts due to the better match rates for various locations and better availability of up-to-date
postcode data.

Figure 3.11 suggests wide coverage of current dataset, with most job postings coming
from London, Bristol, Glasgow and Manchester.
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Figure 3.11: Number of job postings in the dataset. Natural logarithm scale. Source: own
compilation
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To visualize the dataset gathered, we employ several techniques. The first type of analysis
is a frequency analysis of the skills extracted (Figures 3.12 and 3.13). The most frequent
ones relate to general managerial and professional activities. According to the current subset
analysed, practical skills of using three packages from the Microsoft Office suite are among
the most popular skills. Knowledge of databases and cloud technologies are less frequent but
are still among the top required skills. The least frequently required skills tend to be very
specific, usually technical ones. For more extended analysis and methods, see Romanko and
O’Mahony (2022) and Vassilev et al. (2021).

Figure 3.12: The most frequent skills from job postings scraped
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Figure 3.13: The least frequent skills from job postings parsed

Using the Networkx framework in Python, we perform the analysis of skills co-occurrence
using undirected graphs. We draw a node representing the skill, and an edge between two
skills, if skills are found together in the same job posting. In Figure 3.14 we show an example
of the most frequent skills interconnected with Python. Larger node size represents the more
frequent occurrence of a skill and the shorter edge represents higher co-occurence of skills in
the same job posting. For example, the graph below tells us that Python and Cloud are both
frequent skills and co-occur together (because Python language is considered to be one of the
most common languages used in cloud solutions). In comparison, Python and PHP languages
are rarely used together, because they are commonly regarded as substitutes. Among job
postings scraped, specialists with Python skills are more required than candidates who have
knowledge of art.
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Figure 3.14: Skills used with the skill “Python”

We can observe from the previous figure that technical skills dominate. However, because
Python is among the most popular programming language, there are many other skills used
alongside Python in the same job position: analytical skills, writing skills, communication
skills. In comparison, more generic “management” skills accompany a demand for Microsoft
Excel specialists. Those management skills include accounting, strategy, finance, sales,
recruitment, etc. (see Figure 3.15). We can see that Microsoft Excel, Microsoft Windows
and Microsoft PowerPoint are frequently mentioned together, but general ‘Reporting’ skill is
mentioned more often than a specific Microsoft Excel skill. Microsoft Excel is mentioned in
1.9% of job postings while Reporting skill appears in 8% of adverts. We can see a visual
difference on the diagram, by comparing node sizes of ‘Reporting’ and ‘Microsoft Excel.’ It
is also possible to compare the co-occurrence of specific skill pairs. For example, ‘Microsoft
Excel’ and ‘Microsoft PowerPoint’ appear together in 1.7% of job postings (thus, they appear
closer on the diagram) while ‘Microsoft Excel’ and ‘Reporting’ appear only in 0.5% of
adverts (so they are displayed far from each other).
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Figure 3.15: Skills used with the skill “Microsoft Excel”

A detailed analysis of job titles and skills generally required for the job is another way to
analyse web-scraped vacancies, (Figures 3.16 and 3.17). The data-driven approach proposed
here can be used to refine standard occupation classifications used by official authorities and
compare standard theoretical classifications with actual information. From Figure 3.16 we
can see that Care Assistant job title is mentioned almost 800 times, Account Assistant title
is mentioned 350 times, Project Manager is mentioned 320 times (it is important to note
that precise wording of job titles was used, for example, Operation Manager and Assistant
Operations Manager jobs would be in different categories). Figure 3.17 describes the
frequency of skills mentioned for a Business Analyst position. Agile skills were mentioned
18 times, and reporting skills were mentioned 23 times; other highly demanded skills are
documentation, analytical skills, forecasting, etc.
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Figure 3.16: Most frequently used job titles
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Figure 3.17: Skills distribution for Business Analyst

Skills and Salaries
Finally, the analysis can be used to examine the magnitudes of price margins for each skill

required in job postings. Figure 3.18 illustrates the distribution of annual wages for workers
in the parsed dataset. We can see that the median salary is around twenty-five thousand
pounds per annum.
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Figure 3.18: Salaries distribution, per annum

As mentioned before, there are some unavoidable representativeness biases due to missing
salary specifications in around 50% of job postings in our dataset analysed. With that said,
the percentage of missing salaries is highly heterogeneous across different job positions
(Table 3.3). While more scrutinous research on job salary specifications needs to be done
(which is outside of the scope of the current paper), authors observe a smaller percentage
of missing salary specifications for highly standardized jobs. Vice versa, jobs with greater
ambiguity of work requirements and where the bargaining power of the worker is stronger,
have a higher percentage of missing salary specifications Acemoglu and Scott (1994).

One possible use of the data is to estimate the margin of each skill in the salary proposed
for the job. We report OLS regressions including skills and regional dummies (Table 3.19) -
please note that results are for illustrative purposes only and indicate trends in the data rather
than supporting any hypothesis. The most frequent skills were taken as independent variables
and the log of annual salary as the dependent variable. The constant is a base equivalent
to an average annual wage. To build this regression, all job postings’ salaries (for all jobs,
permanent and part-time) were converted to annual values.

From the basic regression, we can see that the highest price margin is present for manage-
rial skills – leadership, monitoring, strategy, accounting. Among the skills with a negative
margin, that drives the salary below the average, are Microsoft Windows, reporting, coaching
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Table 3.3: Percentage of missing salary information across the most frequent job titles

Title % missing salaries
Finance Manager 63%
Teaching Assistant 63%
Management Accountant 59%
Electrician 56%
Receptionist 56%
Chef 56%
Credit Controller 55%
Project Manager 55%
Assistant Manager 49%
Kitchen Assistant 46%
Administrator 45%
Business Analyst 44%
Accounts Assistant 44%
Vehicle Technician 36%
Customer Service Advisor 35%
Warehouse Operative 34%
Support Worker 33%
Recruitment Consultant 32%
Registered Nurse 26%
Cleaner 24%
Care Assistant 23%
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and consulting skills. These probably indicate low-skilled positions that require a lot of
routine and non-creative tasks, and thus, these positions are paid less. These might be affected
by the issue referred to in the section on biases in job postings above, that these skills may
be also required in high-skilled jobs but are not asked for explicitly. In addition, estimates
should be treated with caution due to the low percentage of postings reporting salaries, as
discussed above.
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Figure 3.19: OLS regressions to determine price margin of skills

Regressions and the analysis are provided for the illustration of a potential use of the
data. There are a number of econometric issues that would also need to be addressed in more
refined estimates. First, there are likely to be many other job features that account for salary
differences, for example, experience level, company-specific margin, etc. Further exploration
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would be required for observing industrial differences in salaries, as well as differences
in work arrangements. This suggests more robust estimation is required to include more
control variables and avoid omitted variables bias. Although adding such controls was not
feasible for the current preliminary study, in principle it should be feasible if the data from
job platforms were matched to other data such as company accounts or through extracting
information from company websites. In addition, there are issues relating to the collinearity
of skill types with many required in bundles rather than individually. This could be addressed
by including interaction terms between skills, or possibly the use of clustering techniques in
order to combine various skill groups (such as Principal Component Analysis21, k-means
clustering22, DBSCAN algorithm23, etc).

3.8 Cloud related skills

We investigate differences in skills required by two distinct groups of companies, those who
used cloud services in 2018 and companies that did not use cloud services in that year, using
the cloud measure developed in Chapter 2. By comparing networks for cloud and non-cloud
enterprises, we can spot different patterns of skill sets required by these groups.

As a first example, let us explore the finance-related skills and set of other skills, which
are mentioned in the job postings. Companies that were not using cloud services in 2018
required a range of reasoning and cognitive skills in addition to knowledge of finance itself.
Among those skills are Sales, Marketing, Strategy, Accounting, Budget, Forecasting, Pricing,
Reporting, Accountability, Banking, Consulting, Risk management, Compliance, Audit
(Figure 3.20).

21https://royalsocietypublishing.org/doi/full/10.1098/rsta.2015.0202
22https://www.sciencedirect.com/science/article/abs/pii/S0031320302000602
23https://dl.acm.org/doi/abs/10.1145/3068335
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Figure 3.20: Finance and related skills for non-cloud users in 2018

Among the firms that were using cloud services in 2018 there is also demand for more
technical skills like Query language, Analytics, Business intelligence, IBM Cognoc, SQL,
SAP in addition to the skills mentioned by ‘non-cloud’ companies (Figure 3.21).

Figure 3.21: Finance and related skills for cloud users in 2018

Another example is Sales skills (Figure 3.22). Companies that were not using cloud
services in 2018 selected more soft skills (Negotiations, Presentations, Leadership) than
technical skills for filing a position in Sales. However, knowledge of SEO, Google AdWords
and Microsoft PowerPoint is still quite important, which depends on the business sector.
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Figure 3.22: Sales and related skills for non-cloud users in 2018

For companies that were using cloud services in 2018, we observed a more frequent
pattern in requesting skills and knowledge of using automated systems for sales and adver-
tisement. These companies require candidates who also know Request Tracker, Requests
(software), MailChimp, SEO, Monitor (synchronization), SQL, Mathematics, Database,
Monitoring, besides personal soft skills (Figure 3.23).

Figure 3.23: Sales and related skills for non-cloud users in 2018

The previous two examples suggest cluster effects of new technologies that arise when
the cloud is being adopted. The exercise performed highlights the effect of automation that
cloud technologies bring to firms: usage of the cloud is associated with simultaneous usage
of solutions that help to automate work processes, use smarter analytics and modelling.
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We performed skills clustering as the next stage of the network analysis. Using the same
algorithm for the network structure which we have built before, we utilized hdbscan skill
clustering algorithm (McInnes et al. 2017) and Louvain community detection algorithm (De
Meo et al. 2011). We performed clustering on two separate subsamples: subsample with all
skills that appear only in cloud companies’ job postings (cloud-only skills) and skills that
appear only in non-cloud companies (non-cloud-only skills).

We note that skills required only by non-cloud companies are shifted towards general
technical skills (Figure 3.24).

Figure 3.24: Skills clusters for non-cloud-only skills

In comparison, companies which use cloud services also require specialists with expertise
in using cloud solutions data storage and processing (Amazon Dynamodb, Apache Spark,
Lambda, Amazon S3, private cloud, Amazon RDS, EC2, Compute cloud, etc.), however,
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we also see a reasonable number of management (lean, scrum) and STEM skills (Statistics,
Analysis). The figure clearly depicts the heuristic that new complex technologies attract new
skills to the company. As we see, cloud companies require a lot of cloud-related, complex
applied technological skills.

Figure 3.25: Skills clusters for cloud-only skills

3.9 Conclusion

This chapter complements previous attempts to explore job postings as a method for gaining
information on skills required in the workforce. We explore the variety of online data sources
and the ways to obtain them. Researchers nowadays tend to use labour market data providers,



3.9 Conclusion 123

but here we illustrated that the same information can be acquired through direct online
web scraping, which highlights the opportunities for easier and less restricted acquisition
of the data, opening wider research opportunities. Moreover, the data providers are not
particularly transparent about their methodology and choices. This work sheds a light on
the typical methodology used for processing online job posting data. We emphasize the
advantages (timeliness, wider coverage, and significant sampling amount) and limitations
(possible offline bias and self-selection issues, spamming and duplication) of online job
postings as a source of economic statistics. However, care needs to be taken in adhering to
access restrictions and understanding the access requirements.

Machine learning models and natural language processing tools were used for text
cleansing and extracting the data on skills and salaries. The basic data gathering, data
extraction and data processing flow can potentially be used to assess skill demand at increased
frequency; measure a gap between demand and supply on the job market; gather up-to-date
market requirements for skills and use this information for timely updates of educational
programs; and usage of skills market demand as an early indicator of economic recessions and
crises. The report suggests that job parsing, involving extracting information from posting
platforms and further skills extraction and modelling, can be a useful tool to understand the
skills required in the digital economy.

Further work could include building a fully automated system for information gathering
and processing, models to automatically determine new and emerging skills in job postings,
occupation classification models, clustering, and visualization techniques, and, finally, an
online web dashboard with live results. The data can be potentially used to estimate a ‘price’
for skills. Further studies regarding the explanatory power of the skills information and
comparisons with Glassdoor and Indeed salaries are required to check the robustness of the
skills pricing model.

Online sources of data for better economic measurement have been explored since the
2010s when Google Flu trends were studied (see Ross (2013); Choi and Varian (2012)). The
history of the measurements (Lazer et al., 2014) teaches us that verification and robustness
checks of the data need to be performed for the data to be reliable. While online data has
advantages in terms of agility and timing, there may be concerns about its accuracy. Hence,
we need to ensure that online data act as a good and reliable source for economic measurement
and the speed of data retrieval does not mean that accuracy needs to be sacrificed.





Chapter 4

Covid resilience and digital readiness: An
analysis using online company data

4.1 Introduction

The Covid-19 pandemic has had severe negative impacts on economic activity in general, but
the extent of this is likely to vary enormously across firms, depending on the sector and region
in which they operate. Impacts are also likely to depend on the firms’ performance before
the crisis, most importantly their financial position, but also their digital readiness. The aim
of this research is to understand whether companies with greater digital intensity before the
crisis can better withstand the impacts of the pandemic and adapt more effectively. Our
study aims to document the relationships between firm’s characteristics, its pre-crisis digital
intensity and its ability to be resilient. This is hampered by the lack of timely data on firm
performance since the pandemic started. To address this we use innovative online sources
of data in order to obtain more granular and faster indicators for private sector companies.
Using web scraping and natural language processing tools, we construct an indicator to
measure company resilience. We categorize firms into three groups: "innovators" who show
innovative changes on their websites in response to the crisis, "stickers" who wait for things
to return to normal, and "inactive" businesses that don’t show any significant response. We
combine the usage of digital technologies and hiring of technical labour as indicators of a
company’s digital intensity before the crisis.

Our study is based on online-generated datasets, using four sources of information. The
first, our resilience measure is based on scraping the websites of approximately 130,000
UK firms monthly since May 2020. The next two are measures of digital readiness. One
is an indicator of cloud technologies usage as a proxy to firm’s technological readiness,
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using webscraping and meta-information domain name server registries (DNS). To this
we add job vacancy data, also collected through web-scraping online job platforms (OJV)
throughout 2019 for the UK, to study the occupational and skill patterns in hiring prior to
the Covid-19 crisis, focusing in particular on digital skills. Finally we combine the above
data with background information about businesses and their financial performance using the
Financial Analysis Made Easy (FAME) dataset.

Results suggest that firms who use cloud technologies and combine the efforts with
hiring skilled labour show higher tendency to be active and resilient during and after Covid-
19 lockdowns. Cloud technologies increase the probability of being an innovator across
all firm size bands, while length of cloud experience significantly matter for small and
medium enterprises. Combined hiring and technological vigour becomes the factor of huge
significance for medium and large enterprises.

This paper begins with a short review of the literature. It then explains the methodology
used to construct our resilience and digital readiness indicators and their merging with
company accounts, including some descriptive statistics. We then set out the framework we
will use to examine the relationship between digital readiness and resilience.

4.2 Literature review

Government restrictions during the Covid-19 lockdowns led to heterogeneous reactions of
firms. Some firms reacted by taking some extraordinary and fundamental steps to sustain
their revenue flows - introduce new business models, establish online delivery options, and
roll out new products or services etc (Bai et al., 2020; Dingel and Neiman, 2020). Many
companies went on pause, introduced salary cuts, sent their employees on furlough or went
out of business. This includes many ‘non essential’ businesses such as cinemas and retailers
(Baker et al., 2016).

The Business Impact of Covid-19 survey (ONS, BICS1) clearly showed that knowledge
and IT intensive industries survived the first Covid-19 wave better. We hypothesize that
this happened due to the better agility and faster ability to respond to changes, and better IT
skills that enabled companies to quickly switch to remote working procedures. Nunes and
Lopes (2013) suggest that firms with established innovation processes and high economic
dynamics are able to better survive crises. Jin and McElheran (2018) also evidence that usage
of modern ICT technologies increases survival of firms. However, innovation and R&D
takes significant amount of time to lead to tangible results and there is a very high failure
rate among innovative enterprises - around 90%. BeTheBusiness (2020) suggests that the

1https://www.ons.gov.uk/economy/economicoutputandproductivity/output/datasets/businessimpactofcovid19surveybicsresults
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Covid-19 pandemic had a heterogeneous effect on UK firms, driving technology adoption
and innovation for some firms and delaying decision making for others.

The literature has shed light on how important different firm characteristics can contribute
to firms’ resilience during the crisis. First, firm’s pre-crisis financial situation was shown
to be positively correlated with their resilience. During economic crises firms can rapidly
run out of cash, and a strong balance sheet was shown to help firms to be resilient (Ding
et al., 2021). In the UK, ONS figures show that 35% of British single site businesses had
cash reserves between 0-3 months across all industries by November 2020. This is quite
heterogeneous across sectors with 55% of firms in accommodation and food services having
cash reserves between 0-3 months, while for the wholesale and retail trade sector this was
only 30%2. Buchheim et al. (2022) use a survey on German firms and find that not only does
the pandemic amplify pre-crisis weaknesses but weaker firms appear to be harder hit initially.
There are similar findings for China (Xiong et al., 2020) and for the US, where larger firms in
the restaurant sector with more leverage and cash flows, were more resilient to stock declines
(Song et al., 2021). The financial situation of firms allows them to cope with the costs, and
money is available to invest in digital tools. Also, firms’ characteristics such as their size in
terms of number of employees or their age might be helpful in surviving. In contrast, Guo
et al. (2020) find that a characteristic typical of smaller firms of moving fast have enabled
them to react quickly to the situation. Other recent papers look at the contributing factors to
firms’ resilience, such as access to liquidity (Acharya and Steffen, 2020) and Bai et al. (2020)
use a labour-related measure, i.e. flexible work arrangements within firms - see also Dingel
and Neiman (2020).

However, another strand of the literature suggests that during economic crises, the
uncertain economic environment leads firms to save more and not necessarily invest in digital
transformations (Baker et al., 2016). Therefore, the digital situation of the firms pre-crisis
could explain part of the resilience of firms. While already digitalised firms remain active
during the pandemic, difficult situations and closures increase in others. Consequently, the
crisis may have been reinforcing the digital divide across workers, firms and industries.

There have been some attempts to use "big data" sources to examine firms’ response
and their resilience to the crisis. Kinne et al. (2020) applied natural language processing
techniques (supervised BERT model, as used by Devlin et al. (2018)) to the web scraped
pages of German websites in order to classify companies into different groups, depending
on their reaction to the Covid crisis. Similar techniques were applied by Guo et al. (2020):
they analysed Covid responses in the hospitality industry using the user-generated content
on Twitter. Using unsupervised structural topic modelling (Roberts et al., 2013) examined

2Office for National Statistics – BICS wave 18
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adverse business reactions, mainly driven by the need to survive, adopt new technologies and
new business strategies. Stephany et al. (2020) applied the Latent Dirichlet Allocation model
to online risk assessment reports data in order to measure industry-specific risks due to Covid
and assemble their “CoRisk-Index”. To conclude, online text data and text mining methods
have become increasingly useful for answering Covid-related economic questions. Most
of the recent studies use a similar staged approach as in this paper, related to Automated
Content Analysis methods (Hasbullah et al., 2016; Petchler and González-Bailon, 2015). Our
methodology is explained in the next section.

Our aim is to contribute to the strand of literature that tries to understand why some firms
have adapted their business and remained active while some have shut down and even poten-
tially will exit the market when government supports stop. Why is the response to the crisis
so heterogeneous? Archibugi et al. (2013) suggest two types of innovative behaviour which
companies employ in order to survive during a crisis. The first one, following Schumpeterian-
type models, is called ‘technological accumulation’ and is commonly assigned to larger
companies, which have resources and scale for delivering incremental innovative changes to
their products or processes over the long run. Such companies tend to better survive crisis
periods, and better adapt to changed circumstances. Another type of behaviour is called
“creative destruction”. It is inherent in small and medium size enterprises, who are able to
produce fast and drastic changes to their business processes in order to survive or enter new,
more profitable market niches.

4.3 Methodology

4.3.1 Resilience indicator and automated content analysis

We build an indicator of the company resilience to the pandemic by web scraping the
companies’ website. It allows us to understand their response to the lockdown, changed
economic environment or other important changes in the daily business routine through the
analysis of companies’ online posts or important updates on their websites. We call this
type of analysis an Automated Field Study, to contrast with a more standard survey-based
approach.

In order to collect a target dataset, we obtained a list of UK based companies from the
Financial Analysis Made Easy (FAME) dataset. FAME covers the population of businesses
in the UK and derives information from Companies House records. One of the benefits of
using this dataset is an opportunity to collate companies’ online behaviour with their financial
status and other covariates such as employment, age and past business activity. The subset
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of companies, which have a website listed was taken from FAME since the availability of a
website is a prerequisite for our web scraping exercise. We then matched these companies to
the data in Chapter 2 that was used to determine if firms used cloud services and for how
long.

Using web scraping spiders built using the python language, we collected the main page
from companies’ websites. We transformed and cleansed the information collected. We
then use the automated content analysis methodology (Hasbullah et al., 2016; Petchler and
González-Bailon, 2015). We apply an identification procedure and extract Covid-19-related
keywords. Examples of keywords include common phrases used by companies to signal
availability of their services to their customers (for example phrases like “continue to operate
as usual”, “continue to provide services”, “office is open”), or to indicate the pause or closure
of their business ("close our offices", "closed due to Covid-19", "activities are cancelled"),
or do not show any activity on their website (no Covid-related words). There is a multiple
step process for gathering Covid-related keywords: manual extraction of keywords, using
unsupervised text modelling to search for new words, enhancing the set of keywords using
Google Trends, classification of gathered Covid-19 words into categories, and building the
prediction model to automatically classify unseen webpages into groups.

As a first step, we manually go through web scraped content in order to determine
important keywords which appear on companies’ web pages. We search for specific Covid-
19-related sentences on the webpage, and collect them into a unified list of words and phrases
that highlight the response to the Covid-19 disruption. Examples of phrases include those
highlighting general information or concerns regarding the pandemic; statements highlighting
resilient and active position; and phrases suggesting temporary or permanent closures or
suspensions.

In the second step, we feed each of the previously found keywords into the Google Trends
search engine in order to determine related topics, user queries and trending searches. In this
way we extend the initial set of words to cover all related and important topics that could be
mentioned on websites and we minimize the probability of missing an important mention
on the website related to our topic of interest. Also, we expand clusters of popular words,
phrases and user queries.

For example, Figure 4.1 provides an example of the extended set of keywords given
an initial word "Covid-19". Note that a size of the font for keywords corresponds to the
popularity of the user requests, as measured by google.
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Figure 4.1: Word cloud for the Google-trends enhanced set themed ‘Covid-19’

Inspired by the independent study of UK firms response to Covid-19 (BeTheBusiness,
2020), we divide all companies into three groups (see Appendix I for more details): ‘innova-
tors’ (firms that proactively react to changed circumstances, exercise innovation, perform
their business using online tools and solutions, e-commerce businesses or transformed firms
who provide online purchase or delivery),‘stickers’ (firms that choose to wait until things
come back to normal or wait for better business circumstances, stick to the government
guidelines or operate under reduced hours) and ‘inactive’ (a group of firms who do not
mention anything about Covid-19 disruption or provide some news about pandemic on their
website, but their reaction is not clear). We track whether companies suspend their business,
reopen or experience any other changes which are communicated online by tracing updates
on the main page of the website.

As a verification step, we take manually-determined sets of keywords indicating firm’s
group and search for mentions of those keywords across the text corpus. We then revisit
results and keywords found in order to quality assure our keywords of interest, as well
as verify the coverage and completeness of the keywords. This exercise assures that the
keywords are sufficiently relevant to our topics of interest and we can fully express the
true intent of the information on companies websites, using the keywords of interest. We
then identify erroneous results, or missing keywords and feed them back into the keyword
selection process. For every keyword, we match it to the web pages and go though a list of
keywords and sentences where they appear in order to do a verification of correctness of
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the content in which these keywords are used. Then, we manually go through all keywords
generated and separate them into groups of interest ("innovators", "stickers", and "inactive").
We then base our group assignment decision on the prevalence of keywords found in one of
these groups.

We built a manual labelling dashboard in order to go through a random sample of websites
gathered. The dashboard is built using Python programming language and interactive HTML
widgets (ipywidgets). The dashboard allows us to view both the historical snapshot and live
version of the website, read the extracted text from the website, spot keywords of interest and
count them, extract the sentences where the keyword is used, apply the automatic labelling
model and manually assign the final group label, type of the website or input any relevant
comments. Based on keywords found and expert judgment we do a manual labelling of
websites into resilience cohorts.

During the manual labeling verification step we studied the coverage issue and distribution
of companies groups, based on the labelling insights. About 7% of manually screened
websites are "innovators", which mean that they took an active position during the pandemic,
introduced new online services or continued their business with new security measures.
About 15% of websites were classified as "stickers", and have temporarily suspended their
business or stopped providing some of their services. Additionally, around 7% of the websites
were impossible to reach at the time of our manual review, as they were sold or liquidated.
This likely corresponds to the closure of the business.

More than half of the websites fall into the category of inactive. It is worth saying a few
words about the inactive label, that was assigned to the companies’ websites that did not
contain any relevant Covid-related updates. Most of the inactive websites constitute a simple
"online business card" type of the website, which is a simple website created with the intent
of showcasing existence and services of a company. Thus, such websites are less likely to
post timely updates about the business situation or communicate with clientele.

As a result of the labelling step, we have built a labelled dataset for around 2000 websites.
We used this dataset to build an automated labelling process using several approaches
explained in the Appendix I. This then enabled us to classify firms into the three groups.

4.3.2 Digital readiness indicators

Our research plans to combine the above measures with those relating to measures of
technological readiness before the pandemic, so avoiding issues of reverse causality between
firm’s ability to innovate and its digital readiness. Due to the complexity of digital readiness,
we consider different dimensions as it is difficult to capture using a single indicator. Calvino
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et al. (2018) put forward two components in their measure of digital transformation of sectors:
the technological component and the human capital component.

First, our measure of investment in ICT technologies is constructed using the firm level
cloud usage explained in Chapter 2, using webscraping and meta-information (DNS) that
provides information about companies’ use of modern ICT technologies. The indicator is
built by assigning 1 to companies that employ cloud-related vendors for their website hosting,
and 0 otherwise. Note we know the date firms adopted these technologies so we can also use
this information to construct a measure of the length of time that firms have been using cloud
services prior to the pandemic. Cloud indices were parsed for 88% of companies from the
original sample. Empty values for the cloud variable could appear for several reasons. For
example, the website was not yet established at the specific year or it was non-functioning at
the time of dns parsing.

Second, our measure of digital human capital is constructed using the demand for IT
specialists and workers with digital skills, as described in detail in Chapter 3. Our measure
relies on the digital skills firms have in their labour force. Some specific digital skills enable
both to create the technologies and also to use them appropriately in order to make the firm
digital ready. Using a natural language processing model we extracted skills mentioned
inside job postings collected during several scraping cycles in 2019. We used a set of digital
skills defined by Dice Skills Center3, which broadly coincides with the technical skills
classification by O*NET4 but has a larger set of unique technical skills defined (about 11
thousand versus 8 thousand in O*NET). The technical skills indicator equals one if the
company advertised jobs containing technical skills, and zero otherwise. As a result, we
create a firm-level measure of hiring digital skills during the pre-crisis period.

4.3.3 Control variables

The literature referred to above highlights the importance of including measures of the
financial viability of a firm pre-crisis. We extracted a number of financial indicators using the
Financial Analysis Made Easy (FAME) dataset. This derives information from web scraping
companies reports filed to the Companies House in the UK. We use a subset of firms that have
a website. Although this can potentially lead to sampling bias, there are strong incentives for
companies to maintain their online presence to keep in touch with customers by providing
timely updates about their business, new products and services.

We remove public companies from the analysis (charitable organisations, companies
limited by guarantee, public and public AIM, industrial/provident companies), as they have

3https://insights.dice.com/employer-resource-center/introducing-dice-skills-center/
4https://www.onetonline.org/find/descriptor/browse/2.B/2.B.3
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a different nature of business and business cycles, compared to private companies. As
such, we proceed with the classical analysis of the privately owned enterprises. This adds
more consistency and reduces heterogeneity with regard to companies’ responses to Covid
disruption.

Bakhshi and Mateos-Garcia (2012) suggest that the information about companies with
less than 50 employees is very limited, and even many medium size firms have missing
data - see chapter 2 for details on the reporting by companies in FAME. Although we would
have liked to include control variables on profitability and productivity for our resilience
cohorts, these variables are often missing. Therefore, we proceed with a limited subset of
financial variables, such as fixed assets, total assets, shareholders funds as well as number of
employees as a measure of firm size. As a result the final dataset consists of 34,964 firms. We
also use FAME to add controls for age of the company and information on their industry and
regional locations. Note that although FAME and the Cloud variable were easily matched,
there were some issues matching with the skill data - details are discussed in chapter 3.

We also utilize the internet broadband speed data, collected and provided by Ofcom5,
the UK regulator of broadband, TV, home phone and mobile services. In particular, Ofcom
provides reports on postcode level broadband speeds, as well as yearly reports about region-
level broadband statistics. We incorporate 2017 postcode level statistics into our dataset.
We match 85% of the data by exact postcode match and 15% by using aggregated average
3-digit postcode values. It is important to include this variable, as availability and speed of
broadband connections is a prerequisite for many (if not most) cloud adoption cases.

4.4 Dataset and descriptives

The dataset contains 34,950 companies and spans across the years 2014-2021, with the
resilience measures covering 2020-2021 and the other variables measured pre-pandemic.
The dataset contains financial information about the firm (fixed assets, ratio of shareholders
capital to total assets), number of employees, company age, legal type, broadband connection
speed, hiring indicators, and cloud usage information.

Our resilience measure (outcome variable) is a categorical variable which has 3 levels:
innovator, sticker, and inactive. Each company’s response to the Covid disruption is observed
from March 2020 until January 2022 but we aggregate the measure using the maximum
number of periods in our base estimations. For example, if company A was an inactive for 5
months and sticker for 7 months, the final aggregated status will be sticker. we then aggregate

5https://www.ofcom.org.uk/
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to the three groups We also consider the dynamic pattern across the lockdown periods as an
extension.

After finalizing the group assignment for all companies for every period, we obtained time
series that show the dynamics of firms’ behaviour (Figure 4.2,lockdown timelines are taken
from Institute for Government Analysis6). For illustrating the dynamics of the innovators
and stickers groups, we also show the chart with excluded inactive firms (Figure 4.3) as these
represent about 70% of our sample.

Figure 4.2: Time series chart for the UK enterprises from the following groups: innovators,
stickers, inactive. Years 2020-2021. Source: own compilation

6https://www.instituteforgovernment.org.uk/charts/uk-government-coronavirus-lockdowns
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Figure 4.3: Time series chart for the UK enterprises from the following groups: innovators,
stickers. Years 2020-2021. Source: own compilation

The black vertical lines represent dates when lockdown measures were implemented in
the UK, and the green vertical lines show when restrictions were eased. We can see that
after the first lockdown and subsequent easing of restrictions, the number of companies that
signal activity increased. There is an increase in the percentage of innovators after the first
easing period. The number of online was steadily increasing throughout the whole period,
and the number of stickers was rapidly decreasing during and after the second and third
lockdown periods (from 14% to almost 9%). The number of informers and innovators were
experiencing a slight lagged uplift during and after Covid lockdowns, which highlights the
wave of response until every business got accommodated to the "new normal".

According to the UK Innovation Survey7, there were about 38% of innovation active
companies in 2018. As we use a quite specific definition of innovator, the percentages do not
precisely match (however if we aggregate companies who were giving updates and informing
the customers through the website, we would get to about 40% level). The wave of innovative
responses that initially increased but then gradually decreased, could be related to generally
decreasing online consumer demand. It is worth noting though, that the post-Covid online
shopping queries have almost doubled in comparison to the pre-Covid period.

We next show histograms for the characteristics of companies that have been classified
into different cohorts (innovators, stickers, inactive). The average percentage of companies
that adopted cloud computing related technologies is generally higher for innovator group

7https://www.gov.uk/government/statistics/uk-innovation-survey-2019-main-report
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(Figure 4.4). There are also relatively high cloud adoption rates in the stickers group and
could be due to the fact that this group have the highest amount of fixed capital in our sample,
which is correlated with cloud adoption.

Figure 4.4: Average cloud adoption rates by resilience status, yearly

Firms that hire more technological workers are more likely to fall into innovator or sticker
groups (Figure 4.5).

Figure 4.5: Average tech employment rates by resilience status, yearly

Descriptive statistics for the variables used in our study are shown in Table 4.1.
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Table 4.1: Statistical properties of variables used in analysis

Stats Description N Mean Median SD 5% 95%
h years of cloud experience 60010 0.20 0.00 0.65 0.00 1.00
c binary indicator, if company

uses cloud (1) or not (0)
60010 0.32 0.00 0.47 0.00 1.00

d binary indicator, if company
advertises technical jobs (1) or

not (0)

60010 0.02 0.00 0.16 0.00 0.00

c*d binary indicator, if company
advertises technical jobs and

uses cloud technologies (1) or
not (0)

60010 0.02 0.00 0.14 0.00 0.00

k fixed assets per employee, 5
years average, logged

35448 2.27 2.07 1.52 0.22 4.87

l number of employees, 5 years
average, logged

37748 3.17 3.00 1.45 1.10 5.77

f average internet download
speed (Mb/s), logged

57428 3.41 3.56 0.71 1.95 4.29

g company age 56791 17.28 14.00 13.52 4.00 42.00
s shareholders funds to total

assets ratio, 5 years average
50048 -8.51 0.38 1068.64 -0.67 0.87

postcode_1l first letter of the postcode 60010 - - - - -

sic07_2d 2 digit sic code 60010 - - - - -

leg_form legal form of the company (ltd,
llp, public, unircorporated, etc. )

60010 - - - - -
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4.5 Modelling resilience outcomes

4.5.1 Estimation framework

Our main hypothesis is that, conditional on financial viability and other controls, technologi-
cal readiness is associated with greater ability of the firm to proactively react to the pandemic.
Specifically, we regress a firm’s resilience indicator on digital readiness indicators and a
number of control variables.

For the simplicity of interpretation we model the outcome using the logistic regression for
every individual level (one versus the remainder regressions). Later we examine multinomial
regressions. The model is given by:

logit(p(yik))= a0+a1hik+a2cik+a3dik+a4c∗dik+a5kik+a6lik+a7 fik+a8gik+a9sik+a10σi

+a11δi + eik

where p(yik) is a probability of a company i to fall into status group k (innovator, sticker,
inactive), hik is cloud experience measured in years, cik - the cloud usage dummy variable, dik

- indicator of technical (digital) hiring, c∗dik - digital readiness indicator, interaction between
cloud usage and technical hiring, kik- company fixed assets (5 years average,in log values), lik
- number of employees in company (in log values), fik - broadband speed (download speed)
in the area (in log values, 2017 measure), gik - company age (in years since registration date),
sik - shareholders funds divided by total assets of the company (average over 5 years), σi -
regional dummies, δi - industry dummies, eik - error term and logit(p(x)) is a logit function

logit(p(x)) = ln(p(x)/(1− p(x))

We expect that using cloud services and active hiring will increase the likelihood of a
company being an innovator and decrease its chances of being inactive. We anticipate that
companies combining technology with skilled workers will have an even higher chance of
being innovative. We use capital, age, access to internet , industry and regional dummies to
control for heterogeneity of results.
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4.5.2 Estimation Results

Table 4.2 shows the first set of results obtained by running one-versus-all logit regressions
by each resilience group. We can see that every additional year of cloud experience increases
the probability of being an innovator or sticker while being negative for inactive.

Table 4.2: Impact of the cloud usage and hiring activities on firms

if_innovator if_sticker if_inactive
h 0.062∗∗∗ 0.048∗∗ -0.022

(0.017) (0.018) (0.019)
c 0.276∗∗∗ 0.228∗∗∗ 0.037

(0.026) (0.028) (0.030)
d 0.274∗∗ 0.114 -0.161

(0.084) (0.091) (0.093)
c*d 0.454∗∗∗ 0.228∗∗ -0.201∗

(0.077) (0.080) (0.083)
k 0.007 0.034∗∗∗ 0.010

(0.009) (0.009) (0.010)
l 0.205∗∗∗ 0.236∗∗∗ -0.092∗∗∗

(0.010) (0.010) (0.011)
f 0.023 0.026 -0.001

(0.017) (0.018) (0.019)
g 0.000 0.002 -0.001

(0.001) (0.001) (0.001)
s 0.003 0.012 -0.005

(0.004) (0.009) (0.005)
constant -0.949∗∗∗ -2.088∗∗∗ 2.153∗∗∗

(0.182) (0.211) (0.217)
nobs 34966 34960 34958
R2 0.059 0.071 0.024
BIC 43656 39713 37148
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

we control for differences by region and industry by including dummies
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We also include dummies for companies that use only cloud technologies or only hire
technical employees, as well as a separate binary indicator for "technologically prepared
companies" who both employ technically skilled workers and use cloud technologies.

We can see that companies who just hire employees with technical skills are less prone
to be inactive, and have higher probability to be innovative. Similarly, companies that used
just cloud technologies (without hiring activities) have significant and positive probability
of being in the innovator group, while no significant impact on probability of being in the
inactive group. The highly positive and significant coefficient for the innovators group
supports our hypothesis that cloud usage goes hand in hand with higher innovation.

Finally, we can see that companies that hire employees with technical capabilities and
use cloud technologies are able to achieve higher and statistically significant uplift in the
probability of being an innovator, while reducing the odds of being inactive. These results
align with our expectations as the usage of cloud technologies increases productivity and
decreases risks of default as explained in Chapter 2.

Firms with larger capital stock are more likely to fall into the stickers group. Companies
with higher share of own capital are also more likely to be stickers or innovators. Additionally,
the probability of innovation is positively correlated with number of employees in the
company. Large firms are more eager to stay aligned with government guidelines, layoff
employees or put them on furlough. On the other hand, large firms are also more likely to
show innovative behaviour, according to our regressions.

However, as we can see from looking at the constant term, they are different for each
regression. All constant coefficients are negative, except for the coefficient for the inactive
group. This is the result of different distributions of zeros and ones in the groups. Since the
inactive group is the most prevalent, logistic regression for this group has another baseline,
as it is taken into account that being "inactive" is the most probable outcome by default.
On top of that, all presented regressions model the outcome as "one versus the rest", thus,
coefficients display the aggregate probability of being in the specific group and does not help
to see the relative differences between the groups. In order to estimate all coefficients for
different groups jointly and account for the multinomial conditional distribution between
outcomes of interest, we used multinomial logit regression for the robustness checks. The
results of the regression are similar to results presented above. Appendix H contains detailed
estimates and explanations of the multinomial regressions.

4.5.3 Estimations by company size and industry

In this section we present results obtained by dividing the data by firm size and industry. The
results suggest that these divisions highlight heterogeneity across firms and provide more
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granular insights (Tables 4.3 and 4.4). More detailed tables of results along with all controls
are shown in Appendix H.

The most important lesson learned from the regression by size cohorts is that cloud
technologies increase the probability of being an innovator across all firm size bands, while
years of cloud experience significantly matter for small and medium enterprises (Table 4.4).
Combined hiring and technological vigour becomes the factor of huge significance for small,
medium and large firms, increasing the predicted probability of falling into the innovators
group and decreasing the chances of being inactive.
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Table 4.3: Resilience modelling by firm size

micro small medium large
if_innovator
h 0.012 0.113∗∗∗ 0.089∗∗ 0.062

(0.046) (0.031) (0.031) (0.038)
c 0.358∗∗∗ 0.255∗∗∗ 0.191∗∗ 0.225∗

(0.052) (0.040) (0.058) (0.100)
d 0.060 0.422∗∗ -0.005 0.491∗

(0.212) (0.140) (0.171) (0.197)
c*d 0.207 0.461∗∗∗ 0.404∗∗ 0.609∗∗∗

(0.249) (0.134) (0.143) (0.165)
if_sticker
h 0.076 0.084∗∗ 0.044 0.002

(0.048) (0.032) (0.032) (0.039)
c 0.268∗∗∗ 0.161∗∗∗ 0.255∗∗∗ 0.334∗∗

(0.056) (0.043) (0.061) (0.103)
d 0.025 0.086 0.139 0.162

(0.237) (0.154) (0.178) (0.198)
c*d 0.025 0.304∗ 0.389∗∗ 0.221

(0.280) (0.142) (0.147) (0.168)
if_inactive
h -0.107∗ 0.011 -0.012 0.018

(0.051) (0.036) (0.036) (0.041)
c -0.176∗∗ 0.015 -0.004 -0.197

(0.058) (0.046) (0.067) (0.109)
d 0.089 -0.398∗∗ 0.073 -0.327

(0.233) (0.151) (0.201) (0.209)
c*d 0.152 -0.152 -0.334∗ -0.433∗

(0.281) (0.154) (0.155) (0.172)

The distinctive difference in the "innovators" group is a significantly positive impact of
the combination of labour and technologies for small, medium and large firms. On the other
hand, cloud usage shows large and significant effect for micro - sized businesses, suggesting
that cloud technology is a powerful mechanism for micro firms to advance innovation, while
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hiring activities are hypothetically less available to micro entities in comparison to cheap
cloud technologies.

Our final set of results covers logit regressions within different industries (Table 4.3).
We divide all industrial activities into several groups: manufacturing, mining, fishing and
agriculture (SIC codes 1 to 33, we name the group "Manufacturing"); retail, food and accom-
modation (SIC codes 45 to 47, 55 to 56, "Retail"); ICT and professional services (SIC 58 to
84, "ICT"); education and health (85 to 88, "Education and Healthcare"); construction and
supplies (35 to 43, "Construction"); arts and entertainment (SIC 90 to 99, "Entertainment").
In the Appendix H.1 we show results for each industry and each resilience group.

Table 4.4: Resilience modelling by industry

if_innovator if_sticker if_inactive
Manufacturing
h 0.096∗ 0.005 0.007

(0.042) (0.047) (0.049)
c 0.300∗∗∗ 0.308∗∗∗ -0.186∗

(0.065) (0.075) (0.075)
d 0.466∗ 0.569∗ -0.274

(0.222) (0.243) (0.259)
c*d 0.235 0.346 0.005

(0.203) (0.222) (0.247)
Retail
h 0.077 0.013 0.047

(0.045) (0.085) (0.046)
c 0.354∗∗∗ 0.199 0.230∗∗∗

(0.062) (0.105) (0.068)
d 0.282 0.187 0.127

(0.220) (0.339) (0.240)
c*d 0.291 0.248 -0.253

(0.204) (0.221) (0.201)
ICT
h 0.055∗ 0.035 -0.026

(0.026) (0.027) (0.030)
c 0.219∗∗∗ 0.190∗∗∗ 0.087

(0.043) (0.046) (0.050)
d 0.132 -0.027 0.123
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(0.126) (0.136) (0.149)
c*d 0.433∗∗∗ 0.324∗∗ -0.246∗

(0.112) (0.116) (0.123)
Education and Healthcare
h 0.059 0.101∗ 0.034

(0.050) (0.051) (0.059)
c 0.241∗∗ 0.251∗∗ 0.017

(0.085) (0.082) (0.093)
d 0.185 0.221 -0.321

(0.258) (0.255) (0.267)
c*d 0.677∗∗ -0.044 -0.032

(0.239) (0.247) (0.278)
Entertainment
h 0.030 0.013 0.067

(0.064) (0.085) (0.066)
c 0.414∗∗∗ 0.199 0.246∗

(0.099) (0.105) (0.099)
d 0.236 0.187 -0.153

(0.380) (0.339) (0.397)
c*d 0.959∗∗ 0.248 0.767∗

(0.302) (0.317) (0.331)
Construction
h -0.026 0.013 -0.126

(0.085) (0.085) (0.093)
c 0.270∗∗ 0.199 0.183

(0.102) (0.105) (0.112)
d 0.713∗ 0.187 -0.796∗

(0.306) (0.339) (0.311)
c*d 0.789∗ 0.248 -0.791∗

(0.370) (0.412) (0.375)
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

The results are more heterogeneous by industry group. Nevertheless, in most sectors the
probabilities of being an innovator are positively related, and the probability of being inactive
negatively related to the digital readiness indicators.
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The manufacturing sector exhibits a positive and significant relationship between proba-
bility of being an innovator and cloud usage, hiring skilled technical workers (see Table 4.4
and also Table H.4). The combined digital readiness indicator is found to be insignificant,
and we argue that the manufacturing sector is currently less reliant on combination of hiring
and cloud technology: due to labour related challenges and still slow innovation diffusion,
the combined hiring-technology effect is not precisely determined.

A brief look at the literature suggests that 52% of manufacturers had furloughed their
employees or made some redundancies (Make, 2021) during the Covid outbreak. At its peak,
over 80% of manufacturers reported a decrease in sales figures. Most of the businesses were
expecting support from the Government including waiving business rates bills, extending job
retention schemes, increasing capital expenditures investment allowances. According to the
ONS8, post-Covid production in manufacturing came back to the same pre-Covid level only
in August 2021.

Lane (2021) suggest that the manufacturing sector was also largely impacted by impera-
tive innovation processes, accelerating digital transformation. The introduction of new digital
technologies by 90% of businesses, working patterns and work places had also changed
irreversibly. A lot of businesses switched to remote working where possible, and companies
that invested in these technologies were better able to adapt. Additionally as distancing
measures and other restrictions were in place, businesses with higher rate of automation
were better able to adapt as well. Harris et al. (2020) suggests that many manufacturing
operations that relied on team working were heavily affected by Covid disruption and the urge
to reorganize their processes as per the Covid shock had negative effects on their productivity.
A lot of supply chains were reliant on international supplies of components and the sector
had experienced the biggest effects of the crisis (MacBryde et al., 2021).In terms of regional
discrepancies, it is suggested that businesses in weaker local economies, and those with lower
paid and lower skilled workers were severely affected.

The retail, food and accommodation industries also show expected behaviours: cloud
technologies, hiring activities and their combination increase the predicted probability of
belonging into one of active groups while decreasing odds of being inactive. Higher finances
available increase predicted probability of being sticker, while decreasing a need for inno-
vation. Lastly, older companies in ICT are more likely to be stickers, and companies with
higher share of own capital are significantly more likely to be innovators (see Table 4.4 and
Table H.8).

8https://www.ons.gov.uk/economy/grossdomesticproductgdp/articles/coronavirusandtheimpactonoutputin-
theukeconomy/may2021
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In the retail sector, lockdowns and social distancing measures impacted peoples be-
haviour and consumer patterns: many households embraced parental and home-schooling
responsibilities, thus, inevitably their life style has drastically changed9. One of the clear
consequences of the pandemic is a shift towards online customer journeys. As per subsectors,
food and grocery sectors, electricals had experienced a sharp rise in sales, as people were
working from home which resulted in larger demand on food and home laptops, software
and accessories. Other products, such as health and beauty products, DIY and gardening,
furniture and clothing had experienced a significant pressure due to the decreased consumer
demand.

Macfadyen et al. (2015) suggest that businesses with more flexible operating models
are expected to be more effective in maintaining or even increasing their market share
during the disruptions. Retaileconomics10 suggests that around 8 percent growth of online
sales happened in several months in 2020, an equivalent of 5 years growth, over 45% of
consumers questioned confessed that they have first time purchased certain products online,
those products that were never bought online before. Also, the online "stickiness" rate (%
of consumers who would continue to use online shopping) was estimated at a considerable
level of 40%.

ICT and professional services follow the pattern of conventional impact of technologies
on resilience. Cloud usage as well as every additional year of cloud experience provides
significant increases in the probability of being active. The combination of hiring and cloud
usage increases the odds of being an innovator (see Table 4.4 and Table H.7).

Although the ICT sector was deemed to be the least impacted by Covid, there were
some considerable changes in the sector as well. First of all, revenues were lower then
estimated even within tech giants, with lower sales of software and computing devices11.
Businesses faced the necessity to rethink their approaches and strategies towards supply
chains, resources, and liquidity. However, some specific ICT subsectors such as security,
cloud and big data, AI, IoT had a positive rise in activity as a lot of collaboration software was
adopted in other sectors. Due to the increase in the number of companies that adopted remote
working, services such as cloud services, video conferencing, networking facilities would see
a rise in demand. Other needs included better analytical and predictive capacities to optimize
stocks and supply chains, automation and optimization of digital customer journeys, timely
analysis of changing and emerging consumption patterns.

9https://www.retaileconomics.co.uk/retail-insights/thought-leadership-reports/the-retail-cash-crunch-the-
impact-of-Covid-19-on-major-non-food-uk-retailers

10https://www.retaileconomics.co.uk/video-library/10-ways-covid-19-has-reshaped-uk-retail
11https://fractal.ai/covid-19-consequences-opportunities-for-ict/
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The health and education sectors show behaviour which aligns with our initial expecta-
tions for resilient firms. Cloud usage lowers the probability of inactivity in our regression.
Firms which combine hiring and technologies have a significantly higher predicted probabil-
ity of being innovative. Healthcare and education are the only sectors where larger capital
increases the predicted probability of being an innovator, while decreasing the predicted
probability of being inactive (see Table 4.4 and Table H.9).

Arts and entertainment have increased predicted probability for innovation or online
transformation with cloud usage and combination of technical usage and hiring (Tables 4.4
and H.6). Larger firms have significant odds of falling into one of the keyword-rich groups
(innovators or stickers, see Appendix I). This could be a result of another endogeneity, as
larger firms have better capacity of running a website with more timely updates.

Moon (2020) conveys that the entertainment industry faced significant disruptions as
well, with concerts, events, and film releases being cancelled. A lot of artists and singers had
started to stream performances on social media, some did this for free. Evidently, almost all
physical attraction sites that involved mass gatherings had stopped. However, film makers
attempted to continue shooting scenes, primarily those involving a minimum number of
actors and absence of travels to remote locations.

While most of the entertainment industry players had experienced declines in revenues,
some digital content makers embraced new opportunities to increase their shares value
(Netflix share values increased by 12.5%, Disney’s streaming service doubled its subscription
numbers). The gaming industry also increased its user base and experienced unexpected
overload on their servers.

The construction and supplies industries exhibit similar patterns: companies with higher
cloud experience tend to have lower predicted probability of being inactive, but a positive
sign in the innovators regression. Cloud users tend to have a higher chance of being in the
innovators group, while combination with technical hiring makes the odds even higher.Older
firms are less susceptible to inactivity and more possibly are innovators (see Figure H.5 for
more details).

In summary of our findings, firms of larger size had better chances of surviving the crisis
and covid response predominantly was rapid for most of the sectors, having a persistent
effect on the way most companies are using digital technology, but not having significant
changes on the businesses per se. A combination of hiring activities and usage of modern
technologies were displaying the highest benefit for medium and large enterprises. Cloud
experience increased the chance of being an innovator, while decreasing the probability of
being inactive. The amount of experience using the cloud was found to be significant for
small and medium sized companies. In comparison, the cloud usage indicator was found to
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be significant across company size, showing a positive effect on probabilities of being an
innovator but a negative contribution to the odds of being inactive (though insignificant).

4.5.4 The dynamic impact of the pandemic

As another exercise, we divided the general resilience outcome aggregated separately by the
periods of lockdown: 1st lockdown (March 2020-June 2020 - 1lk), lockdown easing (June
2020 – September 2020 – 1rel), 2nd lockdown (November 2020 -2lk ), lockdown easing
(December 2020 -2rel), 3rd lockdown (January 2021- March 2021 - 3lk), and final periods
(April 2021 – January 2022- 3rel). We ran simple logit regressions and estimate effects for
each lockdown and each period of the easing of restrictions (see Table 4.5). More detailed
estimations are provided in Appendix H.2.

Hiring, cloud and combined activities bring positive effect to the odds of being innovative.
All other coefficients are within the expected magnitude and sign. There is no observable
significant differences in the effect through the pandemic, however we notice that the mix of
cloud technology usage and hiring of technologically skilled employees has a significant and
positive effect during the 3rd lockdown and the following periods of easing of the restrictions.

Table 4.5 shows a negative impact of all cloud and hiring related variables on the
probability of being inactive, providing some evidence that access to technology and labour
helps to decrease inactivity and risk of suspending the business. In particular the interactive
term is significantly negative in the final period for this group, suggesting that firms that were
technologically ready before the pandemic had a much higher probability of being active by
the end of the pandemic.
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Table 4.5: Modelling resilience outcome during every lockdown and lockdown easing period

1lk 1rel 2lk 2rel 3lk 3rel
innovators
h 0.029 0.039 -0.041 -0.041 0.022 -0.007

(0.024) (0.023) (0.054) (0.054) (0.023) (0.023)
c 0.259∗∗∗ 0.173∗∗∗ 0.356∗∗ 0.356∗∗ 0.227∗∗∗ 0.260∗∗∗

(0.050) (0.047) (0.111) (0.111) (0.047) (0.047)
d 0.410∗∗ 0.468∗∗∗ 0.563∗ 0.563∗ 0.400∗∗ 0.303∗

(0.129) (0.120) (0.263) (0.263) (0.122) (0.125)
c*d 0.336∗∗ 0.311∗∗ 0.426 0.426 0.474∗∗∗ 0.466∗∗∗

(0.106) (0.100) (0.230) (0.230) (0.098) (0.099)
stickers
h 0.058∗∗ 0.038 0.076∗ 0.076∗ 0.045∗ 0.021

(0.020) (0.020) (0.033) (0.033) (0.020) (0.024)
c -0.155∗∗∗ -0.063 -0.061 -0.061 -0.080∗ -0.186∗∗∗

(0.040) (0.040) (0.058) (0.058) (0.040) (0.046)
d -0.082 -0.122 -0.119 -0.119 -0.148 0.018

(0.111) (0.114) (0.162) (0.162) (0.115) (0.125)
c*d 0.006 -0.067 0.098 0.098 0.046 -0.052

(0.090) (0.093) (0.149) (0.149) (0.091) (0.104)
inactive
h -0.074∗∗∗ -0.064∗∗∗ -0.097∗ -0.097∗ -0.060∗∗ -0.010

(0.019) (0.019) (0.040) (0.040) (0.019) (0.019)
c -0.000 -0.046 -0.045 -0.045 -0.066 -0.043

(0.037) (0.037) (0.066) (0.066) (0.037) (0.038)
d -0.172 -0.227∗ -0.079 -0.079 -0.143 -0.218∗

(0.105) (0.105) (0.198) (0.198) (0.105) (0.105)
c*d -0.223∗ -0.166 -0.357 -0.357 -0.406∗∗∗ -0.299∗∗∗

(0.088) (0.088) (0.192) (0.192) (0.090) (0.087)
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

we control for differences by region and industry
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4.6 Conclusion

In this paper we use new sources of web-scraped data to investigate if firms’ resilience to
the Covid pandemic can be linked to digital readiness before the crisis. Our results suggest
that the use of cloud services, hiring of technically skilled workers, or both, contributes to
explaining the probability of actively responding to the crisis versus being inactive. Our rich
data allows us to divide the former into a number of groups. The results are suggestive that the
most innovative firms benefited from being digitally ready, as did firms whose business was
primarily online. The dynamic analysis is suggestive that the main differences between the
active and inactive groups manifest in the longer term, from the third lockdown. Results vary
by firm size and industry, with small and medium firms and those in the ICT professionals
and retail and hospitality sectors closest to the average.

Although our research design, which examines the impact of pre-crisis investments on
post-crisis behaviours, excludes reverse causality as a source of endogeneity bias, other
sources may still persist such as omitted variable bias. We have tried to address this by
including many relevant controls as well as region and industry dummies. The many choices
we had to make in extracting data from websites as well as combining and merging data
might have resulted in some sample selection - e.g., very small firms are not available in
FAME and the personal services sector is underrepresented. Therefore we need to be cautious
in our conclusions. Nevertheless, using "big data" sources did allow us to consider a larger
sample of firms than has been possible to date using survey data. And by grouping firms
according to their post-Covid behaviours, we free ourselves from the reliance on measures
of performance such as productivity and profitability that tend to be only available for the
largest and most productive firms in company accounts databases.



Chapter 5

Summary and possible research
extensions

5.1 Summary

This thesis examines novel online data sources and methodologies for data extraction for
complementing existing microeconomic statistics. It examines the usage of cloud technolo-
gies as a measure of technological innovation, firm productivity, technologically skilled
labour and firm resilience during shocks. The current research sets up a unique approach to
economic measurement: the data used in the thesis comes primarily from online data sources
extracted using various web scraping techniques. We find that usage of cloud computing
provides significant positive productivity benefits and the effect tends to increase over time.
Complementing technological adoption with skilled labour hiring helps to boost company
resilience and to stimulate company innovation. The usage of online data sources comple-
ments existing economic statistics with more granular and timely insights and can potentially
substitute for some of the conventional data-gathering methodologies.

Section 1 described the general methodological approach used in the current thesis,
issues with online data sources, and techniques to control and overcome some unstructured
data difficulties. We emphasized on differences between conventional survey data used by
researchers and online data sources which contain more diverse sources of error. We provided
the general intuition we used when choosing specific data sources over conventional surveys
or alternative sources of data.

Chapter 2 presented one of the first sources of data about cloud usage in the UK that
has a long time element for a large cross-section of companies. Web scraping techniques
were used as a tool to obtain data on the usage of cloud technologies. Our regression
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results supported the notion that the use of cloud services has a positive impact on firms’
productivity. However, this impact is not instantaneous, and the data suggests it takes some
time for a positive impact to emerge. Firms that used cloud technologies earlier enjoy more
benefits than later adopters. We presented the evidence that cloud computing technologies
are most useful for smaller companies that face high fixed costs in investing in traditional
ICT hardware and software. We discussed potential bias issues connected to endogeneity
and self-selection. Also, we utilized advanced propensity score matching methods for the
data with time-varying treatments to address some of the biases and check the robustness of
our results.

Chapter 3 explored job postings as a method for gaining information on technical skills
required in the workforce. We emphasized the advantages (timeliness, wider coverage, and
significant sampling amount) and limitations (possible offline bias and self-selection issues,
spamming and duplication) of online job postings as a source of economic statistics.

Machine learning models and natural language processing tools were used for text cleans-
ing and extracting the data on skills and salaries. The basic data gathering, data extraction and
data processing flow can potentially be utilised to assess skills demand at increased frequency;
measure a gap between demand and supply on the job market; gather up-to-date market
requirements for skills and use this information for timely updates of educational programs;
and usage of skills market demand as an early indicator of economic recessions. The chapter
suggests that job parsing, involving extracting information from posting platforms and further
skills extraction and modelling, can be a useful tool to understand the skills required in the
digital economy.

Chapter 4 explored new sources of web-scraped data to investigate if firms’ resilience
to the Covid pandemic can be linked to the digital readiness of firms before the crisis.
Our results suggest that cloud services usage, technically skilled workers hiring, or both,
contributes to explaining the probability of actively responding to the crisis versus being
inactive. The results show that the combination of digital adoption and technically skilled
workers improves company resilience and is connected with innovative behaviour. Moreover,
small companies have mostly benefited from using cloud technologies and large enterprises
had seen benefits from the combination of technologies and skilled labour.

The thesis explored the impact of new technologies on companies’ productivity, and the
effect of combining technologies and skilled workforce on firms’ informativeness and their
ability to sustain external shocks. We showed that novel data sources can be successfully
used for microeconomic research and provide relevant and granular information with a wider
coverage as compared to conventional surveys. The thesis results have implications for
current economic debates, such as the long tail of poorly performing firms in the UK and the
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related levelling up agenda. Cloud technologies appear to disproportionately benefit smaller
companies, which was not the case for the previous generation of ICT. This might help in
reducing diversity of firm performance. However, there are so many other influences on the
distribution of firm performance that these impacts may not appear in aggregate statistics. In
addition our results suggests that it is the combination of cloud and technical skills that give
the most benefit, and smaller laggard firms or regions may not have the resources to up skill.

5.2 Further possible research

As outlined in Chapter 2, further research in the area of cloud computing could benefit from
company-level analysis of management practices as these impact both firms’ productivity and
the decision to adopt technologies. On top of this, an extensive set of technological indicators
can be developed to control for the usage of a wider set of technologies (for example, ERP,
CRM systems, databases and other software). A more extensive set of financial controls
would significantly strengthen the research, because the current results are constrained by
limited financial and productivity information available in official and open data sources. At
the time of writing the thesis, there was some discussion on obtaining more detailed financial
data from HM Revenue and Customs (HMRC) and Pay As You Earn (PAYE) databases, but
this turned out not to be currently feasible.

On the modelling side, there are still some questions to be answered regarding causality
paths and extent of endogenous biases present in the estimations. Although advanced
propensity score matching models were used to address some of the issues, the current work
is mostly concentrated on constructing the innovative data source and illustrating empirical
findings with some of the models that show statistical relationships within the variables of
interest. With that said, much more work can be done in respect to building a fundamental
structural framework that would combine all stylized facts explored by economic research
into a solid theoretical model. Appendix J provides some initial thoughts regarding the
modelling framework that would illustrate deeper and more granular causal relations within
the data.

Constructing skills extraction models and improved skills data gathering from job postings
could be a significant contribution to the development of skills and talent intelligence systems
that would be utilised by both academia and the private sector. Further work would be needed
to harmonize various skill taxonomy systems listed in the Appendix E into ontological
framework (initial findings presented in the Appendix F). Improvement of skills extraction
models will provide much better precision in skills extraction as well as ability to "guess"
or interpolate unmentioned skills and competencies thanks to ontological relations (see a
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discussion in the Appendix E). Development of the family of models to structure and tag
unstructured raw job postings text will allow to extract a richer data about work requirements
and skills specifications, decrease duplication errors and will provide more granular insights
into the labour market dynamics.

The third strand of the work on mining companies websites is also considered as one
with a great potential for further usage in microeconomic statistics and policy analysis as
websites of companies are a great source of information. Examples of wider applications of
the data can be seen in studies by the Economic Statistics Centre of Excellence and glass.ai,1,
and Nesta2. The use of website-based online data sources could allow building a rich set of
important indicators of economic activity3.

In conclusion, we want to emphasize the importance of new digital data sources that
would enhance available measurements in the area of microeconomic research. Although not
all the data can be mined from online data sources, new measurements can still substantially
enrich the studies about the digital economy and provide more granular and timely insights.
Among other potential benefits of new data sources is an opportunity to fuel faster and
smarter policy decisions and partially replace conventional surveys used by economists.

1https://www.glass.ai/glass-news/2020/11/9/the-ons-uses-glassai-to-understand-the-trading-conditions-of-
businesses-in-the-middle-of-a-pandemic

2https://www.escoe.ac.uk/publications/using-text-data-to-improvebrindustrial-statistics-in-the-uk/
3https://escoe-website.s3.amazonaws.com/wp-content/uploads/2022/06/14142909/CS-F-Kanders.pdf
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Appendix A

Mathematical formulation of the
measurement system

A.1 Measurement system

According to Krantz et al. (1971) measurement system should have:

1. Relational structure over empirical system, i.e. set of objects with finite number of
relations between them that can be applied to all objects inside the system

2. Set of testable axioms that characterise the system

3. Numerical system that assigns a number to every empirical relation (homomorphism)
between objects in empirical system (representation theorem)

4. Relations inside the numerical system are given in order to be able to distinguish
elements (uniqueness theorem)

5. Measurement scale

The principles outlined above could be put into mathematical formulation. Lets start with
the description of a simplest measurement system, where comparison is used as a measure:

X – set of measurement objects,
S – set of reference objects s1..sn,
V - measurement scale,
p - function that assigns a measure to every reference object Si

c – comparison function, c(si,xi)=1 if reference object is equivalent (comparable) to the
measurand (see Figure A.1).
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Figure A.1: Measurement system. Source: Author compilation based on Mari (2007)

Relations inside the system are:

1. c(si,sj)=1 if and only if i=j, otherwise c(si,sj)=0 – so reference set forms unique basis
of measurement or in other words, reference set elements are distinguishable from
each other.

2. c(si,sj)=c(sj,si) - reflexivity

3. If c(si,x1)=1 and c(si,x2)=1 then c(x1,x2)=1 - transitivity (Campbell, 1928) (or as
Euclid said, objects equivalent to the same object are equivalent between themselves).
It means that objects would be identical or substitutable.

The initial simplistic setup exploits measurement as a simple ‘comparison’- like mechanism.
A measurement system under the representational theory of measurement provides a quan-
titative improvement for the previously described system and states that any measurement
should be expressed as a number. According to this view, we can pair a numeric value V to
each reference object such that :

1. Each si in S can be assigned with a value vi from V: P(si) = vi.

2. As a result, a value for a measurand is assigned: if c(si,x) = 1 and p(si) = vi, then p
‘induces’ a measure on X (dotted line on the Figure A.1), so p(xi)=vi. Every object in
X can be assigned with a numeric value, through a reference object si.

3. In order for a measurement to be correct, we need to ensure that for every x there is
only a one s that can be compared to it: ∀ X ∃! Si: c(si,xi) = 1 and c(s j,xi) = 0 for ∀
other s j.
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4. We assign a numerical value to the measured object with the aim to impose inter-
subjectivity (stability of measurement, ability to arrive at the same measured results
independently by different subjects and varying time and space of experiment) and ob-
jectivity ( results of comparison c is dependant only on the object under measurement,
property p and reference object s, and not upon any other property or object from the
surrounding environment).

Moreover, in order to be able to analyze and compare objects indirectly, by their mea-
surement, we must also add experimental relation R on that given a Reference Set, so that all
elements in S are comparable: for each couple (si,sj) the relation Rp(si,sj) must exist. Also
there is a correspondent relation Rp in V: so if Rp(si,sj)=1 then R(p(si),p(sj))=1. This set of
axioms describes measurement as homomorhic evaluation resulting from an experimental
comparison to a reference. The set of axioms and relations described above completes a set
of relational system <S,Rp> that allows us to generalize and perform comparisons under
objects that were never compared before directly. One of examples of such relation is a
ordering relation < S,< > which is a conventional scale homomorphism described by Mari
(2007) as a main instrument of representational measurement theory.

A.2 Measurement process

As a next stage, empirical measurement operation is added to impose previously described
structure. It can include two methods – synchronous direct comparison and asynchronous
comparison mediated by a measuring transducer.

Direct comparison is a process of identifying reference object si in order to find a
comparison c(si,xi) =1 where xi is the object under the measurement. It is connected with a
traceability problem, in which in order to increase inter subjectivity of measurement, replicas
of reference set are created.

Overall process of synchronous direct comparison consists of three parts:

• Calibrating the adopted standard to a given standart (traceability to initial standard)

• Identifying reference object s for every x c(s,x)=1

• Assigning P(x)=p(s)

Asynchronous calibration is performed using measuring transducer q that can measure
objects from sets X and S: ∀xi∃q(xi),∀si∃q(si)
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Transdusor is interacted with a reference set S and for each si q(s) is ensured mea-
sured;pairs p(s) q(s) are formed (gathering calibration data) with a help of calibration function
C(p(s)) = q(s))

Then transdusor is interacted with object under measurement ( proces called identification)
and after that asignment stage is executed – value p(x) is assigned from the table (p(x),q(x)).
Original value is restored using p(x) =C−1(q(x)). In order to do this we must ensure that
the calibration function can homomorhically work across two scales.



Appendix B

Cloud and non-cloud users: descriptive
statistics

Figure B.1: Number of cloud and non cloud users in the dataset by year
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Figure B.2: capital per head for companies with heterogeneous cloud experience, by year

Figure B.3: Productivity by age of firms (violet is 1 year, yellow is 230 years)
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Figure B.4: Average age of firms by cloud usage
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Figure B.5: Correlations between majorly used variables in the dataset



Appendix C

Propensity Score Matching

C.1 Standard Propensity Score Matching Model

We start by introducing notation C = 0,1 - a set of ’treatment’ introduced in an observational
experiment; c ∈C,c = 1 would stand for the case when the company has adopted the cloud
(so this firm would belong to the treatment group); c = 0 would mean that a given company
did not adopt the cloud. Y c is the outcome of the experiment, measured in productivity per
worker. As only one of the outcomes is observed for each specific company, the PSM model
tries to assess the alternative scenario of ’what would happen’ if the specific company did
not adopt the cloud technology. This assessment is achieved by finding a ’non-cloud’ pair to
every ’cloud user’ company, which would have all similar characteristics but a cloud variable.

The algorithm of the PSM framework can be generalized in three steps:

1. Create a propensity score for every firm observation, by assessing a ’propensity’ of the
firm to adopt cloud πi = P(C = 1|X), where C is a ’treatment’, X - covariates. This is
done by performing a logit regression with the cloud variable and a set of covariates.
The score shows the probability that a given firm adopts the cloud.

2. Using propensity scores, the algorithm performs matching of cloud and non-cloud
users across the space of different characteristic of cloud users available in the dataset.
As noted in the original paper, Rosenbaum and Rubin (1983), proper variable selection
may be necessary in order to accurately estimate propensity scores. As originally
suggested, model structure should be induced by the underlying theory, however,
if there are covariates that are interconnected, then proper selection of cross terms
and variable lags should be performed. Austin (2011), Morgan and Todd (2008)
recommended to include higher-order moments and interactions between covariates
in order to account for interconnections between them. Rubin (2001) recommended
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choosing covariates according to the theory and prior research (but without using
observed outcomes).

3. Using the bootstrapped dataset, the average treatment effect is estimated by comparing
the mean in the two groups of cloud adopters. Treatment effect equals to E(Y 1−Y 0) =

∑i(Y 1
i −Y 0

i ), where Y 1 is an outcome if treated (if cloud technologies were adopted),
Y 0 is an outcome if untreated (if cloud technologies were not adopted), i subscript
stands for the number of matches created by the PSM algorithm.

The validity of the approach relies on several assumptions:

• Stable Unit Treatment Value Assumption (SUTVA). It is assumed that ’treatment’
assignment for a given case is not dependent upon outcomes for any other units. In
other words, cloud adoption decision should be randomly assigned among the units and
the cloud adoption decision of one firm should not influence the decision of another
firm. However, there could be an indirect influence of one firm on another, through
market mechanism and competition, which cannot be stated explicitly.

• Positivity Assumption. P(C = c|X = x)> 0 for all c ∈C and x ∈ X (where X is a set
of covariates and C is treatment options). It means that for every level of the covariate
(say every company size and every financial aspect), there should be at least 1 ’treated’
and 1 ’untreated’ case. Without this condition, it would be impossible to directly
compare different companies because of non-similar company background. However,
if we have both cloud and non-cloud adopters across all range of firm characteristics, it
would be possible to find a similar ’non-cloud’ case to every cloud adopter, in such a
way making a comparison to be more ’fair’.

• Ignorability/Conditional independence Assumption (or no unmeasured confounders).
For every x ∈ X , treatment assignment is independent of the potential outcome,
Y 1,Y 0⊥C|X . In other words, there are no exogenous variables (confounders) that
simultaneously affect the treatment decision and the outcome.

• Consistency assumption, Y = Y c if c ∈C. The outcome of treatment is equivalent to
the observed outcome (so all potential outcomes of the treatment are observed in the
data).

The first step of the algorithm is to perform a logistic regression and estimate promensitiy
scores (probabilities of treatment), as described in the main section. We used the nearest
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neighbour matching algorithm, as in the original paper by Rosenbaum and Rubin (1983),
where for every cloud adopter i we search for a pair j with the closest absolute distance
between propensity scores

d(i, j) = min j|e(Xi)− e(X j)|

where e() is a propensity score.
We should note that there are several other matching algorithms: caliper matching

(Cochran and Rubin, 1973), where the matched pair is found within pre-specified distance,
d(i, j) = min j(|e(Xi)− e(XJ)< b|); Mahalonobis metric matching (Rosenbaum and Rubin,
1985), where d(i, j) =min j(Di j) and Di j = (V⊤

i −V⊤
j )⊤S−1(V⊤

i −V⊤
j ), V = (X ,E(x)) and S

is a covariance matrix of the new vector for the control group.; Mahalonobis caliper matching
(Guo et al., 2006) where d(i, j) = min j(Di j < b); genetic matching (Diamond and Sekhon,
2013) which is similar to Mahalonobis metric matching but Di j = (V⊤

i −V⊤
j )⊤WS−1(V⊤

i −
V⊤

j ) and W is a weight matrix found using genetic sampling methods.
The next step, according to Pan and Bai (2015) is an outcome analysis. There are

several ways this analysis may be executed. As noted by Rosenbaum and Rubin (1985), it is
recommended to use a regression on top of matched data, in order to control for remaining
selection bias due to covariates that were not perfectly balanced by the algorithm. If a
matched subset contains several control units, weights should be created for proper balancing
(assigning 1 to treated units and proportion for each untreated unit within the matched subset
as suggested by Stuart et al. (2011)).

Y = β0 +β1a+β2x1 + ..+βq+1xN + ε

and Average Treatment for Treated (ATT) = β̂1. It is also possible to conduct analysis on the
entire original dataset after matching, in order to obtain ATT or ATE (Average Treatment
Effect).

AT T = ∑s(ns1)(Ys1 −Ys0)/N1orAT T = ∑s(ns1)( ˆβ1a)/N1

AT E = ∑s(ns)(Ys1 −Ys0)/NorAT E = ∑s(ns)( ˆβ1a)/N

where s denote a matched subset,ns1- number of treated samples within the subset, ns -
number of all samples in the subset, N1 - number of treated samples overall, Yi - outcome in
either treated or untreated case, ˆβ1a - OLS estimate for the matched subgroup.We proceed
with the regression on top of matched data.

Other existing alternatives do not produce exact pairs. These include stratification
methods that classify the entire sample into strata, based on percentiles Schafer and Kang
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(2009); full matching (Hansen, 2004) where one treatment unit is matched to several controls
or vice versa; kernel matching which combines both matching and outcome analysis in
one procedure (Heckman 1997). However, it was noted by Steiner and Cook (2013) that
proper selection of covariates is generally more important than the method used for matching.
If the functional form of propensity score function could be complex and estimation can
potentially require a significant number of covariates, a non-parametric data-driven approach
is preferred (Lee et al., 2009). The ultimate goal of these models is achieving a proper
balance of covariates (Austin, 2011; Stuart, 2010). Model fit or significance is not a primary
interest, although the quality of the model would affect the final balance of the covariates.

C.2 Gformula explanations

In comparison to standard models, g-formula estimation helps to adjust for time varying
confounders that are affected by previous exposures themselves. Keil et al. (2014) found
that the methodology provides unbiased estimate for the treatment effect in time varying
case. Hernán and Robins (2006) state that standard regression methods fail to correctly
estimate causal effects when confounders are also affected by previous treatments. When
confounders play a role of causal intermediaries, some of the treatment effects are averaged
out in standard models. Additionally, regression methods assume that treatment effect is
the same across constant levels of confounders - g-formula relaxes this assumption. Thirdly,
standard grouping (stratification) across confounders may lead to the situation where there
is no enough data to calculate conditional probabilities. Instead, g-formula uses parametric
regression modelling to calculate or simulate conditional probabilities needed.

Due to the sequential nature of the model, it relies on several untestable assumptions
assumptions (Hernán and Robins, 2020):

• Sequential conditional independence (exchangeability, these and next properties are
just an extention of the standard propensity score matching assumptions formulated in
Appendix C.1). Given At = at0,at1 - a set of possible treatments at time t=0..T and Xt -
set of observed covariates at the time t, independence assumption is formulated as:

Y g⊥At |At−1,Xt

where At−1 = g(At−2,Xt−1) and g is a ’treatment strategy’ which defines the rule
(either deterministic or probabilistic) of how the cloud adoption is assigned based on
companies’ characteristics. This means that in our case, covariates would include
cloud adoption at previous periods as well as historical covariates.
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• Positivity assumption is reformulated as P(At = at |at−1,xt)> 0 f orallat ∈ Aandxt ∈ Xt

• Consistency assumption (weak form) is reformulated as: if At = g(At−1,Xt) at each t,
then Y g = Y

As per Hernán and Robins (2020), the propensity score methodology requires to use
g-formula standartization and g-estimation, while ensuring identification assumptions and
is needed to establish causal connection between treatment and outcome. G-computation
formula could be seen as standardization method for time varying treatments (Daniel et al.,
2011) - using g-estimation allows us to use the data gathered for every year. We propose
graphical criteria to verify that the conditions are met.

"In the case of a single outcome measured at the end of follow-up, we can then compare
the hypothetical interventions by calculating the average potential outcome across all subjects
for each intervention. Because the average is taken over all subjects, it is marginal over all
background variables. In this sense, the g-computation formula should be seen as a form of
standardization that is valid for time-varying exposures." [ (Daniel et al., 2011)]

Lin et al. (2019) provides short explanation of the methodology and r package for
estimating g-formula models. The g-formula is essentially a high-dimensional sum or
integral over all confounder histories. Let i = 1..n be a number of subjects observed over
the k = 0..K +1 periods with initial measurement at time k and final outcome measured at
k = K + 1. Ak is a treatment variable, Xk is vector of time-varying covariates (which also
may contain past values of past follow ups), Y = Y k+1 is an outcome of interest (end of
follow-up outcome for continuous outcome). The g-formula is defined by:

∑
ak

∑
lk

E[Y |Xk = xk,Ak = ak]∗
K

∏
j=0

f (x j|x j−1,a j−1)∗ f (a j|x j,a j −1)

, where
f (a j|x j,a j−1)

is an observed (or treatment) density,

f (l j|l j−1,a j−1)

is an observed joint density of confounders, conditional on treatment and covariates.





Appendix D

Popular job posting platforms in the UK

Job Portal Description

Gumtree Free Classifieds in United Kingdom - Cars, property,
jobs, flat share and more - Buy and sell on Gumtree!

Universal Jobmatch Directgov jobs and skills search

Reed Personnel Services Daily updates of job vacancies, career guides, articles,
research reports, a salary calculator, cv tips, and more.

Monster Online recruitment centre for job seekers and employers
alike; leading U.K. companies advertise current vacan-
cies; apply online.

jobsite Online searches for U.K. and European jobs with no-
tification by email. Includes CV posting and career
advice.

CV-Library Search and apply to thousands of vacancies online when
you register your CV with CV-Library.

Vivastreet.co.uk Jobs. Search for the latest job adverts in your local area
with Vivastreet.co.uk - Simple, local, and free.
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Craigslist craigslist provides local classifieds and forums for jobs,
housing, for sale, personals, services, local community,
and events

Splashfind One of the UK’s fastest growing job searching web-
sites. List of the Top 100 UK websites. No registration
required

Prospects Offers career advice and information for graduates.
Comprehensive resources for graduate courses, recruit-
ment, and more.

Indeed Job Search by Indeed. one search. all up jobs. Search
millions of jobs from thousands of job boards, newspa-
pers, classifieds and company websites on indeed.co.uk

NHS Jobs Welcome to NHS Jobs, with a job search, information
on applying for jobs in the NHS and a Jobs by Email
service.

trovit.co.uk Search hundreds of thousands of job opportunities right
across the UK. Looking for a job? Trovit!

Telegraph Jobs Find a job with Telegraph Jobs. Use our job search to
find employment, job opportunities, and get notifica-
tions by email or RSS. Updated daily.

iJobs Search for your next job from 2,536 live vacancies, or
upload your CV now and let employers find you

Jobrapido In one quick job search find all jobs and vacancies
posted on careers sites in the UK.

Gov.uk Find a job with Universal Jobmatch - GOV.UK
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Trovit Search hundreds of thousands of job opportunities right
across the UK. Looking for a job? Trovit!

Adzuna We search thousands of job sites so that you don’t have
to. Discover job vacancies in your local area and across
the UK now!

Glassdoor Glassdoor – Get Hired. Love Your Job.

ComputerWeekly.com Find IT jobs on ComputerWeekly.com. Use our com-
puter job vacancy search to find the latest jobs in IT.

Guardianjobs Find your perfect job on Guardian Jobs. Apply for
jobs in the public sector, education jobs, media jobs,
graduate jobs and government jobs available today.

jobs.ac.uk Start your UK & international job search for academic
jobs, research jobs, science jobs and managerial jobs in
leading universities.

Gigajob Find job vacancies for you at Gigajob UK. Your one
stop job portal for getting jobs in United Kingdom and
also post jobs ad for Free.

jobserve.com Search thousands of Jobs advertised daily. The #1 job
site for IT Jobs, Finance Jobs, Sales Jobs, Engineering
Jobs and more. Use our powerful, quick Job Search.
JobServe also provides Job Search on the iPhone, iPad
and you can use our Mobile Job site on Android, Black-
berry and other devices.

targetjobs Graduate jobs and schemes Internships and placements
Great advice to help you get hired Everything you need
to start your career Apply now!
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CWJobs.co.uk Advertise IT Jobs with CWJobs.co.uk, the leading spe-
cialist IT recruitment website. We attract over 430,000
IT jobseekers each month and provide cost effective
solutions to meet your IT recruitment needs.

Fish 4 jobs UK’s best jobs site | Work wanted, apply for jobs online
| New vacancies daily, recruitment agents | Job adverts,
finding staff in London and UK

Mandy.com Find a job in Film TV Production: broadcast television
employment listings

Caterer.com Search for local hospitality jobs on Caterer.com, the
UKs largest hospitality recruitment website. Thousands
of hotels, chefs, restaurants, pubs and bar jobs are added
daily so you’re sure to find a job that’s near you.

Jobisjob Search thousands of jobs from major job boards in one
place with JobisJob.co.uk. Find all the UK Jobs includ-
ing jobs in London, Cardiff, Edinburgh, Birmingham,
Manchester, Leeds and more vacancies across the UK.
Jobs in England, England Jobs.

s1jobs.com View Jobs in Scotland with s1jobs.com, and find a job
on Scotland’s #1 job website. Browse careers, appren-
ticeships & graduate positions across Scotland.

networxrecruitment Networx Recruitment Website

JobsToday Search for your next job from 62,299 live vacancies, or
upload your CV now and let recruiters find you

Career Builder Search for your next job on CareerBuilder.co.uk. Send
CVs to recruitment agencies and employers, prepare for
interviews, or apply to jobs across the UK.



195

CharityJOB Over 1,000 charity jobs, hundreds of fundraising jobs
and all kinds of third sector jobs.

e4s.co.uk Most visited UK student jobs website helping students
find part time jobs, temporary job vacancies, internships;
graduate jobs during Christmas; Summer

myjobhelper Search for jobs near you. Access millions of jobs with
one simple search.

Technojobs IT Jobs advertised online. Thousands of new IT Jobs,
Telecoms jobs and technical jobs. Technojobs is the
leading UK IT Jobs and technical recruitment website,
online since 1999.

efinancialcareers Search for finance jobs and banking jobs in the City of
London and the UK. Find information, advice and news
about the city and banking.

xpatjobs Jobs in UK - Search 1,220,392 jobs from 88,418 agents
and employers - All the English and foreign language
job offers on one website. Jobs in UK. Jobs in UK.
Thousands of jobs Abroad. We specialise in English
UK jobs and other multilingual UK jobs. Expat jobs.

SimplyHired Search all UK jobs using Simply Hired, a job search
engine. Find jobs from a variety of employment and
recruitment sites across the web.

LiveCareer CV Builder from LiveCareer is the fastest, easiest and
most effective way to build an impressive CV. Choose
from hundreds of CV templates.

myjobscotland Helping you search for Scottish Local Government Jobs.
The national shared recruitment portal for Scotland’s 32
local authorities and public sector bodies.
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CityJobs.com Search for the latest jobs in London. Find your next job
on CityJobs.

Music-jobs Music job listings and online community for music
professionals and employers in the UK.

Designweek The UK’s best source of jobs for designers, artworkers,
copywriters and all of those in the design & creative
industry.

Jobs Go Public Browse public sector jobs online from top UK pub-
lic sector employers on Jobsgopublic.com. Search the
largest selection of public sector jobs by industry, occu-
pational group, job title, salary or location.

Jobcentreonline.com Welcome to JobCentreOnline, the public Employment
Service website in Northern Ireland.

Aldirecruitment.co.uk Learn more about my journey

Personnel Today Search for your next job from 1,309 live vacancies, or
upload your CV now and let employers find you

Leisure Jobs Job board for leisure jobs in London, across the UK,
Europe and worldwide including fitness, sport, catering,
hospitality, travel and tourism, spa and beauty.

UK Staff Search Search over 40,000 UK jobs with the UK largest FREE
job board. Jobseekers, earn money with your CV today!

ipa.co.uk Search for jobs in the advertising industry with the lead-
ing agencies

agencycentral.co.uk Quickly find the most suitable Recruitment Agencies or
find your perfect job
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FEjobs.com FEjobs is the dedicated job board for vacancies in Fur-
ther Education. Developed in association with the AoC
by Eteach.com FEjobs.com posts new vacancies daily
from Colleges across the UK.

OnlineJobhunt Start your job search on OnlineJobHunt.com, search for
thousands of jobs across the UK. Jobs in Birmingham,
Jobs in Manchester, Jobs in Liverpool, Jobs in London

JustEngineers Search for a wide range of Engineering Jobs in the UK
and Worldwide including mechanical, structural, civil,
electrical, gas, oil and more.

Brook Street Brook Street - one of the UK’s leading recruitment
specialists - Number one for office and light industrial
positions on both a temporary and permanent basis

TotallyLegal Search the latest legal jobs; law vacancies from top firms
and employers, including solicitors, lawyers, in-house,
private practice and trainee legal jobs. Upload your CV;
apply now

VacancyCentral.co.uk Vacancy Central is the overlay job board of more than
60 industry specific job boards.

Adecco better work, better life.

Jobmanji.com Jobmanji.com in Birmingham, is found in ’Job & Re-
sume Banks’, Jobmanji is setup to aid job seekers in
finding, Branston Court, read more in UK Directory

Careers4a.com Careers4a.com for your job and career development
search for jobs on careers4a.com
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experteer.co.uk Executive jobs starting from £ 50,000. The high-end
job market for leading professionals with access to the
hidden market of exclusive recruiter and recruiter jobs.
On Experteer.co.uk you can find thousands of executive
jobs for executives, managers and directors.

AlltheTopBananas Admin Jobs. Search and find thousands of admin jobs,
updated daily, from the UK’s Job Search Engine. Find
the latest UK-based admin jobs from all over the web.
Register and we will email you new Admin jobs daily.

madjobs Search & apply online for the latest jobs in marketing,
advertising & design from across the UK & Ireland and
worldwide

Strike-Jobs.co.uk jobs, careers, vacancies and recruitment on strike-
jobs.co.uk. Search jobs & vacancies by salary, sector,
location and find your next career and job. Provides
career advice, courses, CV help and more

hairandbeautyjobs.com Hairandbeautyjobs. All the latest vacancies from lead-
ing employers and careers advice. The leading job board
for hair stylist and beauty jobs for the UK and overseas.
Innovative and exciting hairandbeautyjobs matches you
to jobs automatically and enables employers to find you!

Experis Experis, the world leader in professional recruitment &
consulting. Search a range of permanent or contract IT
jobs, Finance jobs or Engineering jobs

Jobs 4 Medical Search online for Medical jobs, Nursing jobs, Phar-
macist and Pharmacy jobs today! We also have job
vacancies for Doctors, Dentists, Social / Care workers
and other medical professionals.



199

SimplyHRJobs.com All the latest human resources jobs updated constantly
on SimplyHRJobs.co.uk

Retail Careers Leading retail recruitment website UK

pickingjobs Picking Jobs is where students and backpackers can find
interesting vacation employment abroad and where em-
ployers recruit willing workers from around the world:
summer jobs, fruit picking, grape harvesting, seasonal
work, resort jobs, winter jobs, and gap year jobs.

totaljobs.com Start your job search on totaljobs, the UK’s largest job
site. With thousands of new vacancies added daily,
you’re sure to find a job that’s right for you.

Pure Jobs Do you need a job now? Apply for jobs online, Search
our local job listings and find the job you are looking
for in your city, with one click!

Professional Passport Jobs Find your next job, contract or assignment through the
Professional Passport Network. Thousands of jobs from
recruitment companies and direct employers covering
many sectors including Teaching, IT, Banking, Oil and
Gas and Healthcare to name a few.

Academics academicsltd.co.uk has hundreds of new job vacancies
in Primary Teaching, Secondary Teaching and Primary,
Secondary & Teaching Assistants jobs | Academics

Natives Ski Jobs - Search 1000s of Ski jobs including Ski Jobs,
Ski Season Jobs, Ski Season, Seasonal Jobs from the
UKs leading Ski recruiters and companies.
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BritishJobs British Jobs, Jobs in Britain, Jobs, Britain, British ca-
reer, British work, British vacancy, British opportunity,
British job board ,British employment agency, British
employers, British company, British temp, British tem-
porary, British contract

Career Legal Career Legal is celebrating its 21st successive year in
recruiting for the legal community across London and
throughout the UK.

gapwork.com Gap year information with news on volunteering and
working abroad as well as advice on planning a gap year
from your one-stop gap year backpacking website

joodis.net Jobs - Job Search - UK jobs - Search for UK and Inter-
national Vacancies

Best Admin Jobs Admin Jobs - Search The Best Admin Jobs, PA And
Office Jobs in The UK From All The Top Recruitment
Agencies. Jobseekers, Start Browsing Today And Find
The Best Admin Job For You.

London Jobs Search and apply for the very latest Jobs in London
with London’s largest job search website. We list over
20,000 London Jobs from over 1000 London employers.

oZZle.co.uk Find your new job quicker. The largest selection of
Printing Jobs and Packaging Jobs from Top Recruitment
Agencies and Employers.

Career Opportunities Choose from over 400 career training courses. Flexible
training. Recognised qualifications.
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Senior Sales Jobs Search for jobs at Senior Sales Jobs now and send your
CV straight to the top recruitment agencies and employ-
ers in sales. Start your job search now and find your
next sales job here.

LegalProspects.com Search for the latest legal jobs including lawyer jobs,
solicitor jobs, paralegal jobs, legal secretary jobs and
other law jobs from top legal recruiters.

Hair 2 Beauty Jobsource Hairdressing and Beauty jobs in the UK and Worldwide.
Featuring spa, beauty therapist, hair stylist and salon
jobs for beauty recruitment.

Topjobs Topjobs You can search for thousands of jobs in the UK
with our powerful search engine.

3wjobs.com Job board with vacancies in all sectors. Free for both
job seekers and recruiters

UK Job Guide Find a UK Job. Looking for a new job or a career
guide? Let the UK Jobs Guide tell you what you need
to work in the UK, we have a great range of job guides
full of good advice to help you into employment via a
recruitment agency or job centre

Job Max Search here for Food Jobs, FMCG and Manufacturing
Careers, Food Service, Catering and Hospitality jobs
Register for jobs by email and let the best jobs come to
you!

BestITjobs IT & Telecoms Jobs. A Great And Easier Way To
Search Through Hundreds Of IT & Telecoms Jobs
Across The UK.
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jobs1.co.uk Jobs search and recruitment resource for the UK - A
comprehensive hub site of employment, career training,
jobs and work-related content.

ClickAjob ClickAJob is The UK’s Largest Job Search Engine. Find
current job vacancies in your area. We provide a one-
stop job centre and online recruitment agency for your
next career move.

Job Centre Vacancies Beat the Job Centre queues by searching here now. Start
at the Job Centre Online and find vacancies from job-
centre plus in England, Scotland and Wales.

Incatering Search and apply for catering jobs and hospitality va-
cancies on InCatering. Upload your CV today and get
found by catering and hospitality recruiters.

Creative Jobs Central Creative Jobs Central offers thousands of quality job
listings in popular industries including fashion jobs,
photography jobs, event planning jobs and much more
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Review of existing skill taxonomies and
ontologies

Nowadays, there are more than 20 independently developed sources across the European
Union, UK and the US. There are several government-sponsored skill taxonomies: one
maintained by the US Department of Labour (O*Net taxonomy), ESCO taxonomy sponsored
by the European Commission, several other state-owned taxonomies (Skills and Knowledge
Checklist, STYRK taxonomy from the Norwegian Labour and Welfare Administration).
Other taxonomies are developed by non-profit organizations (NESTA UK taxonomy) or
private companies (Janzzon, Burning Glass Technologies taxonomy, SARO taxonomy).
There are several distinctions of interest: frequency of updates, coverage of skills, clarity of
the methodology, update mechanism and detalization of skill groups. Currently, there are
three most common update approaches: expert-based manual updates to the dictionary of
skills and hierarchy, big data approach based on automatic extraction of identified concepts
from large corpuses of text and mixed approach (which uses both modelling and expert
insights). This section provides review of several dozens of existing skill taxonomies
and ontologies with the aim to outline and understand heterogeneity of the market and
methodological differences. We restrict our research to the taxonomies available in English.
Additional information on every taxonomy as well as links can be found at the end of this
appendix (Table E.1).

Taxonomies produced by public organisations
We start with government-sponsored skill taxonomies, which serve as a base for the

national labour market research and analysis. Main advantages of public ontologies are open
access, shared and freely available methodology, which opens opportunity for the public
usage and extensions. However, due to the known limitations of public funding, national
ontologies are often limited to some extent both in coverage, quality and development speed.
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The ESCO taxonomy is one of the largest official skills taxonomies in the European
Union, containing about 13,485 skill concepts across 3,000+ occupational concepts. The
general division includes knowledge, skills, attitudes, and language skills. The first version
was published in 2013; however, methodological and information updates are provided every
1-2 years. The taxonomy is updated using defined continuous improvement processes, using
inputs from national and international classifications, big data sources and text extraction
models, other studies and registers (European Commission, CEDEFOP, Member State
authorities, social partners, NGOs, industry associations, business consultancies, think
tanks and researchers), and online tools and services (such as EURES, Europass, EU Skills
Panorama, etc.). The taxonomy is available in 27 languages.

The O*Net taxonomy is the largest official US taxonomy maintained by the U.S. De-
partment of Labour, covering 34,000 skills and competencies (abilities, skills, knowledge,
tools, technology) across 1,100 occupations. The taxonomy is updated on a yearly basis, and
since its first publication in 2013, on average 703 occupations have been updated every year.
The taxonomy construction methodology as well as the data gathering process are explicitly
explained on the official website. There are job postings, questionnaires and experts’ opinion,
customer transactions on Department of Labour sponsored career and job seeker websites
as well as many other data sources used in the taxonomy construction. The taxonomy con-
tains detailed information about occupations, tasks involved, skills used, education, related
experience and job training needed, wages and employment trends, related occupations with
similar requirements. The skills section is divided into general skills, technological skills,
knowledge, abilities, work activities, work context.

Employment and Social Development Canada taxonomy divides skills into several
categories based on descriptors: skills, personal abilities, knowledge, initiatives (realistic,
social, artistic, etc.), work context (independence, public speaking skills, etc.), work activities
(controlling, analyzing data), tools and technology (software, hand tools, etc.) - see Figure
E.1. The taxonomy provides a valuable addition to the general skills classification approaches
by enhancing the range of skills subdivision. It contains 473 job descriptors: 50 skills,90
abilities, 45 knowledge, 11 initiatives descriptors, 60 work context descriptors, 65 work
activities descriptors, 164 tools and technology descriptors
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Figure E.1: ESDC skills taxonomy. Source: ILO (2020)

Skills for future framework developed by the government for Singapore provides detailed
information about business requirements for typical occupations among the 34 sectors of
the economy. The sector information part has a detailed description of the sector trends,
best practices and suggestions from industry leaders. The skill map part provides detailed
descriptions for each role, work functions and key tasks, technical and generic skills and
competencies at 6 levels of expertise. Each position is described within its seniority im-
plementation. For example, the management accounting section contains four positions:
accounting executive, management accountant/financial planning analyst/business analyst,
financial planning and analysis manager, finance director/business controller. The “career
pathways” part provides graphical representations of careers and professional tracks within
the area. This resource also provides templates for the interviews, job advertisement, on the
job training and performance appraisal templates for all the occupations and roles.

World Economic Forum (WEF) has developed a Global Skills Taxonomy as a response for
the need to cover the latest emerging skills and unionize several different approaches to skills
definitions and taxonomy systems. The taxonomy contains four-level hierarchical definitions
of skills. First two levels contain skills and knowledge (business, innovation and creativity,
digital and technology, languages), attitudes (industry specialized, working with people,
self-management, global citizenship and civic responsibility), abilities (physical, cognitive,
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sensory). Next two levels provide further decompositions, for example, self-management
section contains level 3 ‘active learning’ definition, which has curiosity, willingness to learn
and change capacity as level 4 definitions. Every level contains explanations to define every
skill and group.

The National Occupational Standards framework (NOS) contains 24,593 occupational
specifications, covering major sectors of the UK economy to provide detailed working
standards and roles across business sectors and industries. The framework contains a detailed
ontology on working requirements. The core of the framework is based on Scottish vocational
classification system. The framework contains detailed descriptions of a given activity,
performance criteria for the typical candidate, knowledge and understanding requirements.
Skills and all related requirements are integrated into the text, which is easier to use for the
employer in case appropriate NOS is found, however, harder to build upon in case of missing
specifications. Another limitation of the framework is the absence of consistent proficiency
levels specifications to differentiate entry and advanced level specialists. The framework
is maintained by private consulting vendors (in each specific area, totaling 12 different
providers currently), with scheduled reviews every three years. As a result, each provider
follows a diversified methodology, and the overall framework lacks consistency. For example,
ODAG consultants, who manage NOS specifications development in the IT sector, define
internal levels of operational complexity (NOS levels), where there are two degrees of user
level competence and four levels of professional competence. These distinctions are absent
in other areas. Instead, all other areas apart from IT contain an additional section called
‘scope and range’, where additional explanatory statements are present. The framework also
provides linkage to SOC code and business sector for some of the NOS defined.

Taxonomies produced by private companies
There are a lot of private taxonomies produced and maintained by private sector compa-

nies. These taxonomies are often based on cutting-edge technologies and usually conform to
the greatest industry standards due to the competition mechanism. However, most taxonomies
are sold as a product or service and thus cannot be freely used by the public. Additionally,
due to intellectual property protection mechanisms, there is often limited or no information
about the methodology and models used to derive the taxonomy.

A proprietary taxonomy, developed by Burning Glass Technologies (BGT), contains
about 17 000 skills grouped by three basic skill types: specialized, basic and software.
The taxonomy is based on the BGT worldwide job postings database. Skills are organized
into clusters that can be updated by machine learning algorithms based on the analysis of
hundreds of millions of online job postings, resumes, social profiles, etc. The taxonomy
is global, based on immense geographies that BGT works with. Current release includes
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the US, Canada, the UK, Singapore, Australia and New Zealand along with several other
geographies in beta release. Skill clusters are also mapped to Cluster Families, which can be
roughly compared to the industry sectors. The taxonomy contains skill descriptions, demand
statistics and projected growth, market salary and similar skills linkages. Updates to the
taxonomy are performed through big data methodology - i.e., automatic daily analysis of job
postings which enables automatic detection of new skills. Skill ’candidates’ are then verified
by the team of experts, special partners’ requests can also be incorporated into the taxonomy.
In addition, the company developed its own occupational skills framework, which maps
the most important skills (necessary, defining and distinguishing skills) to each occupation.
BGT also provides information on career pathways and how additional skills can be used to
staircase through a given career.

A recent UK-based skill taxonomy was developed by Nesta using the job postings data
from Burning Glass. Due to the fact that the full data disclosure is impossible given the
proprietary data source, the publicly available skill taxonomy contains approximately 800
skills from 1600 occupations. Since the first release in 2018, Nesta also have built the second
extended version of the UK taxonomy in 2021.

The ’Janzzon!’ Ontology is claimed to be the most comprehensive and worldwide
multilingual database which also covers O*Net, ESCO, DISCo II and Nesta UK skills
taxonomy. The data is updated on the daily basis, using emerging job ads, new updates
from official data sources, machine learning generated skill candidates. The data and
methodology are restricted, and the usage is provided though a licensed API access or as
a licensed downloadable snapshot from the database. The database contains 1,000,000
skill concepts along with millions of synonyms and variations classified across 80,000
activities/occupations. The ontology is available across 40+ languages. The ontology
provides mappings to 160 different skill classifications (ESCO, O*Net, Rome V3, Styrk98,
etc.) and industry classifications (Nace, ISIC, WTW, EMSI, Mercer/Mupcs, etc.). The full
methodology should be available in Q4 2021. However, the company has shared some of the
valuable insights for their algorithms (see Appendix 5).

EYS Skills and Occupation taxonomy (ISOT) contains 130,000 skills across 32 industries.
The taxonomy is built using associative tree techniques. It is a simplified hierarchical
taxonomy, containing pooled related terms that are hierarchically ordered according to
the generalization level (e.g., Sub Specializations -> Human Resources ->Performance
Management (HR)). ’Skill’ here is a general term, referring to functional and technical
skills, soft skills, activities, knowledge, experience and certifications. The network of
skills is organized in three levels in order to provide a rich network of domain-driven skills
taxonomy. Bottom level contains skills, skill forms and synonyms (i.e., Internet Marketing =
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Digital Marketing = Web Marketing). The next levels contain so-called ’Master’ groups, or
skills aggregations, based on the domain specifics (e.g., Digital Marketing -> SEO -> SEO
Activities -> On-Page SEO Activities -> URL Rewriting -> Page Optimization). There are
also associations with similar skills, siblings and parent skills, associated roles, proficiency
ratings and contextual references to demonstrate the context of skill. ISOT is promised to
be constantly updated to include emerging skills and to refine existing ones, using natural
language processing and machine learning algorithms and consultations with experts.

DISCO, which stands for the European Dictionary for Skills and Competences, is one
of the largest skills thesauruses that contain detailed information about 104,000 skills and
competence terms and approximately 36,000 example phrases. It uses several different
data sources, such as AMS-Qualifikationsklassifikation (Austria), Kompetenzenkatalog
(Germany), ROME (France), Taxonomy DB (Sweden), O*NET (USA). The skill dictionary
is available in 11 European languages, thus, allowing its use for the majority of job postings
across the UK and the EU. The methodology used to build the dictionary is outlined in detail
on the project site. While the last project update stage was in 2012, it is still a valuable source
of skills terms and can be used as an addition to any existing taxonomy. It can be also used
to enhance taxonomies by automatic translation to different European languages.

TextKernel taxonomy also defines skill as a trait or capacity that a person has, including
knowledge, experience, expertise. It contains 11,000 skill concepts and 130,000 synonyms
across 4 groups and 10 subgroups: hard skills (tools machinery, programming languages
and frameworks, areas of knowledge, software programs), soft skills (personality traits,
specializations), language skills (natural language, programmatic languages and techniques),
certifications (professional activities; certifications and standards). TextKernel data sources
include resumes and job vacancies databases, data from educational institutions. Statistical
techniques and machine learning tools are used to categorize and fill the taxonomy, with the
final manual verification by the quality assurance team. The taxonomy is updated every two
weeks and available in 6 languages.

Emsi open skills library contains 30,921 skills ordered by 3 groups (hard skill, soft skill,
certification and licensing). Taxonomy contains detailed information about each skill taken
from the Wikipedia descriptions as well as provides an API to automatically extract skills
from text. The detailed description of each skill provides an opportunity to use the data for
training of skill extraction models using data science techniques. Each skill node contains
detailed descriptions of the skill, top job titles associated with this skill, trends and live job
posting hiring for the specified skill. The taxonomy is curated by the team of experienced
economists and labour market analysts and is updated every two weeks.
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The Skills and Recruitment Ontology (SARO) is an ontology inspired by ESCO. It
is structured in four dimensions: job postings, skills, qualifications and users. The very
distinctive feature of ontology and the reason it is presented in the current work is substantive
causal links inside the skills and jobs domain, helping to create a full, interconnected and
detailed picture of concepts. According to the ontology, the three solely person-related
concepts are knowledge, skill and expertise. Moreover, specific skills, together with other
co-occurring skills and essential skills lead to expertise that a person has, and that is required
by the job role or job type. In summary, skills, knowledge and expertise are the traits related
to a person. On the other hand, skills, knowledge, expertise and capabilities/abilities are
the features requested (or advertised) in job postings. A person’s capabilities require some
qualification (proved by certificates), which is essentially a mix of skills with the obtained
expertise. There are two conclusions in this regard. Firstly, qualification and expertise share
some common characteristics, for example, both concepts are induced by skills available.
Secondly, expertise and abilities are the job-related concepts, thus, development of these
definitions and requirements are influenced solely by companies and industries (demand
side) and not by job seekers (supply side). According to the SARO, there are complex
skills, which could demand sub-skills, for example, Python has sub-skills like object-oriented
programming, knowledge of specific Python-related tools. etc. Skill can be job specific, thus,
categorized by product skills (like programming product, Hadoop, SPSS, Stata, MongoDB,
etc.), topic skills (business analysis, data analysis, data warehousing), tool skills (java, c,
MySQL) or language-related skills. Skills can also be transversal (work as a part of the
team, work independently, communicate verbally, etc). Each skill has also a proficiency level
(basic, knowledgeable, competent, expert). The limitation of the ontology is missing links
between tasks, jobs, and job contents. However, it provides a more logical and complete
overview of skill-related concepts and definitions than any other taxonomy.

Skills Engine has expanded the O*net content model by enhancing work activities group
divided by general work activities (like training and teaching), intermediate work activities
(like counselling about personal matters) and detailed work activities (like assisting clients
with understanding personal problems), adding new categories of soft skills and supportive
behaviours, skills, workplace basics, knowledge and sub-knowledge domains, wider collec-
tion of tools and technologies. The framework follows the same SOC classification and work
activities tree, as O*net.

Such IT giants as Google have also joined the competition for skills and occupations
ontology. In 2017, Google released its first version of Cloud Jobs API, the smart service
design to mine for job advertisements, understand it and apply widely known Google’s
approach towards best match between candidates and jobs. There are two ontologies that
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are at the core of this service. The first ontology used by Google is an enhanced O*Net
occupation ontology (Figure E.2), with the top layer including 30 broad job categories,
the second one listing 1,100 occupation families (e.g., database administrators, emergency
registered nurses, etc.), and the third one containing 250,000 specific occupations (software
engineer, senior software engineer).

Figure E.2: Google’s occupation ontology. Source: Google Cloud jobs API documentation

Google’s skill ontology contains about 50,000 hard and soft skills with different types of
relationships between them such as relatedness to neighbours, different levels of attachment
(Figure E.3). We should note that a rich level of associations between skills (like prerequisite
to) enables to successfully deal with missing skill specifications in job postings, for example,
if ‘Spanish fluency’ was missing in the job description, but ‘Spanish translation’ is present,
then with the help of the ontology, we would be able to infer the presence of the hidden skill.
There are relational models that allow Google to encode popularity and specificity for each
skill inside the occupation, in such a way identifying similar occupations.
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Figure E.3: Example of Google skills ontology branch. Source: Google Jobs API

Cloud Jobs API uses numerous machine learning models that apply the ontologies to
the data. The API is capable of detecting occupations in user queries and map them to the
occupation ontology nodes. On the other side, job posting titles are mapped to the nodes
of the ontology. Another family of models detect specific skills both in user queries and
job postings and relates them to the nodes of the skills ontology. A third group of models
computes statistical relationships between occupations and skills with the purpose of the
constant updating the skill content of occupations. Additional standardization models are
also implemented, including job title cleansing, 100, 000-dimensional vectorization of titles
and proximity matching (based on the confidence scores) to the one or several nodes in any
layers of the ontology.

LinkedIn Entity Graph incorporates the entire graph of people, jobs, companiesand
countries in one interconnected graph system. There are 450 million members, 190 millions
of historical job listings, 9 million companies, 200 countries, 35,000 skills in 19 languages,
28,000 schools, 1,500 fields of study, 600 degrees, 24,000 position titles and more than
500 certifications. Special algorithms trained on the knowledge graph are able to extract
implicit skills with the confidence estimates based on the explicit skills available. Entities and
relations inside the ontology are built using machine learning algorithms with the supervision
of taxonomists, linguistic experts, etc.
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Apart from public and private-owned taxonomies, there are also a number of taxonomies
developed by non-profit organisations. Taxonomies produced by non-profit organisations and
job platforms

Space skills taxonomy covers 250 competencies across 5 groups (traits, knowledge, skills,
transferable skills, and qualifications). The taxonomy was created from the 800+ early career
space jobs, in order to structure skill requirements for the sector and provide a unified skill
framework. The very distinctive feature of taxonomy is a flat hierarchy, which starts with the
type of competency (e.g., technical skill), a second level is the working area (e.g., science
and engineering), and a third and next levels are a competency and sub competencies (e.g.,
IT skills > MS Office > Excel). Each skill can be codified using the hierarchy, with the code
(like 3.2.1.1.1), which is the ’address’ of the skill inside the taxonomy. Such a numerical
representation of the skill enables us to have a hierarchical and fully organized system of
skills. There is the further possibility to instantly search within groups and subgroups of
the skills, search for common neighbours and similar skills, as well as apply numerical
algorithms such as clustering, segmentation, similar search, and other machine learning
algorithms that are based on a numerical representation.

The only ontology found, that contains exhaustive experience levels, is the Skills Frame-
work for the Information Age (SFIA) ontology. Developed specifically for the IT sector it
contains seven levels of job autonomy/ complexity, starting with the beginner level (defined
by follow type, where a person can follow someone’s supervision), ending by an expert
level (’set strategy’, who can work at the edge of the technology, develop strategic goals
and envisage trends). Levels of responsibility are characterized by a set of criteria such as
autonomy, influence, complexity, and business skills ??. The ontology contains detailed
descriptions of every skill level and how it is used in the job process. The primary intent of
technology is building an IT competency framework inside companies.

Skill Project is an example of a crowd-sourced skill nomenclature which currently
gathered around 2,500 skills divided by 11 hierarchical levels, each level incorporating some
children nodes. The top group includes such skill concepts as ’Transportation’, Agriculture’,
’Sports Games’, ’Science and Technology’, ’Arts’, ’Construction Public works’, ’Business’,
’Accounting’, etc.

There are also two job platforms contained in our review. Job platforms do not only
provide job postings but also enrich user experience with skills enhanced filtering, skills
analysis and trends among target niches.

ItJobswatch platform is built based on ISO 9001 skills specifications among the IT
professionals. The platform provides detailed information separately for permanent and
contract IT jobs over the previous 6-month period with the comparison between 2020 and
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2019. There is information about salaries, daily quotes, job vacancy trends, hourly rates, top
job locations, co-occurring IT skills, hard and soft skills required, software languages and
top recruiters in the field. The platform also provides links to live jobs marketed and provides
access to job templates.

Dice skills platform provides access to 10,000 IT-related skills with a detailed statisti-
cal graph providing links to common co-occurring skills and technologies. The platform
also contains related jobs, articles about best practices in the related industries and useful
information, skill popularity index over time. Taxonomy contains both hard skills and soft
skills related to the IT sector. The details of the taxonomy implementation are given in the
previous chapter.

Conclusion
To conclude, there are various approaches used by both state and non-state-owned entities

to build and maintain skill nomenclatures. While state owned frameworks provide users
with open ended tools, private methodologies allow for greater coverage and state of the art
approaches that can be used to enhance job market analytics. Based on personal experience,
authors may state that private tools are being actively integrated in various sectors including
government institutions, thus displaying great benefit and superiority of privately developed
tools.

However, a lot of taxonomies provide skills distinctions at different level and small
amount of them provide lower level ‘primitives’. Moreover, there is no common standard
classification. Consequently, it makes taxonomies incomparable and hard to harmonize,
provided that most of them are incomplete, biased towards technical or cognitive skills and
have sectoral coverage issues. On the other hand, ontologies help to identify interrelationships
between skills (for example, skill A is a prerequisite for skill B) in such way partially solving
the problem of ‘implicit’ skills. However, reviewed ontologies lack generalization capability
and miss some important taxonomical definitions. Hence, some ground generalization and
harmonization of existing taxonomies and ontologies would be highly beneficial. In the
Appendix , we provide results of the initial attempt of taxonomies harmonization. This could
be a basis on future efforts toward better skills and jobs ontologies with wider coverage and
more accurate multilevel skill definitions.
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Table E.1: Skill taxonomies

Name Number of
skills

Cost Timeliness Methodology Comments

ESCO1 13,485 con-
cepts across
3000+ occu-
pations

free First version
published in 2013,
methodological
and information
updates every 1-2
years.

Implementation
insights and
details about
methods used can
be seen in the
document 2

Largest official US tax-
onomy. Technical, digi-
tal skills are underrepre-
sented

Onet
3

34000
skills and
competen-
cies across
1100 oc-
cupations
covered

free Since first publi-
cation in 2013, in
average 703 oc-
cupations are up-
dated yearly

Under ’ Sci-
ence Behind the
O*NET Database’
4

Structured taxonomy,
can be downloaded
using skills-ml toolkit

ESDC
tax-
on-
omy
5

473 skills
descriptors

free Website is up-
dated on a daily
basis; however,
the taxonomy
seems to be
released only
once.

Methodology and
approach is de-
scribed here 6

Interesting ontology
with important work
descriptors, can be
used in text modelling
and to enhance other
competencies

1https://ec.europa.eu/esco/portal/home
2https://ec.europa.eu/esco/portal/documents
3https://www.onetonline.org/,https://www.onetcenter.org/database.html/all-files
4https://www.onetcenter.org/database.html
5https://noc.esdc.gc.ca/SkillsTaxonomy/TheTaxonomy?GoCTemplateCulture=en-CA
6https://noc.esdc.gc.ca/SkillsTaxonomy/SkillsTaxonomyWelcome?GoCTemplateCulture=en-CA
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SSG
Frame-
work
7

Requirements
for typical
occu-
pations
among the
34 sectors

free no information Information can
be find on the offi-
cial website 8

The skill map part pro-
vides detailed descrip-
tions for each role, work
functions and key tasks,
technical and generic
skills and competencies
at 6 levels of expertise

WEF
Global
Skills
Tax-
on-
omy
9

More than
80 soft and
technical
skill groups

free no information information 10 Contain 5-level skills hi-
erarchy

NOS
Frame-
work
11

Contains
24,593
NOS

free New database is
expected by 2023,
according to quar-
terly information
updates

Information can
be found on the
website12

Hard to automate and
embed into algorithms
because ontology is
structured as free form
pdf documents. The
intent is to use the
framework in defining
general standards.

BGT
tax-
on-
omy
13

Contains
over 17 000
of skills.

license The working
model was cre-
ated in 2019.
No information
about updates
was found

Information can
be found here 14

BGT skills taxonomy is
utilized in BGT prod-
ucts, they extract skills
from job postings and
provide it as an addi-
tional informational col-
umn for users.

7https://www.skillsfuture.gov.sg/skills-framework/
8https://www.skillsfuture.gov.sg/skills-framework/criticalcoreskills
9https://www.weforum.org/reports/e47fb10b-de89-4092-98c6-198fd2328556

10https://www.weforum.org/reports/e47fb10b-de89-4092-98c6-198fd2328556
11https://www.ukstandards.org.uk/
12https://www.ukstandards.org.uk/About-nos
13https://www.burning-glass.com/research-project/skills-taxonomy/
14https://www.burning-glass.com/research-project/skills-taxonomy/
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Nesta
skills
tax-
on-
omy

Information
can be
found here
15 ∼800
skills from
∼1600 oc-
cupations
available
within the
shared data

free Since the first
release in 2018,
Nesta is planning
to provide the
second extended
version of the
UK taxonomy in
2021-2022

Full methodology-
can be found on
the website 16

Developed from BGT
data, thus currently they
cannot disclose all indi-
vidual skills.

JANZ
Zon
17

1,000,000
skill con-
cepts
across 140
000 occupa-
tion/profession
concepts

∼1500$
p/m

The ontology is
updated/curated
daily in more than
40 languages

Preliminary in-
sights 18 (full
methonology
available from Q4
2021)

Includes job parser
API, 20+ languages
supported. They
say that 300k hours
were invested into the
development of the
product.

EYS
ISOT
tax-
on-
omy
19

over
130,000
skills
across 32
industries

First
1000
api
calls
free

ISOT is promised
to be constantly
updated to in-
clude emerging
skills and to
refine existing
ones, using nat-
ural language
processing and
machine learning
algorithms and
consultations
with experts.

The methodologi-
cal notes are avail-
able here 20.

They call themselves
“world’s number 1 skills
taxonomy”

15https://data-viz.nesta.org.uk/skills-taxonomy/index.html
16https://www.escoe.ac.uk/the-first-publicly-available-data-driven-skills-taxonomy-for-the-uk
17https://janzz.technology/janzz-on/, https://rapidapi.com/janzz-ltd-janzz-ltd-default/api/ontology1/pricing
18https://drive.google.com/drive/folders/1tJ7mLc0CuY0guAh7lOgfxgQvv5EJrZn9?usp=sharing
19https://www.itsyourskills.com/iys-skills-taxonomy/
20https://drive.google.com/drive/folders/1djfSEVBVmNFzeXto7M_I2FV8JJCN5eAE?usp=sharing
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DISCO
II 21

Covers
104,000
skills and
compe-
tence terms,
36,000
example
phrases

free Last release was
in 2012, not up-
dated since then.

Information can
be found here 22

Web thesaurus with skill
terms. Can be used in
addition to any method-
ology (ex. Enhanc-
ing taxonomies, build-
ing NER models, etc.)

Text
Ker-
nel
tax-
on-
omy
23

11 000
skills across
10 groups

Platform
should
be
con-
tacted

no info Information can
be found here 24

Interesting taxonomy
approach, detailed
explanations can be
found on the website

Emsi’s
Open
Skills
Li-
brary
25

30921 skills
and skills
extraction
API

Free
(CC
BY-
SA
li-
cense

Methodology is
updated every
two weeks.

General overview
can be found here
26.

Considerable number
of skills that can be
used for the training of
skill extraction models.
Company is merged
with Burning Glass
Technologies.

SARO
ontol-
ogy
27

Pure ontol-
ogy that
can help to
delineate
some of the
concepts

free no info Information can
be found here 28

Infomation can be
found here 29

21http://disco-tools.eu/disco2_portal/
22http://disco-tools.eu/disco2_portal/projectInformation.php
23https://www.textkernel.com/skills/, https://www.textkernel.com/solution/extract/
24https://www.textkernel.com/solution/extract-2/
25https://skills.emsidata.com/access, https://skills.emsidata.com/, https://api.emsidata.com/apis/skills
26https://dev.skillsengine.com/reference#excluding-elements, https://www.skillsengine.com/skills-taxonomy
27https://elisasibarani.github.io/SARO/
28https://www.burning-glass.com/research-project/skills-taxonomy/
29https://edsa-project.eu/
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Skills
En-
gine
30

no informa-
tion

Platform
should
be
con-
tacted

8 versions of
platform were re-
leased since 2015.
No information
when current
version is to be
updated.

Information can
be found here 31

Interesting tool with
API based on modified
O’Net version with oc-
cupation classification.

Google
Skill
On-
tol-
ogy
32

∼50 000
skills

platform
should
be
con-
tacted

no information Information can
be found here 33

Google launched talent
solutions API on top of
the taxonomy

LinkedIn
En-
tity
Tax-
on-
omy
34

∼35, 000
skills

Not
for
sale

On a daily basis Information can
be found here 35

Knowledge graph also
encapsulates job list-
ings, schools, degrees,
fields of study, enabling
to form a consistent on-
tology

Space
skills
tax-
on-
omy
36

250 com-
petencies
across 5
groups.

free Final summary
of the report
is published in
2020, and the
next releases are
expected to come,
according to the
authors.

Methodology,
limitations and
biases are greatly
explained in the
report 37

Contains exhaustive ex-
perience levels

30https://skillsengine.com/skills-taxonomy
31https://support.skillsengine.com/hc/en-us/categories/360002531653-Knowledgebase
32https://cloud.google.com/blog/products/gcp/cloud-jobs-api-machine-learning-goes-to-work-on-job-

search-and-discovery
33https://patents.google.com/patent/US9697472B2/en
34https://engineering.linkedin.com/blog/2016/10/building-the-linkedin-knowledge-graph
35https://engineering.linkedin.com/blog/2016/10/building-the-linkedin-knowledge-graph
36https://spaceskills.org/towards-a-space-competencies-taxonomy
37https://spaceskills.org/public/docs/SSA%20Space%20Competencies%20Taxonomy.pdf
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SFIA
ontol-
ogy
38

103 IT
skills across
7 com-
petency
levels

free SFIA 7 is the
current version
of the framework,
published in
June 2018. Next
version, SFIA 8
is planned to be
released in 2021.

Information can
be found here 39

Skill competency (or us-
age level) is an espe-
cially important part of
defining the level of
skill proficiency. This
work can be a founda-
tion to defining usage
proficiency

Skill
Project
40

2500 skills
by 5 hier-
archical lev-
els.

free Crowdsourced
database was cre-
ated in 2019, but
currently project
is in stealth mode

Information
can be found
here http://www.
skill-project.org/
project

Independent skill
project created by 3
developers. Can be
obtained via telegram
group, on their website

ITjobs
watch
41

no informa-
tion

free Last methodology
update was in
2017

Information can
be found here 42

Provides detailed in-
sights for IT sector jobs
only

Dice
skills
cen-
tre

documentation
43

10,000
IT-
related
skills

free Monthly Documentation44 can
be found here. Also
contains related jobs,
articles about best
practices in the related
industries

38https://sfia-online.org/en/about-sfia/browsing-sfia
39https://sfia-online.org/en/about-sfia/how-sfia-works
40http://www.skill-project.org/
41https://www.itjobswatch.co.uk/jobs/uk/iso9001.do
42https://www.itjobswatch.co.uk/research/news/methodology-update-170629
43https://insights.dice.com/employer-resource-center/check-out-the-dice-skills-center/
44https://insights.dice.com/employer-resource-center/check-out-the-dice-skills-center/

http://www.skill-project.org/project
http://www.skill-project.org/project
http://www.skill-project.org/project




Appendix F

The Job Ontology

This section elaborates on the initial attempt to generalize taxonomical and ontological scope
of job and skill related concepts and definitions to fill missing links or terms in the research
methodologies undertaken by the researcher. We define the Job Ontology which describes
the universe of the information contained in job postings. Job Ontology consists of several
taxonomies: skill taxonomy, proficiency taxonomy, tasks taxonomy, position level taxonomy,
occupation ontology and industry level taxonomy. All the subsystems should be interlinked
and interconnected within the Job Ontology. Moreover, as suggested by some sources, the
Ontology can be extended by job interview ontology, career path taxonomy, etc.

The features of the Job Ontology:

• Extended number of skills with various skill forms, detailed skill descriptions, intercon-
nections between skills (relations of inclusion or part of complex skills, for example if
one skill is a part of other complex skills or a complex skill has several prerequisite
skills included). Proxy skills, prerequisite skills and hierarchical connections should be
present. Links between skills should be present, to identify similar skills or neighbours.

• Skill ontology should have human interpretable presentational layers, where skills are
grouped not only based on statistical properties, but where they would have a logical
and ontologically precise meaning; can be easily used for human navigation. As such,
general and extensive human skills and abilities categories are (see Table F.1):

• Skills. Skills are defined as acquired knowledge and experience of performing specific
activity and derive valuable results from that activity. Skills are divided into two
broad groups: hard skills and soft skills. The distinction is important, because these
categories are distinctive in the ways people obtain them and how they are used. As
outlined by several researchers, soft skills are often an addition to hard skills, they have
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the mediation role in terms of skill set efficiency. Hard skills include tools, machinery,
programming languages frameworks, products (including software products), topic
related skills (business analysis skills, analytical skills etc.). Soft skills include work
context skills, personality traits and attributes, specializations (mindsets), natural
language skills. This is equivalent to the tangible capital required in production. In the
same way skills, tools and technologies are used as a production input when performing
some tasks.

• Knowledge. Knowledge should maintain a different branch because it can be brought
into the work context by a single person, group of people, internal company knowledge
base, or even internal or external patents and know-hows. Knowledge is the general
information that an agent has, but not necessarily knows how to apply. Application of
knowledge can be related to specialization skills or work context skills. Knowledge is
then decomposed into knowledge about tools, domains, methodologies and scientific
knowledge, knowledge of technologies.

• Qualification and expertise. This area includes a mix of skills, knowledge and amount
of time devoted for a particular activity. The qualification is measured by certifications
and/or level of the education obtained, years of experience, or level of complexity
of the activity that can be accomplished, complexity and variety of tools that can be
successfully used to do the work. Expertise and qualification naturally integrate to the
task, job, position, occupation level proficiency.
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Table F.1: Skill taxonomy. Source: own compilation based on various taxonomies reviewed

LEVEL SUBLEVEL
SKILLS->HARD SKILLS tools

machinery
programming languages & frameworks
products (incl. software)
topic skills

SKILLS->SOFT SKILLS work context skills
personality traits& attitudes
specializations
natural language skills

KNOWLEDGE tools
domains
methodologies & science
technologies

QUALIFICATION certifications
experience
expertise/abilities/capabilities

Moreover, skill ontology should have a variety of interconnections between them (see the
Table F.2).
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Table F.2: Types of interconnections between the skills in the ontology.

Connection
type

Explanation

Is child of Whether a skill is an antecedent of another skill in hierarchy
(e.g., code refactoring skill is a child of programming skill)

Part of Whether the skill is related to other skill in flat structure (e.g.,
English writing is a part of English competency)

Related to Whether one skill is close or similar to other skill (e.g.,
bilingual skill is close to translation skill)

Proxy of More generalized version of skill in similar family that can
be a substitute (e.g., programming skill is proxy of Python
skill)

Prerequisite
to

One skill is necessity for another skill (e.g., English fluency
is a prerequisite to English/Spanish translation skill, statistics
skills are prerequisite for data analysis skills)

• Task level taxonomy. This taxonomy should have description of tasks/subtasks/activities
in the workplace. To some extent, this is a description of skill-knowledge-expertise
clusters, that are often used together in each work activity. Task level descriptions
are often used in the job postings to describe job content, candidate requirements and
responsibilities. Task specification in NOS and SSG frameworks are good examples of
task level taxonomies. There are similar tasks within various positions and occupations,
however similar tasks may contain a diverse set of skills and competencies. It is
important to mention that not all jobs advertised contain task-level details within job
descriptions.

• Proficiency taxonomy. The task category above has an important characteristic: level
of proficiency. We divide proficiency by 7 levels following SFIA taxonomy guidance):
proficiency to follow someone’s lead/ follow methodology or instructions, level for
assistance to others, ability to independently apply skills and knowledge, proficiency to
enable new initiatives, level sufficient to advise, level to influence and initiate, level to
set strategy, inspire, mobilise. The general description of every level of the proficiency
is given in the Table F.3. We must note that ‘common job level’ column was added for
easier understanding of differences of each level, because if the given task constitutes
most person’s responsibilities, it will often imply the specified seniority. However, it is
important to note that the proficiency taxonomy should be applied at every task and
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skill level, because each position implies heterogeneous set of skills, knowledge and
activities, each at the different proficiency level.

Table F.3: Levels of proficiency, general description. Source: authors shortened rephrasing
from SFIA levels of responsibility.

Proficiency
level

Keywords Common
role
level

Description

Level 1 follow Trainee Works under full supervision. Expected to seek
guidance in unexpected situations. Has a basic
knowledge appropriate to the area of work. Ap-
plies newly acquired knowledge to develop new
skills.

Level 2 assist Junior Works under routine direction, has limited re-
sponsibility in resolving issues and enquiries,
contributes to routine issues resolution. Has a
basic domain knowledge, absorbs information if
it is presented systematically.

Level 3 apply Middle Works under specific directions, accepts guid-
ance and works within defined milestones. Per-
forms a range of work, sometimes non routine
and complex, interacts with colleagues. Has
sound generic domain and specialist knowledge,
is able to develop own knowledge.

Level 4 enable Senior Works under general direction with clearly de-
fined accountability procedures, has substantial
personal responsibility and autonomy. Plans
own work to meet objectives, may have some in-
fluence on the work of others, collaborates with
team and performs complex activities, resolves
complex issues within the area. Rapidly absorbs
new knowledge, aware of developing practices
and drives own development.
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Level 5 Ensure,
advise

Associate Works under broad direction, often initiates the
work. Has a full responsibility for meeting the
objectives. Establishes milestones and takes a
significant part in tasks and responsibilities dis-
tribution. Has a broad impact on others involved
in the work. Possesses full knowledge of the
area, seeks new knowledge for the personal de-
velopment and coaching of others. Defines stan-
dards.

Level 6 influence,
initiate

Head Deep understanding, authority and full account-
ability within the specified areas of work. Broad
business understanding and highly complex ac-
tivities along with a high impact on others within
the area. Promotes application of knowledge in
organization, with the focus on business side.

Level 7 set
strategy,
inspire,
mobilise

Director Highest organizational responsibility, able to
lead and implement the strategy in the area, ap-
ply deep understanding of the area and encour-
age cutting edge development and implementa-
tion. Has broad knowledge in the area, encour-
ages the strategic application of the new knowl-
edge.

• Position/role/responsibilities level specification. This level of specification needs
to include the taxonomy of position levels along with the job levels and common
job titles associated with positions. It includes seniority level (Junior, middle, senior,
management, operational, executive) of the job position. There are different resources
which work on the standardization of job levels2, job titles and career ladders3 . We
must also provide a distinction between role/position, job title and job level. A job
role “is the part an employee plays within a team and company, including the set of
formal and informal expectations that define the employee’s responsibilities. A role
also situates an employee within an organization, and it may correspond to the job
level into which they fall. “(Holloway, 2021). A job title is the name assigned with
the position. It may loosely reflect the content of the position, and, as there are no
established standards, may vary from company to company. Similar titles may be
common across occupations and industries, but may be different in terms of job role,
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competencies, knowledge, and skills (like junior, senior consultant, or manager within
a specific occupation). Job level corresponds to the level of responsibility and authority
in the company and may be defined in the same 7- or 10-degree scale as proficiency
level, but for the whole position instead of the individual task or skill.

• Occupation level ontology, linked to previous levels ontology. Aggregates job
requirements, responsibilities, competencies, education, abilities, and skills that are
required to successfully operate within a specified occupation. Occupation level
ontologies (like NOS and SSG frameworks) provide occupational standards which are
common across employers that utilize the occupation within their business. Modified
O*net ontology, constructed by Google seems to be a good example of the efficient
ontology. Most likely to have three levels, where the first one is the occupation area,
second is an occupation family, third one is a specific occupation.

• Industry level taxonomy (like Standard Industrial Classification). We should note
that all ontologies could have a cross reference and be interconnected, to be able to
trace and impute missing information in job postings.

The overall ontology overview is presented in figure F.1.
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Figure F.1: The Job ontology. Authors compilation based on various taxonomies and
ontologies seen

Next, we provide an example of the application of the ontology for the ‘Senior Data
Scientist’ job specification (Table F.4).

Table F.4: Example of the Job Ontology applied on job posting’s structure

Attribute Value(s)
Job title Middle Data Scientist
Occupation 15-2051.00 - Data Scientists
Industry 62020: Computer consultancy activities
Location Remote
Company Aaa LTD
Type Full time
Salary 50 000-60 000/year
Seniority level Level 3 (Middle)
Reporting body Head of Data Science
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Tasks and skills
involved/job
responsibilities

1. Analyse, manipulate and process large sets of data using python
and spark environments on clusters [2]. data analytics: [(ETL,4),
(SQL,2), (SparkSQL,4), (Pandas,2)], databases: [(Spark,3),
(Hadoop,1)], programming languages: [(Python,4)]}

2. Apply feature selection algorithms to models predicting outcomes
of interest, such as customer attrition rate, customer churn rate,
cost of acquisition [3]. {modelling: [(churn rate prediction,4),
(predictive modelling,4), (survival analysis,3)]}

3. Build and compare models using Amazon Sagemaker to achieve
highest quality metrics [3]. {statistical analysis: [(variance analy-
sis:3), (loss functions:3), (crossvalidation:3)], machine learning:
[(tensorflow:3), (keras:2), (scikitlearn:3)], products: [(AWS,3),
(Sagemaker,4), (Jupyter Lab,3)]}

4. Deliver results and oral presentations to the stakeholders [3] {pre-
sentation, communication, Microsoft Office: [(PowerPoint,2)],
languages: [(English,5)]}

5. Define objectives and hypothesis for research on data and artificial
intelligence (AI) models [4] {Computational thinking, leadership,
intelligent reasoning}

6. Analyse the ways in which datasets may be biased and address
this in safety measures and deployment strategies [6] Conduct
extraction and integration of data including features [6]

7. Develop multiple models and algorithms suitable for the use case
[4]
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8. Perform model comparison to draw inferences on variable impor-
tance [3]

9. Select the best model based on pre-defined evaluation criteria [3]

10. Account for data ethics and policies in model selection and evalu-
ation process [5]

11. Interpret and evaluate model performance for scaling and deploy-
ment [4]

Performance ex-
pectations

Deliver timely results in according to defined activity timelines, in ac-
cordance with Model AI Governance Framework and Personal Data
Protection Act 2012.

Preferred educa-
tional background

Computer science (Master’s +)/Economics (PhD)/ Data Science (Mas-
ter’s+)

Unique hash code 1000-dimensional alpha-numeric vector (the methodology to be deter-
mined), which facilitates faster automatic search and matching.
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Multinomial logistic regression

The polytomous (multinomial) logistic regression is designed to model data with more than
two categorical outcomes with no natural ordering. The model is an extension of the classical
logit regression framework.

The probability of the company to pursue one of the Covid response strategies is modelled
as:

Prob(Yi = j) =
expβ jxi

∑
4
k=0 expβkxi

where X is a vector of known company individual characteristics, β is a vector of weights, x
is a vector of model inputs.

Due to the identification problem (any B∗ = B+q will result in the same probability, as q
will cancel out in numerator and denominator), we set B0 = 0 as a baseline for comparison
(This is legitimate as probabilities sum up to 1 so we only need J parameter vectors to find
J+1 probabilities). This can be shown by careful calculations. If we are to model individual
logistic regressions (A,B,C) for every class with comparison to a baseline class (D), than
standard binary logistic regression formula will be

log(P(A)/P(D) = b01 +b11x1 + ..bn1xn

or 
P(A) = P(D)expb10+b11x1+..bn1xn

P(B) = P(D)expb20+b21x1+..b2nxn

P(C) = P(D)expb30+b31x1+..b3nxn

(G.1)

Given that:
P(A)+P(B)+P(C)+P(D) = 1
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then:

p(D)expb01+b11x1+..bn1xn +P(D)expb20+b21x1+..b2nxn +P(D)expb30+b31x1+..b3nxn +P(D) = 1

and:
P(D) =

1
1+ expb01+b11x1+..bn1xn +expb20+b21x1+..b2n +expb30+b31x1+..b3nxn

So the final formula is:

Prob(Yi = j|xi) =


1

1+∑
4
k=1 expβkxi

, i f j = 1
expβ jxi

1+∑
4
k=1 expβkxi

, i f j > 1
(G.2)

where β is a vector of model parameters for model k and x is a vector of explanatory
variables.

In order to be able to compare groups between each other, we set the largest group as
a baseline for comparison. We set inactive group as the baseline for comparison. We can
arrive at relative risk ratio1 as:

Pr(y = j)
Pr(y = 1)

= expβ2x

or:
log(

Pr(y = j)
y = 1

) = β2x

Note that Pr(y = 1) is a baseline probability. We would note that the multinomial logit model
allows direct comparison of the probabilities of different outcomes:

Pr(y = j)
Pr(y = 1)

= expβ jx,

Pr(y = k)
Pr(y = 1)

= expβkx,

so
Pr(y = k)
Pr(y = j)

= exp(βk−β j)x

which means that we can directly compare coefficients between the groups (although one
needs to still account for the intercept which is different in every model, see Bayaga (2010)).
Other benefits of the model are:

1https://www.stata.com/manuals/rmlogit.pdf



233

• the model is robust to the violation of multivariate normality and similar covariance
matrices in every group

• model statistics are better interpretable

• multinomial logistic regression neither assumes linear relationship between target and
explanatory variables nor does it assume normality of error terms (Bayaga, 2010)

Due to these facts, we cannot compare the coefficients between groups to assess whether
a given regressor has a higher impact on the specific outcome. For this purpose, we need
to utilize a multinomial logit regression, which is the model typically used for modelling
multiple outcomes and the modelling is performed simultaneously. As a result, multinomial
logit regression provides more efficient estimates and lower standard errors (Agresti, 2002).

The next table presents the results of the multinomial logit regression performed on
categorized outcomes (innovators, stickers and inactive groups of firms) and all previously
used explanatory variables (Table G.1).
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Table G.1: Multinomial regression

inactive innovator sticker
h 0.000 0.015 0.059∗∗

(.) (0.021) (0.021)
c 0.000 0.205∗∗∗ -0.073∗

(.) (0.032) (0.034)
d 0.000 0.348∗∗∗ 0.091

(.) (0.101) (0.108)
c*d 0.000 0.387∗∗∗ 0.149

(.) (0.091) (0.096)
k 0.000 -0.024∗ 0.008

(.) (0.011) (0.010)
l 0.000 0.163∗∗∗ 0.156∗∗∗

(.) (0.012) (0.012)
f 0.000 0.011 -0.014

(.) (0.020) (0.021)
g 0.000 0.001 0.003∗

(.) (0.001) (0.001)
s 0.000 0.003 0.012

(.) (0.004) (0.011)
constant 0.000 -1.754∗∗∗ -2.769∗∗∗

(.) (0.148) (0.194)
nobs 35245
R2 0.043
BIC 62862
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

we control for differences by region and industry by including dummies

As the inactive group is taken as a baseline for comparison, we can compare results
between the groups. Table G.1 provides useful insights on the difference in coefficients. We
see that exclusive usage of the cloud or technical employment alone significantly increases
the odds of being an innovator. Yet, the combination of hiring of the technologically skilled
personnel and cloud activities have a higher, significantly positive impact on chances of
being an innovator. Size of company, measured by number of employees, has a significant
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effect for both groups, but appears to be higher for innovators in this regression. Similarly
to previous regressions, financially endowed companies are more likely to become stickers.
Older companies are also more likely to fall into the stickers group. Results are consistent
with the literature presented in Chapter 2, suggesting that younger and larger companies are
more efficient in terms of the usage of new technologies and being able to faster progress
with the innovation.

Although the model still relies on some assumptions, there are a few simple steps to
verify them. For instance, the independence from irrelevant alternatives - the odds ratios
of the two selected outcomes of comparison are independent from all other alternatives (in
other words, outcomes are free from unobserved impacts, see (Benson et al., 2016)). This
assumption can be verified using the Hausman-McFadden test. The Hausman-McFadden test
suggests that the IIA assumption is not violated in the results presented above. (Table G.2).

Table G.2: Hausman-Mcfadden test for multinomial logit model

chi2 df P>chi2
inactive 0.915 30 1.000
innovator 0.892 30 1.000
sticker 12.814 30 0.997
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Appendix H

Detailed estimations by company size

Table H.1: Resilience modelling by firm size: innovator

micro small medium large
if_innovator
h 0.012 0.113∗∗∗ 0.089∗∗ 0.062

(0.046) (0.031) (0.031) (0.038)
c 0.358∗∗∗ 0.255∗∗∗ 0.191∗∗ 0.225∗

(0.052) (0.040) (0.058) (0.100)
d 0.060 0.422∗∗ -0.005 0.491∗

(0.212) (0.140) (0.171) (0.197)
c*d 0.207 0.461∗∗∗ 0.404∗∗ 0.609∗∗∗

(0.249) (0.134) (0.143) (0.165)
k 0.011 0.002 -0.001 0.083∗∗

(0.016) (0.014) (0.020) (0.028)
l 0.405∗∗∗ 0.228∗∗∗ 0.062 0.180∗∗∗

(0.048) (0.041) (0.056) (0.027)
f 0.008 0.012 0.060 -0.006

(0.034) (0.025) (0.035) (0.056)
g -0.003 -0.002 0.001 0.004

(0.003) (0.002) (0.002) (0.002)
s 0.002 0.009 0.002 -0.036

(0.004) (0.019) (0.041) (0.026)
constant -1.515∗∗ -0.202 -0.644 -1.700∗∗

(0.525) (0.314) (0.421) (0.530)
nobs 10139 14769 7075 2923
R2 0.058 0.057 0.051 0.084
BIC 12106 19019 10042 4552
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Table H.2: Resilience modelling by firm size: sticker

micro small medium large
if_sticker
h 0.076 0.084∗∗ 0.044 0.002

(0.048) (0.032) (0.032) (0.039)
c 0.268∗∗∗ 0.161∗∗∗ 0.255∗∗∗ 0.334∗∗

(0.056) (0.043) (0.061) (0.103)
d 0.025 0.086 0.139 0.162

(0.237) (0.154) (0.178) (0.198)
c*d 0.025 0.304∗ 0.389∗∗ 0.221

(0.280) (0.142) (0.147) (0.168)
k 0.052∗∗ 0.005 0.050∗ 0.072∗

(0.017) (0.015) (0.020) (0.029)
l 0.452∗∗∗ 0.221∗∗∗ 0.112 0.250∗∗∗

(0.053) (0.044) (0.058) (0.028)
f 0.081∗ 0.014 -0.001 0.019

(0.037) (0.027) (0.037) (0.058)
g -0.006 0.003 0.003∗ 0.002

(0.003) (0.002) (0.002) (0.002)
s 0.010 0.007 -0.032 0.212∗

(0.011) (0.020) (0.042) (0.091)
constant -1.512∗∗ -1.733∗∗∗ -1.975∗∗∗ -2.723∗∗∗

(0.577) (0.386) (0.468) (0.564)
nobs 10137 14776 7075 2909
R2 0.065 0.062 0.064 0.106
BIC 10723 17241 9472 4384
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

we control for differences by region and industry by including dummies
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Table H.3: Resilience modelling by firm size: inactive

micro small medium large
if_inactive
h -0.107∗ 0.011 -0.012 0.018

(0.051) (0.036) (0.036) (0.041)
c 0.176∗∗ 0.015 -0.004 -0.197

(0.058) (0.046) (0.067) (0.109)
d 0.089 -0.398∗∗ 0.073 -0.327

(0.233) (0.151) (0.201) (0.209)
c*d 0.152 -0.152 -0.334∗ -0.433∗

(0.281) (0.154) (0.155) (0.172)
k 0.007 0.015 0.024 0.004

(0.017) (0.016) (0.023) (0.031)
l -0.084 -0.159∗∗∗ -0.170∗∗ -0.073∗

(0.051) (0.046) (0.063) (0.029)
f 0.017 -0.021 0.022 -0.003

(0.037) (0.029) (0.040) (0.061)
g -0.001 0.001 -0.002 -0.003

(0.003) (0.002) (0.002) (0.002)
s -0.003 -0.040 0.035 -0.079

(0.005) (0.029) (0.046) (0.082)
constant 2.688∗∗∗ 1.634∗∗∗ 2.457∗∗∗ 3.178∗∗∗

(0.649) (0.370) (0.484) (0.642)
nobs 10136 14772 7062 2905
R2 0.024 0.028 0.035 0.052
BIC 10942 15936 8391 4103
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

we control for differences by region and industry by including dummies
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H.1 Detailed estimations by industry

Table H.4: Resilience modelling by industry: manufacturing

if_innovator if_sticker if_inactive
main
h 0.096∗ 0.005 0.007

(0.042) (0.047) (0.049)
c 0.300∗∗∗ 0.308∗∗∗ -0.186∗

(0.065) (0.075) (0.075)
d 0.466∗ 0.569∗ -0.274

(0.222) (0.243) (0.259)
c*d 0.235 0.346 0.005

(0.203) (0.222) (0.247)
k -0.038 0.028 0.029

(0.026) (0.030) (0.030)
l 0.170∗∗∗ 0.232∗∗∗ -0.061∗

(0.026) (0.030) (0.031)
f 0.006 0.026 0.038

(0.039) (0.046) (0.045)
g 0.000 0.002 -0.002

(0.002) (0.002) (0.002)
s -0.021 0.060 -0.068

(0.024) (0.072) (0.070)
constant -0.725 -2.301∗∗ 1.344

(0.818) (0.862) (0.932)
nobs 5627 5624 5622
R2 0.036 0.045 0.020
BIC 7538 6075 6070
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗p < 0.001
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Table H.5: Resilience modelling by industry: construction

if_innovator if_sticker if_inactive
main
h -0.026 0.013 -0.126

(0.085) (0.085) (0.093)
c 0.270∗∗ 0.199 0.183

(0.102) (0.105) (0.112)
d 0.713∗ 0.187 -0.796∗

(0.306) (0.339) (0.311)
c*d 0.789∗ 0.248 -0.791∗

(0.370) (0.412) (0.375)
k 0.034 0.063 -0.001

(0.034) (0.035) (0.037)
l 0.326∗∗∗ 0.360∗∗∗ -0.016

(0.040) (0.041) (0.043)
f 0.033 0.017 0.081

(0.061) (0.063) (0.066)
g 0.002 -0.004 -0.002

(0.004) (0.004) (0.004)
s -0.111 -0.086 0.057

(0.067) (0.072) (0.067)
constant -1.091 -1.464 1.708

(0.985) (0.982) (1.020)
nobs 3356 3356 3354
R2 0.059 0.056 0.026
BIC 3444 3317 3234
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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Table H.6: Resilience modelling by industry: entertainment

if_innovator if_sticker if_inactive
main
h 0.030 0.067 -0.080

(0.064) (0.066) (0.074)
c 0.414∗∗∗ 0.246∗ 0.345∗∗

(0.099) (0.099) (0.116)
d 0.236 -0.153 -0.435

(0.380) (0.397) (0.391)
c*d 0.959∗∗ 0.767∗ 0.210

(0.302) (0.317) (0.331)
k 0.003 0.083∗∗ 0.021

(0.030) (0.030) (0.034)
l 0.163∗∗∗ 0.193∗∗∗ -0.115∗∗

(0.036) (0.037) (0.041)
f 0.088 -0.019 0.015

(0.066) (0.066) (0.075)
g 0.001 0.001 0.000

(0.003) (0.003) (0.004)
s 0.015 0.036 -0.028

(0.038) (0.041) (0.044)
constant -1.537∗∗ -1.061∗ 2.117∗∗∗

(0.588) (0.519) (0.584)
nobs 2500 2498 2498
R2 0.065 0.092 0.028
BIC 3326 3322 2822
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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Table H.7: Resilience modelling by industry: ICT

if_innovator if_sticker if_inactive
main
h 0.055∗ 0.035 -0.026

(0.026) (0.027) (0.030)
c 0.219∗∗∗ 0.190∗∗∗ 0.087

(0.043) (0.046) (0.050)
d 0.132 -0.027 0.123

(0.126) (0.136) (0.149)
c*d 0.433∗∗∗ 0.324∗∗ -0.246∗

(0.112) (0.116) (0.123)
k 0.001 0.012 0.014

(0.013) (0.014) (0.015)
l 0.251∗∗∗ 0.277∗∗∗ -0.120∗∗∗

(0.015) (0.016) (0.017)
f 0.027 0.035 -0.016

(0.028) (0.029) (0.032)
g -0.000 0.001 -0.001

(0.002) (0.002) (0.002)
s 0.002 0.018 -0.002

(0.004) (0.013) (0.004)
constant -0.405 -1.072∗∗∗ 2.231∗∗∗

(0.286) (0.312) (0.361)
nobs 12792 12792 12791
R2 0.046 0.060 0.023
BIC 16356 15017 13472
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001



H.1 Detailed estimations by industry 245

Table H.8: Resilience modelling by industry: retail

if_innovator if_sticker if_inactive
main
h 0.077 0.047 -0.046

(0.045) (0.046) (0.046)
c 0.354∗∗∗ 0.230∗∗∗ -0.000

(0.062) (0.068) (0.067)
d 0.282 0.127 -0.221

(0.220) (0.240) (0.226)
c*d 0.291 -0.253 -0.294

(0.204) (0.221) (0.201)
k -0.019 0.034 0.021

(0.022) (0.024) (0.023)
l 0.230∗∗∗ 0.185∗∗∗ -0.099∗∗∗

(0.023) (0.024) (0.024)
f 0.037 0.064 0.003

(0.038) (0.041) (0.040)
g 0.000 0.004∗ -0.001

(0.002) (0.002) (0.002)
s 0.071∗ 0.003 -0.077∗

(0.032) (0.009) (0.039)
constant -1.002∗ -1.069∗ 1.995∗∗∗

(0.504) (0.530) (0.589)
nobs 5966 5968 5961
R2 0.054 0.051 0.025
BIC 8105 7042 7322
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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Table H.9: Resilience modelling by industry: health

if_innovator if_sticker if_inactive
main
h 0.059 0.101∗ 0.034

(0.050) (0.051) (0.059)
c 0.241∗∗ 0.251∗∗ 0.017

(0.085) (0.082) (0.093)
d 0.185 0.221 -0.321

(0.258) (0.255) (0.267)
c*d 0.677∗∗ -0.044 -0.032

(0.239) (0.247) (0.278)
k 0.084∗∗∗ 0.065∗∗ -0.017

(0.025) (0.024) (0.027)
l 0.037 0.156∗∗∗ -0.057

(0.030) (0.030) (0.033)
f 0.021 0.035 -0.018

(0.057) (0.055) (0.062)
g 0.001 -0.000 0.003

(0.004) (0.004) (0.004)
s -0.080 -0.038 0.017

(0.044) (0.043) (0.048)
constant -1.065∗ -0.222 1.773∗∗∗

(0.461) (0.411) (0.484)
nobs 3747 3745 3747
R2 0.059 0.078 0.019
BIC 4676 4911 4179
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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H.2 Estimations by lockdown periods

Table H.10: Modelling resilience outcome during every lockdown and lockdown easing
period: innovators

innov_1lk innov_1rel innov_2lk innov_2rel innov_3lk innov_3rel
h 0.029 0.039 -0.041 -0.041 0.022 -0.007

(0.024) (0.023) (0.054) (0.054) (0.023) (0.023)
c 0.259∗∗∗ 0.173∗∗∗ 0.356∗∗ 0.356∗∗ 0.227∗∗∗ 0.260∗∗∗

(0.050) (0.047) (0.111) (0.111) (0.047) (0.047)
d 0.410∗∗ 0.468∗∗∗ 0.563∗ 0.563∗ 0.400∗∗ 0.303∗

(0.129) (0.120) (0.263) (0.263) (0.122) (0.125)
c*d 0.336∗∗ 0.311∗∗ 0.426 0.426 0.474∗∗∗ 0.466∗∗∗

(0.106) (0.100) (0.230) (0.230) (0.098) (0.099)
k -0.016 -0.013 -0.031 -0.031 -0.010 -0.015

(0.016) (0.015) (0.036) (0.036) (0.015) (0.015)
l 0.131∗∗∗ 0.150∗∗∗ 0.133∗∗∗ 0.133∗∗∗ 0.150∗∗∗ 0.140∗∗∗

(0.016) (0.015) (0.035) (0.035) (0.015) (0.015)
f 0.063∗ 0.031 0.084 0.084 0.001 0.006

(0.030) (0.028) (0.065) (0.065) (0.028) (0.029)
g 0.001 -0.000 -0.000 -0.000 -0.001 0.000

(0.002) (0.001) (0.003) (0.003) (0.001) (0.001)
s 0.039 0.048∗ 0.219∗ 0.219∗ 0.025 0.020

(0.023) (0.024) (0.110) (0.110) (0.019) (0.017)
nobs 16615 16622 16292 16292 16640 16634
R2 0.049 0.045 0.050 0.050 0.047 0.047
BIC 15311 16697 5035 5035 16754 16683
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

we control for differences by region and industry by including dummies
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Table H.11: Modelling resilience outcome during every lockdown and lockdown easing
period: stickers

sticker_1lk sticker_1rel sticker_2lk sticker_2rel sticker_3lk sticker_3rel
h 0.058∗∗ 0.038 0.076∗ 0.076∗ 0.045∗ 0.021

(0.020) (0.020) (0.033) (0.033) (0.020) (0.024)
c -0.155∗∗∗ -0.063 -0.061 -0.061 -0.080∗ -0.186∗∗∗

(0.040) (0.040) (0.058) (0.058) (0.040) (0.046)
d -0.082 -0.122 -0.119 -0.119 -0.148 0.018

(0.111) (0.114) (0.162) (0.162) (0.115) (0.125)
c*d 0.006 -0.067 0.098 0.098 0.046 -0.052

(0.090) (0.093) (0.149) (0.149) (0.091) (0.104)
k 0.030∗ 0.009 0.006 0.006 0.010 -0.006

(0.012) (0.012) (0.019) (0.019) (0.012) (0.014)
l 0.069∗∗∗ 0.069∗∗∗ 0.020 0.020 0.083∗∗∗ 0.089∗∗∗

(0.013) (0.013) (0.020) (0.020) (0.013) (0.015)
f -0.007 0.009 -0.068 -0.068 -0.004 0.017

(0.025) (0.025) (0.036) (0.036) (0.025) (0.029)
g -0.001 -0.002 -0.000 -0.000 -0.001 -0.000

(0.001) (0.001) (0.002) (0.002) (0.001) (0.002)
s 0.005 -0.010 -0.024 -0.024 -0.008 0.001

(0.009) (0.007) (0.022) (0.022) (0.005) (0.007)
nobs 16633 16638 16551 16551 16630 16638
R2 0.029 0.026 0.017 0.017 0.033 0.034
BIC 21135 20699 12082 12082 20608 16938
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

we control for differences by region and industry by including dummies
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Table H.12: Modelling resilience outcome during every lockdown and lockdown easing
period: inactive

inactive_1lk inactive_1rel inactive_2lk inactive_2rel inactive_3lk inactive_3rel
h -0.074∗∗∗ -0.064∗∗∗ -0.097∗ -0.097∗ -0.060∗∗ -0.010

(0.019) (0.019) (0.040) (0.040) (0.019) (0.019)
c -0.000 -0.046 -0.045 -0.045 -0.066 -0.043

(0.037) (0.037) (0.066) (0.066) (0.037) (0.038)
d -0.172 -0.227∗ -0.079 -0.079 -0.143 -0.218∗

(0.105) (0.105) (0.198) (0.198) (0.105) (0.105)
c*d -0.223∗ -0.166 -0.357 -0.357 -0.406∗∗∗ -0.299∗∗∗

(0.088) (0.088) (0.192) (0.192) (0.090) (0.087)
k -0.020 -0.002 0.005 0.005 -0.004 0.014

(0.012) (0.012) (0.022) (0.022) (0.012) (0.012)
l -0.138∗∗∗ -0.159∗∗∗ -0.087∗∗∗ -0.087∗∗∗ -0.173∗∗∗ -0.155∗∗∗

(0.012) (0.012) (0.024) (0.024) (0.013) (0.013)
f -0.027 -0.025 0.063 0.063 0.005 -0.013

(0.023) (0.023) (0.041) (0.041) (0.023) (0.023)
g -0.000 0.001 0.000 0.000 0.001 -0.000

(0.001) (0.001) (0.002) (0.002) (0.001) (0.001)
s -0.016 0.003 0.012 0.012 0.004 -0.007

(0.010) (0.004) (0.019) (0.019) (0.004) (0.009)
nobs 16640 16640 16511 16511 16631 16637
R2 0.040 0.038 0.024 0.024 0.044 0.035
BIC 23226 23296 9777 9777 23128 22563
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

we control for differences by region and industry by including dummies





Appendix I

Automated content analysis models

In order to build the baseline model and help to explain the decision of forthcoming models
and control their quality, we utilized explainable machine learning approach. We have built
a manual keyword-based model that uses simple tree based logic and lists of manually
identified keywords to classify input texts into the one of predefined groups (Figure I.1).
Lists of keywords can be found in the Table I.1. After the classification algorithm, we merge
online group with innovators group and informers group with inactive group for better clarity
and interpretation of the models. Online and innovators group are similar in the sense that
both cohorts of firms utilise innovative technologies, although it is less certain whether online
cohort used technology as a response to the COVID shock. The subtle difference between
inactive and informers groups is that we detected COVID related keywords on website pages
of informers, however it was not possible to determine whether they acted in any way to
respond to the shock.
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Table I.1: Groups of companies

Group
name

Group description Frequent phrases

Innovators Firms that actively react
to the COVID crisis

’continue to operate as usual’, ’continue to
provide services’,office is open’, ’online
delivery’ , ’covid-19 situation’, ’covid-19
crisis’, ’covid-19 update’, ’life is being
disrupted’, ’unprecedented times’, ’stay
safe’, ’working as usual’, ’available as
always’, ’virtual placement’, ’continue
working’, ’workingfrom home’, ’online
service’, ’supplying food’;

Online firms that perform their
business using online
tools and solutions, e-
commerce businesses or
transformed firms who
provide online purchase
or delivery

’cloud adoption’, ’digital transforma-
tion’,’ecommerce’, ’online shopping’,
’view cart’, ’add to cart’, ’purchase online’

Stickers Firms that inform about
the current situation and
wait until things come
normal

’close our offices’, ’closed due to COVID
19’, ’activities are cancelled’, ’temporar-
ily closed’, ’have been cancelled’, ’closed
until further notice’,’cancelling all appoint-
ments’

Informers Firms that provide some
information or news
about pandemic, but
their reaction is not
clear

’covid 19 cases’, ’corona update’, ’sars-
cov-2’, ’stay safe’

Inactive Third group of firms
who do not display any
reaction to the COVID-
19 pandemic

No COVID-related information
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The model achieved 70% accuracy rate, based on the 80%-20% train and test split of the
dataset. We used f1 score as an accuracy metric (Grandini et al., 2020).

Figure I.1: Keyword based classification algorithm

As a next step, we tried unsupervised modelling approach, Latent Dirichlet Allocation
model in order to automatically find and cluster important words in ‘supertopics’. According
to the general LDA approach we think about webpages (or documents) as a specific dis-
tribution of topics (or themes – like COVID, medicine, business, etc.). Each topic is then
determined by the distribution of words that form the topic. The goal of the algorithm is to
find a specific set and distribution of words and cluster them into topics in order to accurately
divide the corpus of texts (websites) into distinguishable groups (‘supertopics’). For example,
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the group of texts talking about COVID problems, group trying to showcase their active and
resilient position, and group that suspends its business. The idea of LDA model is based
on prior and posterior words-topics distribution, so it is Bayesian model in its nature. We
have run classical LDA model with predefined number of topics to search for (we have a
number that minimizes the metric (??)). While the LDA model was unable to clearly identify
COVID-related topics, it clearly helped to separate online-related keywords (see table).

The classical problem of automated content analysis is that generated supertopics can
be far from researcher’s interest and generally user needs to perform a post-classification of
topics in belief that the topics of interest would be identified. Thus, to overcome a classic
problem of automated content analysis we modify priors of LDA model based on keywords
of interest that we have found during previous research steps. We used keyATM and Guided
LDA models that allow to modify bayesian priors of topic-keyword distribution, by manually
assigning some predefined words to the topics. We created initial four groups of keywords,
and run the model using same total number of topics, except 4 of 7 topics were pre-filled with
keywords of interest. We then used the model to automatically score unseen texts and assign
them to a specific topic. The accuracy of the model based on the subset of test data is . While
the model provided good basic results and helped to identify some important features of the
text corpus we are working with, there were some model limitations that we have diagnosed.

First of all, the LDA-based algorithms rely on words distributions, and they do not
account for context of keywords nor their interrelationship. Thus, model was unable to pay
attention to the specific important phrases, since it worked with individual words only. As
a result, low accuracy can be explained with inability to pick up whole phrazes instead of
individual words (’we are open now’ phraze has much more relevance then individual words
’we’,’open’,’now’ that can be spread all over the text document with different contexts (like
we hope to open next year)).

The second limitation of LDA-type of models is that they do not take into account the
general context of sentences. Models just treat any text as a list of words, that are not
connected contextually. However, without the context it would be hard to understand the full
meaning of messages that businesses put on their websites. For example, the phraze ’we offer
free deliveries. Buy online’ would not be surprising to see on the ecommerse website, but it
would be an outstanding case for a local restaurant1 or handmade crafts shop. Links to online
videos, photos, stories and online meeting sessions would be an inseparable part of social
media platform, but it would be surprising to see some of these elements on the website of
a community church2 or local rabbit charity 3. As a result, context makes difference and

1https://www.copleysfood.co.uk/
2https://www.hopecommunitychurch.co.uk/
3https://www.hopperhaven.org.uk/
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phrazes of current research interest would have totally different meaning given the nature
and a context of the business.

The third limitation of the algorithm is limited classification power due to the limited
training data setting. Classical LDA algorithms are unsupervised models, which utilize
statistical approaches to fit models to the data. The consequences of the unsupervised
approach make it hard to build the model that perfectly aligns your needs. As in our example
with classical LDA model, we could find only ’online’ topic that corresponded to our
research interest. Other topics were not precisely identified. On the other hand, classical
topic modelling techniques, like TF-IDF factorization with simple classification models built
on top require substantial amount of training data, in order to achieve good classification
accuracy.

Given the main limitations of previous models, we decided to proceed with modern
NLP modelling approach called Bidirectional Encoder Representations from Transformers
(BERT)4. The model was first introduced by Google in 2018 and had changed the world of
text modelling since then. The model is based on deep neural network architecture, with a
special ’recurrent’ type of neural layers called attention layer. Main achievement of the model
is that it is able to incorporate the context of surrounding sentences in the text, when working
with the current sentence (that is why model is ’bidirectional’). Apart from the content, the
model is able to ’understand’ the text semantically, as the model is trained using ’masked
language modelling’ (where the model reconstructs missing words in the sentences with
deliberately ’masked’ words) and the next sentence prediction task (model predicts whether
a given sentence is a continuation of the previous sentence). The training is performed on
a billion-sized text corpus, in order to learn majority of semantic and contextual patterns.
As a result of such training, the ability of the model to ’understand’ the text is used for
various tasks through a transfer learning. The transfer learning is a process of transforming
the original model for the area-specific tasks, including classification and prediction tasks,
question answering, named entity recognition and many other. Usage of models, trained on
large amount of data, allows to significantly decrease the number of training data required to
adjust the model to a new task.

We then based our group assignment decision on the prevalence of keywords found in
one of these groups. If no keywords of interest are found on the webpage, we will assign the
company into the fifth group, ‘inactive’. In the fifth step we streamline the group assignment
and identification stage by utilizing BERT to automatically assign companies to one of the
predefined groups. The final accuracy of the classification is 83%.

4https://arxiv.org/abs/1810.04805





Appendix J

Theoretical model of cloud adoption

J.1 Cloud migration model

The general choice for a firm adopting cloud is to choose between on premises deployment
(own servers) and cloud deployment (using cloud technologies). The choice is made based on
the comparative cost between cloud deployment and on-premises deployment. Lets assume
that Z(t) - is a cost demand function, which expresses the unconstrained (actual) demand
for the computing resources by the company. Demand varies with time since different tasks
and different work time require different amount of computing resources The cost of cloud
deployment can be expressed as ∫ T

0
C(A, t)dt

where T - decision time horizon for the firm, C - is a cost function, A is an average demand
of computing resources, A = µ(Z(t)) which translates to the amount of resources taken from
cloud vendor. Resources required can be quickly scaled up during demand peaks as cloud
offers scalability opportunity, and cloud user pays for actual usage of resources.

The cost of on-premises deployment can be expressed as

∫ T

0
O(P, t)dt

where T - decision time horizon for the firm, D - is a cost function for own deployment, P is
maximal demand of computing resources during peak periods, P = max(Z(t)). If company
decides to use on-premise installation, it will need to set up specific amount of resources,
that will be enough to cover peak demand, as own resources cannot be rapidly scaled.
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Firms final solution on whether to use cloud or not, will depend on the sign of inequality.
For example, if ∫ T

0
C(A, t)dt <

∫ T

0
D(P, t)dt

then firm will proceed with cloud adoption, or stay with own architecture otherwise. In edge
case of equality (which rarely occurs), the firm will randomly choose between own and cloud
deployment.

Next, we proceed with specific form of clod cost and on-premises cost function..
1.

C(A, t) = A∗C,D(P, t) = P∗C

where C is a constant cost function. We ignore fixed costs in this case. Consequently,

∫ T

0
C(A, t)dt = ACT

and ∫ T

0
D(P, t)dt = PFT

A firm will prefer cloud deployment if

ACT < PCT

or
AC < PC

or
P/A >C/F

Last expression is called peak-to-average ratio. It stands for the ratio of peak demand to
average demand for computing resources. The inequality suggest that if demand spikes are
much higher then average demand, and peak-to-average ration is higher then costs ratio, then
company will choose cloud deployment. This case explained can be seen as a limit case when
company can uniformly distribute its fixed costs for own deployment over time (for example
using 0% ideal bank mortgage), and there are no fixed costs for the cloud deployment present.
Obviously, thise restriction cannot hold in the real world, where it is impossible to distribute
fixed costs uniformly, and where cloud deployment is inevitably associated with the fixed
costs for initial infrastructure setup.

2.
O(P, t) = N0o(h)+PFt,
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C(A, t) = N0c(h)+ACt

In this case we complicate the model with fixed costs inside the cost function. Fixed costs
in case of own architecture (N0o) are connected with the purchase and the installation of the
equipment. F stand for electricity, average maintenance costs associated with own solutions
(it can be labour costs associated with maintaining own admin employee or continuous
payments for 3rd party vendors). N0c are initial deployment costs associated with deployment
of cloud architecture. C are cloud costs and maintenance costs. With this functional setting,
there is a bit more of cases.

A) If N0c < N0o and P/A >C/F (AC < PF ) , then firm will always choose cloud over
custom own architecture. If both inequalities will have the opposite sign, then the firm will
always choose own on-premises deployment (please refer to figure J.1, where cloud costs
function will be always lower then own deployment cost function).

B) In a more complicated case, let’s assume that N0c < N0o but AC > PF . Lets calculate
total cost over time. Consider the case if∫ T1+ε

0
C(A, t)dt >

∫ T1+ε

0
O(P, t)dt

where T1 - some time horizon when cost of using cloud equals to cost of on-premise deploy-
ment, ε - any additional amount of time. This case is most realistic, since expenditures on
cloud computing architecture often exceeds cost of own deployment for some long period of
time and some quantity of resources used. This case can be illustrated with the next picture:

Figure J.1: Costs of computing architecture over time

If time horizon T of firms decisions is less then T1 then the company will pursue cloud.
Otherwise it will stay with own architecture. This case can explain why cloud is not beneficial
for all firms, but especially profitable for small firms with high uncertainty about the future
and a short decision time horizon as a result. If T > T1 then firm chooses own architecture.
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same principles will hold in other case when N0c > N0o but AC < PF (this case is assumed
to be unrealistic).

C) There is also a case when firm decides to switch from cloud to own architecture. It can
be easily shown that the firms problem remains the same. See Bellman equation resulting
from famous Bellman Principle: "An optimal policy has the property that whatever the
initial state and initial decision is, the remaining decisions must constitute an optimal policy
with regard to the state resulting from the first decision" (See Bellman, 1957, Chap. III.3.).
However there is slight potential change to the cost structure of such firm: 0 < N1o <=

N00 − ch, where ch is a learning curve of an entity*. Lower fixed cost for proceeding with
the cloud deployment are connected to the fact that firm may have gained some ICT usage
experience and thus it will exercise less frictions if it will decide to change its deployment.
N1c = 0, as firm is already using cloud and thus do not require any additional set up costs.

D) If the firm uses own architecture in period 0 and wants to move to cloud architecture
in period 1, it faces legacy issues, i.e. additional costs needed to move hardware and
its proprietary software to the cloud, change internal policies. Consequently, N1c >=

N0c + legacycost > 0, and N10 = 0 as no additional fixed expenses needed for the cloud.
Up to this time, we only considered pure strategies of the firm, when it moves its whole

infrastructure either to cloud or on premises. Next, we consider mixed strategies, when firm
has both its own architecture and cloud solutions. This mix is usually called "hybrid cloud",
and it becomes more popular through time [include evidence]. However it is easy to prove
that the most cost effective strategy is a mixed, "hybrid cloud" strategy.

A) Assume that, in the simple case with cost for on-premises architecture of PFT and
cost of cloud architecture ACT , a firm decides to move ε of its infrastructure to the cloud.
Then

(A− ε)CT + εFT = ACT − ε(F −C)T < ACT

, given that F >C so second part is negative, thus moving a part of infrastructure from the
cloud to own premises will be more cost-optimal.

B) If we include fixed costs into the model, it becomes a bit more complicated. Consider
moving a part of infrastructure to the cloud:

N0o +F(P− ε)T +N1c +AET = N0o +PFT +N0c + ε(A−F)T

The shift to the cloud will minimize company’s expenses if

N0c + ε(A−F)T < 0
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Figure J.2: Cost benefits of mixed cloud. Source: own compilations

or
N0c

T ε
< F −C

that means if average fixed unit cost is less than marginal price difference between cloud and
own premise solution. If

N0o

T ε
<C−F

then moving a part of the infrastructure from cloud to own premises is a cost saving action.

J.1.1 Optimization problem itself

Lets fix some homogeneous piece of computing resources, for example server machines.

O(P,T ) = PN0o +PFT = P(
N0o

T
+F)T,

C(A,T ) = AN0c +ACT = A(
N0c

T
+C)T

are firm costs associated with cloud own deployment and cloud deployment during period T
- time horizon for the firm. We can formulate the optimization problem for the firm in the
linear case.

A(
N0c

T
+C)T +P(

N0o

T
+F)T−> min(A,P)

s.t.Ap+P = θ
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, where p peak-to-average demand ratio that is given externally by the market, θ is a peak
demand for the decision period. The amount A of computing resources that is used in average
on the cloud side, is equivalent to the amount A*p on the own premises, as own resources
should be enough for peak periods of use. [give an empirical example of setup problem].

The constructed Lagrangian then look like:

L = A(
N0c

T
+C)T +P(

N0o

T
+F)T −λ (Ap+P−θ)

The first order condition for solving the problem using Lagrange approach:

A′ : (
N0c

T
+C)T −λ ∗ p = 0

P′ : (
N0o

T
+F)T −λ = 0

λ
′ : Ap+P−θ = 0

Using first and second equation we arrive at condition:

N0c +CT
p

= N0o +FT

The last equality is the condition of indifference for cloud and own deployment, that
leads to the minimum deployment cost.

We will better understand the solution if we change the constrained two dimensional
optimization problem to one dimensional, Ap

θ
= νand P

θ
= 1−ν (so Ap

θ
+ P

θ
= 1 and Ap+P =

θ as in the initial constraint).
Then

νθ

p
(
N0c

T
+C)T +(1−ν)θ(

N0o

T
+F)T−> min(ν)

, s.t.
0 <= ν <= 1

(firm need to distribute all needed computing resources between cloud and own deployment)
grouping by ν leads to

νθ(
N0c +CT

p
−N0o −FT )+θ(N0o +FT )−> min(ν)
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We can see that the optimal solution ν∗ = 1 if N0c+CT
p < N0o +FT and ν∗ = 0 if N0c+CT

p >

N0o +FT , and firm is indifferent between cloud and own deployment if

N0c +CT
p

= N0o +FT

However what happens next, is that firm usually have a demand for heterogeneous
pieces of equipment, each of them has its own demand requirements, peak to average ratio,
cloud and own deployment pricing margins. As a result, firm faces a separate optimization
problem with every piece of computing resource. Thus, we have a general problem of linear
programming , where firm faces the problem of

∑θi(νi(
Nic

T
+Ci)T +(1−νi)(

N0i

T
+Fi)T )−> min(νi)

s.t.νi ∈ [0,1]

As we will do not have sufficient data to study the problem in its full granularity, we will
proceed with nonlinear generalization of the problem:

(pavg − p∗)2 + f ixedcosts,

where pavg = ∑
Pi
Ai

is the peak to average load of resources that a company have,

p∗ = ∑
Nic +CiT
Nio +FiT

is an optimal peak to average ratio, given current cloud prices and company’s requirements.

J.1.2 Learning problem and technology update

Technological update (after Parente (1997)). We assume, that once a firm decided to adopt
cloud or move its premises somewhere, it is inevitably associated with some learning process
- in form of new knowledge, experience, or in general some form of intangible asset that firm
needs to acquire to be able to use new or updated technology. Every firm has some technology
that it currently operates, a(t), and expertise in it, h(t) .Each period a firm can adopt new
technology, given that it decided to do some changes in the cloud. New technology in the
next period, a(t+1) is a function of external factors, firm decision to change its infrastructure,
firm preferences. Firms gain expertise according to the law:

h(t) = 1− e(−ct)
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where c is the rate of learning. Thus, the raise of expertise has diminishing returns to scale
(see Figure J.3).

Figure J.3: Expertise growth over time

S j = h(t j)

is the amount of expertise at the time when a firm decides to switch from current technology
to a better technology a‘. a‘ - new technology adopted, a - previous technology. We assume
they are ordered, e.g. technologies= [0.02, 0.03, 0.05, 0.07, 0.08, 0.1,. . . ] As a firm switches
to other technology, it loses some amount of its expertise that is not relevant anymore to the
new technology. Therefore, the amount of expertise of a firm after the switch to the new
technology becomes

s = S− k− a‘
a
∗b,

where b is the technology deflator, a‘ is the new technology, a is the current technology, S
is the expertise that was accumulated before the switch, s is the expertise that is left after
switching to the new technology. K is some predetermined amount of expertise that a firm
will lose anyway (no matter what technology was adopted). See Figures ‘J.4 and J.5 for
visualization of firm’s expertise path and technology adoption.
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Figure J.4: Expertise of the firm

Figure J.5: Firm’s technologies change over time

With that said,

k+
a‘
a
∗b

is the lost expertise.
a‘
a
= g
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is the ratio of technologies. There are some restrictions in the model:

g > 0

as the new technology is better than the current.

0 < k < 1,

0 < g < 1,

0 < k+b < 1,

0 < s < S− k−b

as firm should have minimum expertise in current technology before it can adopt new
technology. Following this, the most advanced technology, which firm can use according to
the framework, is when

S = k+
a‘
a
∗b,

(when s=0, it brings most possible minimum expertise in the new technology).
Let’s denote:

G(s,S) = (S− s− k)∗b−1

from
s = S− k− a‘

a
∗b,

and
a‘
a
= g

Let’s denote X as a set of timestamps at which firms can choose to adopt new or stay with
the old technologies. J is a set of timestamps, where the firm adopted the technology. J can
be null (never adopted), finite (firm adopted several new technologies in some time period),
countably infinite (firm has always adopted new technologies). Firm solves the problem of
dynamic decisions to implement new technologies or stay with current technologies: each
firm selects [S,s] pairs to provide maximum utility: All firms output

Y = a(t)∗h(t)

Goes into consumption in current period:

C(t) = Y (t)
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Agents discounted utility is:

MaxU =
1

1−σ
∗

T∫
0

e−ρ∗1 ∗ (Y (t))1−σ dt

Where p is the time discount rate, sigma is risk aversion, (restrict sigma to be>1). What
about the time? Time is the resource needed for company to accumulate expertise S in some
technology. Recap that in assumptions

0 < s < S− k−b

, so firm should wait at least time needed to accumulate minimum expertise in current
technology S=k+b. Let’s denote this time by

t(0,k+b)

As expertise is bounded by 1, increase in technologies associated with adoption is

G(s,S) = (S− s− k)∗b∗∗−1 < (1−0− k)∗∗b(−1) = (1− k)/b

[Author argues that rate r needs to be at least big enough that

e∗∗(−rt0,b+ k())∗ (1− k)/b < 1??

To find time t that is needed for the firm to get the required level of expertise: As

h‘(t) = c− ct

H(x j) = s j

=> h(x j,s j, t) = 1− (1− s)∗ e∗∗(−c(t − x j)),x j < t < x j+1

T (s,S) =−1/c∗ log((1−S)/(1− s))

If we fix fixed adoption problem for all firms (s,S), and their initial expertise at time 0:

0 < h(0)< b+ k

, we can have a fraction of firms with h(0)<h: (1)
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N0(h) = 0 i f 0 < h < s,

T (s,h)
T (s,S)

i f s < h < S,

1 i f S < h < 1.

We also consider several different tiers of heterogeneity of the firm (or firm heuristics).
Time horizon. As firms have different time horizons, their optimisation problem is not
infinite, and they end up with entirely different decisions, which go in line with bounded
rationality principle (Figure J.6).

Figure J.6: Firm heterogeneous production decisions based on the planning horizon

Effective interest rate. Due to some physical or financial constraints, capital markets
and overall effectiveness of the market, firms can end up with entirely different effective
interest rates (for example, if a company has no access to capital markets, we can assume
its interest rate =100%). The interest rate will influence a firm‘s ability to implement new
technologies and to grow (Figure J.7).

Figure J.7: Firm decisions based on effective interest rate
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Firm’s learning rate. Due to the personal characteristics of each firm, every firm has
its own speed of adoption to new technologies. The speed depends on internal company
structure, education of employees and management. The speed of learning influences the
ability of a company to use modern technologies and allows it to keep pace with modern
technology trends and time (see Figure J.8).

Figure J.8: Technology adoption based on the learning rate of the company

Technological complexity. Another critical factor in the current framework, which is
related to the technological environment rather than a firm’s heuristic, is the complexity of
the technology itself (Figure J.9).

Figure J.9: Production function and technologies implementation in time, depending on
technological complexity, b

Also, there is another censored type of firm heuristic – internal company preferences
concerning technology, their safety for the firm, etc. They can positively or negatively affect
firm decision to adopt cloud (Figure J.10).
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Figure J.10: Factors that positively (arrow up) or negatively (arrow down) affect firm’s
decision to adopt cloud.Source: AWS (2017), Berkley et al (2014)

The decision support level is (after Berkley et al. 2014),

β = (

n
∑

i=1
aiγiωi)−Emin

(Emax −Emin
x100),

where n is the number of cloud features,
α is the value representing the extent of effect (i.e. importance) of a specific cloud feature,

benefit or drawback that is perceived over a business, according to the business itself, and as
described by senior staff within the firm in this regard,

γ is the impact of the cloud feature in relation to the size of the organisation (small,
medium),

Emin : minimum value of
n
∑

i=1
aiγiωi,

Emax : maximum value of
n
∑

i=1
aiγiωi, ω is the cloud factor weight based on qualitative

research (Table J.2 ).

Table J.1: Cloud factors weights

Factor no 1 2 3 4 5 6 7 8 9 10 11 12
Weight 50 39 56 16 52 22 -68 -27 -9 -30 -31 -3
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Resulting β takes value from 0 to 100. Therefore, there are thresholds for this value
(Table 3):

Table J.2: Threshold values for cloud decision support variable

1-20 20-40 40-60 60-80 80-100
Decision Adoption

not recom-
mended

Adoption
deemed
as risky to
implement

Sufficient
level of
perceived
benefit

Adoption
recom-
mended

Adoption
highly rec-
ommended

Decision support level is added as another factor influencing firm‘s outcome in terms
of technology implementation. Betha(5,1) distribution maps the cloud decision support
variable to the probability of adoption of new technology.

Thus, firms that are highly recommended to adopt a cloud will proceed with adoption
with high probability (i.e. there is a higher percentage of firms that adopt technology as they
have more incentives to do so).

Rate of adoption, learning and network effects

As it was discussed previously, network effects play important role in the digital ICT economy.
Network externalities translate increased usage of a technology into cheaper costs, easier
learning process and more effective implementation of the technology. We would use simple
technology diffusion mechanism proposed by Geroski (2000). The model is called mixed
information source model. According to this feedback mechanism, a greater number of
current technology users increases the ability of new users to use new technologies. It will
be denoted as a decrease of the baseline implementation complexity.

b(t +1) = b(t)− zV (t),

where
V (t) = N(1− e−

w
d t)(1+ue−

m
d t)−1,

where N – is a number of current technology users, Current technology usage=technology i
w is diffusion rate from common sources of information, z = v

v+k – measures the relative
strength of common sources of information to the word of mouth channels (i.e. technology
giants that announce new technology availability, amount of cloud vendors), m – is a diffusion
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rate from word of mouth sources of information. Implementation simplification accounts for
the fact that it is easier for the firm to implement new technology as the base of current users
increases (more forums and conferences available, more vendors that help with technology
implementation are available on the market and firms will have more access to technology
specialists).This positive feedback mechanism would finalize the current simplified modelling
framework.
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