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A B S T R A C T 

The effect of enhanced UV irradiation associated with stellar flares on the atmospheric composition and temperature of gas 
giant exoplanets was investigated. This was done using a 1D radiati ve-convecti ve-chemical model with self-consistent feedback 

between the temperature and the non-equilibrium chemistry. It was found that flare-driven changes to chemical composition and 

temperature give rise to prolonged trends in evolution across a broad range of pressure levels and species. Allowing feedback 

between chemistry and temperature plays an important role in establishing the quiescent structure of these atmospheres, and 

determines their evolution due to flares. It was found that cooler planets are more susceptible to flares than warmer ones, seeing 

larger changes in composition and temperature, and that temperature–chemistry feedback modifies their evolution. Long-term 

exposure to flares changes the transmission spectra of gas giant atmospheres; these changes differed when the temperature 
structure was allowed to evolve self-consistently with the chemistry. Changes in spectral features due to the effects of flares on 

these atmospheres can be associated with changes in composition. The effects of flares on the atmospheres of sufficiently cool 
planets will impact observations made with JWST . It is necessary to use self-consistent models of temperature and chemistry 

in order to accurately capture the effects of flares on features in the transmission spectra of cooler gas giants, but this depends 
heavily on the radiation environment of the planet. 

Key words: astrochemistry – radiative transfer – planets and satellites: atmospheres – planets and satellites: gaseous planets –
stars: flare. 
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 I N T RO D U C T I O N  

he relationship between stellar activity and exoplanet atmospheres 
s not well understood. It is thought that activity from active stars
an affect orbiting exoplanets through various means including UV- 
riven photochemistry and escape, enhanced ionization and upper 
tmosphere particle flux, and internal Joule heating (Chen et al. 
021 ; Grayver et al. 2022 ). 
Various flare and atmospheric models have been coupled, but with 

nconsistent findings (Segura et al. 2010 ; Venot et al. 2016 ; Chen
t al. 2021 ; Konings, Baeyens & Decin 2022 ; Louca et al. 2022 ;
idgway et al. 2023 ). While much of the existing literature has

ocused on implications on the habitability of terrestrial exoplanets 
ith nitrogen-dominated atmospheres, only a few have considered 
lanets which could feasibly be observed with current telescopes. 
here has been demand for an assessment of the role of self-
onsistent modelling of atmospheres exposed to repeated flares, 
here temperature and composition are allowed to evolve together, 

lthough such an assessment is yet to be performed (Venot et al.
 E-mail: harrison.nicholls@physics.ox.ac.uk 1

2023 The Author(s). 
ublished by Oxford University Press on behalf of Royal Astronomical Society. Th
ommons Attribution License ( https://cr eativecommons.or g/licenses/by/4.0/), whi
rovided the original work is properly cited. 
016 ; Konings et al. 2022 ; Louca et al. 2022 ). The atmospheres
f gas giants are easier to observe than those of terrestrial and
ock y e xoplanets, so determining the effect of stellar flares could
e important for accurate retrie v als in the near-future, as we do not
et know the full extent of their impact on exoplanet atmospheres
F ortne y, Da wson & Komacek 2021 ). Initial early release science
rom JWST has found direct evidence of sulphur photochemistry in 
ot Jupiter (HJ) atmospheres, demonstrating the rele v ance of these
hotochemical processes (Tsai et al. 2023 ). 

AD Leonis ( AD Leo) is a high-activity M-dwarf star with luminosity
0 . 024 L � and mass ∼ 0 . 42 M � (Pettersen & Coleman 1981 ; Rein-

rs, Basri & Browning 2009 ). Segura et al. ( 2010 ) used observations
f the ‘Great Flare of AD Leo’ in 1985 1 and an atmospheric model
o simulate the effect of enhanced UV irradiation and proton flux
ue to flares on an atmosphere. This particular flare was exceptional 
ecause of its large integrated energy > 10 34 erg, most of which
s attributed to enhanced continuum emission (Ha wle y & Pettersen
991 ). The aim of Segura et al. ( 2010 ) was to better understand the
epletion of ozone species on a hypothetical Earth-like exoplanet 
 This particular flare is henceforth referred to as GF85. 
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rbiting this star, and assess the potential risk to life. The authors
ound that the flare had little effect on the ozone distribution in the
tmosphere, and thus there was little risk to life on the planet, as
zone is necessary for shielding the surface from UV high fluxes
Kim et al. 2013 ). They did not consider the effect of repeated flares,
ut suggested that there could be compounding effects. 

Chen et al. ( 2021 ) used a coupled chemistry-climate model
riginally developed for Earth science to simulate enhanced UV
nd proton flux due to flares from G-, K-, and M-type stars and their
mpact on rocky planets. This 3D model allowed for differences
etween the substellar and anti-substellar points, as well as the
ddition of magnetic fields and land/ocean fraction. They found that
he behaviour of the atmosphere varies depending on the type of star
nvolv ed. F or planets orbiting K- and M-type stars, recurrent flares
rive these atmospheres into a different steady-state to the pre-flare
tate (PFS; the steady-state of the atmosphere model before any flares
ere applied), with the abundance of O 3 being significantly depleted.
pectral changes induced by flares included features associated with
iosignature gases such as CH 4 and O 3 , which could reduce their
etectability in future observations. Similar work was more recently
erformed by Ridgway et al. ( 2023 ), which concluded that flares
o not induce changes in spectral features observable with current
elescopes, and that there could be significant production of O 3 . These
w o w orks mak e opposing conclusions for planets orbiting M-type
tars. 

Venot et al. ( 2016 ) – henceforth abbreviated as V16 – simulated
 HJ orbiting AD Leo to characterize changes in composition due
o enhanced UV irradiation from flares when applied both once and
eriodically. They used a 1D model implementing the chemical net-
ork from Venot et al. ( 2012 ) for hydrogen-dominated atmospheres.
hey considered two cases for the orbital separation, a = 0.0690 AU
nd a = 0.0069 AU, corresponding to ef fecti ve temperatures ( T eff )
f 412 K and 1303 K. These planets are relatively cold compared
o the wider population of confirmed exoplanets, despite having
mall a , because M-dwarves are relatively dim stars (Sing et al.
015 ; Rodriguez-Lopez 2019 ). The use of relatively cool planets
s important to note because their chemical abundances are more
ensitive to time-dependent processes, while hotter planets remain
loser to chemical and thermodynamic equilibrium (Venot et al.
012 ). V16 found that a single flare – GF85, which was also applied
n Segura et al. ( 2010 ) – lasting for approximately 3000 s could

odify the compositions of the atmospheres of the orbiting planets.
dditionally, they applied this same flare periodically which caused

hese effects to compound, significantly affecting species such as
, NH 3 , CO 2 , and CH 3 . While this caused abundances to oscillate,

or many species these oscillations tended towards a limiting mean
bundance which was different to the PFS. V16 concluded that
lanets around active stars are continuously altered by flares, and
esultant changes in transit depth (of up to 1200 ppm) would likely
e observable with the JWST . 
The model of V16 does not account for energetic particles,

tmospheric escape, or changes to the temperature structure of
he atmosphere, the latter of which they regard as insignificant
ased on the findings of Segura et al. ( 2010 ). Their simulation
esults show differences between the PFS and the post-flare states
f the atmospheres after the application of a single flare, which
re deemed permanent as they persist after 10 12 s. Assuming that
ares occur periodically at constant amplitude is unrealistic as flares
ccur stochastically following an energy distribution, the position
nd shape of which is related to the stellar subtype (Pettersen &
oleman 1981 ; Hilton et al. 2010 ; Loyd et al. 2018 ). G ̈unther et al.
 2020 ) do not observe flares on active M-dwarf stars occurring less
NRAS 523, 5681–5702 (2023) 
requently than 0.1 flares per day, meaning that planets orbiting active
-dwarf stars never experience a significant period of time during
hich there is little perturbation to the input UV flux. Therefore, it

s not informative to discuss the state of an atmosphere a long time
months) after the application of a single flare, as this is a situation
hich is extremely unlikely to occur naturally. 
Louca et al. ( 2022 ) – henceforth abbreviated as L22 – used a

D chemical kinetics model ( VULCAN ) to simulate three cases of
ydrogen-dominated atmospheres. They applied flares stochastically,
ampling an energy distribution, o v er a period of 10 6 s (approxi-
ately 12 d). Their model included diffusion-limited atmospheric

scape, which may be important for species of low molecular weight
uch as atomic hydrogen. The rate of escape is coupled to UV
rradiation, and they attribute many of the post-flare behaviours
o enhanced escape. Throughout their simulations the atmospheric
emperature profile was held constant in time, as their model is
ot capable of solving for it self-consistently with the chemistry.
he authors highlight that an assessment of the interplay between

he chemistry and the temperature has not been performed in this
ontext. Their discussion is limited to cold planets ( T eff = { 395, 428,
79 } K) in order to a v oid the regime where hydrodynamic escape is
ignificant. Two of their conclusions were that: 

(i) the abundance of some species changes abruptly in response
o individual flares while others change cumulatively as flares are
pplied, 

(ii) more simulation time ( > 10 6 s) w ould lik ely be required to
etermine the observability of compositional change due to flares, as
he effects on transmission spectra accumulate o v er time. 

More recently, Konings et al. ( 2022 ) – henceforth abbreviated
s K22 – used a pseudo-2D model to simulate the effect of flares
n the atmospheric composition. They found that the atmosphere’s
eco v ery after the application of a single flare depends highly on the
f fecti ve temperature of the planet involved, as well as the chemical
pecies considered. This is attributed to differences in chemical time-
cales. The conclusions of K22 are significantly different to those of
16. F or e xample, V16 found that the upper atmospheres of their

old planet ( T eff = 412 K) case was depleted of NH 3 , while for their
arm planet ( T eff = 1303 K) it was enriched. In contrast, K22 did
ot find production of NH 3 in any cases. Additionally, L22 finds
ontinuous trends in the mole fraction of various species (e.g. CO 2 ,
 2 , CH 4 ); K22 does not see this, which they attribute to the horizontal

ransport afforded by their model. The simulations performed in K22
how that when flares are repeatedly applied, the composition of the
tmospheres rapidly approach a new pseudo steady state, about which
he system fluctuates. The authors of K22 suggest research on the
mpact of flares on temperature profiles, especially in hot planets, as
 further line of inquiry. 

Previous research in this area has demonstrated that flares and
ssociated phenomena can lead to permanent changes to the compo-
ition of orbiting planets in cases where temperature is held constant
ith time. The natural next-step would therefore be to evolve the

emperature structure alongside the chemistry. This may pro v e to be
 necessary condition, as it was demonstrated by Drummond et al.
 2016 ) that atmospheric models can only conserve energy when
he temperature structure is solved for self-consistently alongside
he chemical composition. Drummond et al. ( 2016 ) showed this by
olving for the steady state of a test planet with and without coupled
emperature and chemistry. The differing converged temperature
rofiles between the two cases lead to different outward emission
uxes under identical stellar and internal heating; these differing
mission fluxes show that the case where temperature was uncoupled



Flare-driven self-consistent gas giants 5683 

d  

n
t
o
r
I
t
h

 

fl
m
p
s
i
t
t
p
t
w

 

b
a  

c
T  

i
c

c
d  

e
a
u

p  

e

fl  

o  

s
p
a  

o

p  

t

2

2

A  

a
T  

m  

e  

b
(

f
i  

c  

c
c  

r
t
(
m
e

e  

C  

C  

k
r  

t  

a  

e  

T
a
(  

c
λ

t
(  

a  

d

d  

i  

t  

a  

b
 

b

f  

p  

o  

r  

[
s
p  

E  

A
n
e
e  

d  

d
l
i
f
g

 

o  

w
T
a

p

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/523/4/5681/7199175 by guest on 09 O
ctober 2023
oes not conserve energy. Drummond et al. ( 2016 ) concluded that
eglecting feedback between temperature and composition ‘can lead 
o o v erestimates of the impact of non-equilibrium chemistry’ on 
bservations, as it does not allow the atmosphere to re-adjust to 
adiativ e–conv ectiv e equilibrium when composition is perturbed. 
nstead, the effects of non-equilibrium processes (quenching in par- 
icular) are absorbed into the chemistry, rather than being realistically 
andled by changes in temperature. 
When time evolution is rele v ant, such as when a time-series of

ares are being applied, energy must be conserved. As there are 
any chemical species and pressure regimes to consider, it is not 

ossible to predict precisely the effect of energy conservation on these 
imulations. One effect could be to delay the atmosphere’s return to 
ts PFS between flares: chemical processes have shorter time-scales 
han thermodynamic processes, so leaving chemistry uncoupled to 
emperature would allow the atmosphere to reco v er rapidly, and 
ossibly inaccurately; allowing feedback between chemistry and 
emperature could have the effect of damping the chemical evolution 
hile the temperature is evolving. 
The aim of this work is to attempt to build upon V16 and L22

y using a self-consistent model of coupled atmospheric chemistry 
nd temperature. V16, L22, and K22 have all called for a self-
onsistent approach to modelling atmospheric response to flaring. 
his work will, for the first time, e v aluate the role of this feedback,

ts implications for observables, and whether or not it should be 
onsidered in future work. 

We predicted that when simulating repeated flares with CNEQ 

hemistry, the atmosphere was likely to enter a new steady state 
ifferent to the quiescent one, in contrast to solely NEQ cases. We
xpected that the most significant changes would occur in the upper 
tmosphere, and that the deep atmosphere would remain mostly 
naffected. 
The remainder of the paper is structured as follows: 

(i) Methods. We provide a outline of our photochemical model, 
rovide a description of three flare models used in this work, and
xplain our approach to synthetic observations. 

(ii) Results and Discussion. We first generate quiescent pre- 
are states, from which the effects of flares are simulated using
ur photochemical model. The effects of flares and the role of
elf-consistent modelling on various species are discussed and are 
hysically justified. Synthetic observations of these planets before 
nd after they are exposed to flares are used to assess the observability
f the effects of flares in different cases. 
(iii) Conclusion. We summarize our findings and enumerate key 

oints to take away from this work. We also discuss weaknesses of
his work and potential future steps. 

 M E T H O D S  

.1 ATMO 

TMO is a 1D atmospheric model which simulates a column of
tmosphere between two pressure levels (Amundsen et al. 2014 ; 
remblin et al. 2015 ; Drummond et al. 2016 ). It is similar to the
odel used in V16 and uses the same chemical network from Venot

t al. ( 2012 ). The column is discretized into cells, with energy fluxes
alanced at their faces to ensure radiative–convective equilibrium 

RCE). 
The radiative transfer (RT) equation is solved in its integral 

orm using the correlated- k approximation, following the method 
n Amundsen et al. ( 2014 ) and references therein. k -coefficients are
alculated by the radiativ e–conv ectiv e scheme at run-time, allowing
hanges in composition to be reflected in the radiative transfer 
alculations (Goyal et al. 2017 ). The conv ectiv e flux is non-zero in
egions which satisfy the Schwarzschild stability criterion. Solving 
his radiativ e–conv ectiv e scheme to give the pressure–temperature 
PT) structure of the atmosphere is done using the Newton–Raphson 
ethod, which converges when the maximum relative error in the 

nergy flux balance across all cells is less than 10 −4 . 
Opacity data used in RT calculations are adapted from Amundsen 

t al. ( 2014 ), which include absorption by H 2 , He, H 2 O, CO 2 , CO,
H 4 , NH 3 , Na, K, Li, Rb, Cs, TiO, VO, FeH, PH 3 , H 2 S, HCN,
 2 H 2 , SO 2 , and Fe. Note the inclusion of TiO and VO, which are
nown to cause thermal inversions due to absorption of optical 
adiation (F ortne y et al. 2021 ). Collision-induced absorption due
o H 2 –H 2 and H 2 –He interactions is also included. Line profiles
re pressure broadened by H 2 and He, as well as by the Doppler
ffect (Sharp & Burrows 2007 ; Stamnes, Thomas & Stamnes 2017 ).
he aforementioned broadening processes dominate o v er turbulent- 
nd self-broadening, so these latter two processes are neglected 
Amundsen et al. 2014 ). Table 4 of Amundsen et al. ( 2014 ) lists the
orrelated- k bands used in ATMO which co v er the range 200 nm ≤
≤ 230 μm. Absorption coefficients are tabulated on a pressure–

emperature grid, following the method in Thomas & Stamnes 
 2002 ), with 30 pressure points in the interval [10 −1 Pa, 10 −8 Pa]
nd 20 temperature points in the interval [70 K, 3000 K] uniformly
istributed on a logarithmic scale. 
The abundances of species at chemical equilibrium (EQ) are 

etermined by following the method in Gordon & McBride ( 1994 ),
.e. by minimizing the Gibbs free energy G = 

∑ 

j μj n j , where μj is
he chemical potential and n j is the number density of a species j
t a given level. This sets the initial abundances of the atmosphere,
efore non-equilibrium processes are introduced. 

ATMO can also model the composition within each cell o v er time
y solving the rate equation, 

∂ n j 

∂ t 
= P j − n j L j − ∂ φj 

∂ z 
(1) 

or each species j listed in Appendix C . P j and L j are the net
roduction and loss within a given cell, and φj is the vertical transport
f j out of that cell. P j and L j are derived using the chemical
eaction network of Venot et al. ( 2012 ). The equation has units of
molecules]cm 

−3 s −1 . φj includes eddy diffusion, molecular diffu- 
ion, self-buoyancy, and thermal diffusion. Data for these diffusion 
rocesses are derived from Poling, Prausnitz & O’Connell ( 2001 ).
ddy diffusion is parametrized by the coefficient K zz = 10 8 cm 

2 s −1 .
s the model allows for time-dependent processes, it describes the 
on-equilibrium chemistry (NEQ) of the system, as opposed to the 
quilibrium chemistry (EQ) which assumes that the atmosphere is not 
volving with time. The system of equations across cells and species
efined by equation ( 1 ) is solved using the time-accurate backwards-
ifferentiation formula method from the publicly available FORTRAN 

ibrary DLSODE (Hindmarsh 1983 ). Convergence of the NEQ chem- 
cal scheme occurs when ∂ n j /n j < 10 −2 and ( ∂ n j /n j ) /dt < 10 −4 

or three consecutive iterations, for all species with mole-fractions 
reater than 10 −30 . dt is the chemical time-step. 

ATMO uses a different chemical network (Venot et al. 2012 ) to the
ne used in K22 and L22, so a quantitative comparison with these
orks is not possible, although qualitative conclusions may be drawn. 
he photodissociation pathways used in this work are available in 
ppendix D of Venot et al. ( 2012 ). 

ATMO can be set-up to periodically re-converge the temperature 
rofile during NEQ simulations by repeatedly solving for RCE. Solv- 
MNRAS 523, 5681–5702 (2023) 
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Figure 1. Spectral intensity of UV emission from AD Leo at quiescence and 
maximum activity, which occurs 912 s after a given flare begins. 

Figure 2. Spectral intensity of UV emission versus time for the 300, 200, and 
100 nm bins. The solid lines show linear interpolation between observed data, 
which are marked in black. The dashed lines demonstrate the interpolation 
method used in V16. 
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ng for RCE happens instantaneously in simulation time, although it
oes not occur continuously. See Appendix A for a discussion on the
requency at which the system re-adjusts to RCE. Re-solving for RCE
akes ATMO a consistent solver , as temperature and chemistry are

apable of bidirectional feedback. Together, this allows us to model
he consistent non-equilibrium (CNEQ) chemistry of the system.
his method is explained in greater detail in Drummond et al. ( 2016 ).
Note that while chemical reaction rates are temperature dependent,

nthalpy changes corresponding to each reaction in the network do
ot contribute to the temperature of the atmosphere in the temperature
ange explored by these gas-only simulations (Roth et al. 2021 ).
emperature changes are solely a result of radiative absorption,
cattering, and conv ectiv e mixing. Conv ection in HJs usually occurs
t pressures greater than 1 bar (Thorngren, Gao & F ortne y 2019 ). 

Changes in UV flux associated with flares could drive formation
nd removal of hazes, as many haze precursors (e.g. CH 4 , HCN,
 2 H 2 ) are sensitive to radiation in the UV regime (Sing et al.
015 ; Zhang et al. 2015 ; Helling et al. 2020 ; Steinrueck et al.
021 ). Less radiation would be absorbed in the lower atmosphere,
nstead being absorbed by the hazes at lower pressures. This would

ost likely change the temperature structure both abo v e and below
he haze layer (K22). Changes to the temperature structure could
rigger condensation, leading to cloud formation (Wakeford et al.
016 ). Ho we v er, the v ersion of ATMO used in this work does not
nclude hazes or clouds. Steinrueck et al. ( 2021 ) found that hazes
annot currently be correlated to features in transmission spectra
f HJs. 

.2 Flare models 

16 used observational data of GF85 (Pettersen & Coleman 1981 ;
a wle y & Pettersen 1991 ; Segura et al. 2010 ). They simulated the

mpacts of both an isolated application of GF85 on atmospheric
hemistry, and periodic applications of this same high-energy flare
 v er an interval of 10 6 s. They selected a resting time between flare
pplications of 2 × 10 4 s, where UV irradiation was restored to its
uiescent value. The same procedure is initially adopted in our work
or Sections 3.2 to 3.5 . In the case where we apply the same flare
eriodically, we adopt the same resting time of 2 × 10 4 s but extend
he integration time up to 9E6 s. We do not discuss the behaviour of
he atmosphere on long time-scales after flares have stopped because
 situation in which there is no flare activity for a long period of time
s extremely unlikely (see Section 1 ). 

Fig. 1 compares the intensity of UV emission before and
uring a flare. GF85 was observed between 100 and 444 nm: the
ariable interval . Below 100 nm the intensity is derived from solar
bservations and scaled by a factor of 100 to fit with the flare
pectra, and abo v e 444 nm it is equal to the pre-flare (quiescent)
pectrum of AD Leo (Segura et al. 2010 ). 

There is a dearth of sufficient data and emission models in the
UV and X-ray regime for these stars, which makes obtaining a
ore realistic spectrum difficult. Recent work by Loyd et al. ( 2018 )

nd Zhuleku, Warnecke & Peter ( 2020 ) has sought to resolve this
y interpolating into the X-ray regime from the FUV regime. As
he stellar radiative emission is only variable within our variable
nterval, some species are not excited and their abundances will not
e directly affected by the flares. Most notably, including X-ray
mission and subsequent absorption would drive ion chemistry in
he thermosphere, as well as enhanced escape (Czesla et al. 2013 ;
dert et al. 2020 ). In order to make reasonable comparisons with
22 and V16, we have chosen not to include ion chemistry in
TMO , so neglecting enhanced X-ray irradiation is taken to be a
NRAS 523, 5681–5702 (2023) 
easonable assumption. Furthermore, radiativ e–conv ectiv e models
uch as ATMO are not capable of solving for the temperature structure
f the thermosphere, where IR opacity is low (F ortne y et al. 2021 ).
o we ver, this also means that we do not account for enhanced

harged particle fluxes associated with flare events, which could
rive chemistry at low pressure levels in the atmosphere (Chadney
t al. 2017 ). 

The 3000 s of UV intensity variation for each flare is recorded at
2 points in time across 500 wavelength bins (Hawley & Pettersen
991 ; Segura et al. 2010 ; Venot et al. 2016 ). As the input UV flux
t the top of the atmosphere F 

0 
rad ( λ, t) is required to determine P j 

nd L j for photochemical processes at every chemical iteration, it is
ften necessary to e v aluate F 

0 
rad ( λ, t) at times not exactly equal to

ne of these 22 observation points. V16 resolved this by maintaining
onstant spectral flux across time between each of these data points.
n this work, these data are instead interpolated linearly o v er time
etween adjacent points, independently for each wavelength bin,
o more accurately represent the time-dependence of the UV flux.
ig. 2 plots the UV flux versus time with both interpolation methods,
or three wavelength bins. Using the method from V16 caused
roblematic behaviour in the upper atmosphere during time-evolving
imulations with ATMO , where the discontinuous jumps in flux
t each of the 22 points forced the solver to choose extremely
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mall time-steps, ef fecti vely pre venting further e volution of the 
ystem. 

Stellar flares follow a flare-frequency distribution (FFD) o v er 
any orders of magnitude, where flare energy and occurrence 

requency are inversely related in log–log space (Hawley et al. 
014 ; Loyd et al. 2018 ). A giv en flare may hav e a different energy
o the ones preceding and proceeding it, but will have the same
haracteristic behaviour o v er time: starting with a linear rise from
uiescence to its peak, and then decaying exponentially back to 
uiescence. Loyd et al. ( 2018 ) developed a statistical model 2 for
ares originating on M-dwarf stars which samples an FFD derived 
rom observations. This model was also used in Chen et al. ( 2021 ),
22, and K22. Their FFD (plotted in fig. 3 of Loyd et al. 2018 )
oes not include the most energetic flare events which have been 
bserved – these would likely drive atmospheric chemistry and 
scape significantly (Murray-Clay, Chiang & Murray 2009 ). 

It is worth noting that recent observations have shown that most
-dwarf stars are variable in their activity o v er time in a way which

s not correlated with their spectral type (Melbourne et al. 2020 ;
ignon et al. 2023 ). This contrasts with the canonical ‘quiet’ and

active’ classifications applied to these stars, such as in Loyd et al.
 2018 ). Consequently, these planets may transition between various 
seudo-steady states as the stellar activity, and thus their relative 
xposure to flares, varies over time. 

The single and periodic flare models in this work (and in V16)
se observational UV data from GF85 (Ha wle y & Pettersen 1991 ),
hich had an energy output of 10 34 er g, lar ger than the ∼10 32 erg
pper-limit of the FFD of Loyd et al. ( 2018 ). As high energy flares
ccur less frequently, more observational data would allow the FFD 

o be extended to higher energies, and thus capture ‘super flare’ 
vents, such as GF85. 

In our work, Version 1 of the Loyd et al. ( 2018 ) model was applied
o generate a 9 × 10 6 s time-series of flares that follow this energy
istribution stochastically. This model was used to produce the results 
hown in Section 3.6 . ATMO determines the quiescent flux scale factor
QFSF) Q ( t ) of the star’s UV emission from this time-series at each
hemical iteration. From this, the instantaneous UV irradiation at 
he top of the atmosphere can be calculated by e v aluating F 

0 
rad ( λ)

ccording to: 

 

0 
rad ( λ, t) = F 

0 
Quiescent ( λ, t) · (Q ( t) + 1 

)
. (2) 

n cases where Q > Q min , ATMO considers the system in an active
tate , and decreases the time-step for accuracy at the cost of perfor-
ance. Below this threshold, the increased Q is set to 0. Neglecting

hese flares introduces some inaccuracy to this implementation, but 
s necessary for viable computational performance. Ho we ver, note 
hat L22 highlighted the importance of including flares of small 
mplitude, as they occur much more frequently than high-energy 
ares, and contribute to o v erall trends in chemical composition. We
ound that Q min = 0.05 provided good computational performance 
ithout compromising the accuracy of our model. 
It should be noted that the Q ( t ) applied in our stochastic flare
odel does not depend on wavelength λ. For each wavelength bin, 

he UV flux across the entire v ariable interv al is scaled relative to
ts quiescent value by a factor of Q ( t ) + 1 at a time t . This is the
ethod used in L22, and also follows the philosophy of Loyd et al.

 2018 ) in that ‘all bands are assumed to follow the same temporal
volution’. This simplified method contrasts with our periodic flare 
odel in which each wavelength bin ef fecti vely has a different scale
 https:// github.com/parkus/ fiducial flare 

o  

p  

t  
actor compared to other bins at a given time. The difference between
hese two approaches results from the fact that the periodic model
ses observations of GF85 only, while the stochastic model samples 
 distribution to scale the UV flux relative to its quiescent value. Both
odels use the same quiescent spectrum, so the differences are solely

elated to scaling flux o v er time. This difference is acceptable given
hat quantitative comparisons are not made between simulations 
esulting from different flare models. In comparison, K22 used a 
odel which applied flares stochastically with Q ( t ) also depending

n wavelength. 
The time-step d t of the chemical solver within ATMO is inversely

elated to the maximum rate of change of d n j / n j across all species j ,
uch that faster processes require the solver to take smaller steps. The
nitial time-step is 10 −9 s. It is important to consider this behaviour
or stochastic and periodic flare simulations: were d t to reach a length
t least equal to a flare duration, individual flares would no longer
e temporally resolved by the model, allowing the d t to increase,
hich increases the probability of missing future flares. To mitigate 

his, d t is limited to a maximum of 15 s during active periods and
0 s during rest periods, although a time-step of approximately 10 s
s often selected by the solver. 

.3 Transmission spectra and obser v ations 

t is important to consider whether changes in atmospheric com- 
osition due to flares could be observable, and whether it requires
onsideration during retrie v als when generating forward models. In 
Js, the pressure level which contributes the most to the observed
ux generally occurs between 10 2 and 10 3 mbar, although this varies
oderately between planets and wavelengths (Lee, Fletcher & Irwin 

011 ; Drummond 2017 ; P armentier, Showman & F ortne y 2020 ).
o have a significant impact on emission observations, changes in 
omposition due to flares would have to occur at or near this pressure
ange, which is relatively deep in the atmosphere in the context
f non-equilibrium processes (Venot et al. 2012 ; Drummond et al.
016 ; Goyal et al. 2017 ). Transmission spectroscopy probes regions
igher in the atmosphere than emission spectroscopy; changes in 
omposition due to flares at pressures greater than 10 2 mbar will
ikely not be observed in transmission, so changes in composition at
ressures lower than 10 2 mbar are of greatest interest. 

ATMO can generate synthetic transmission spectra (Baudino et al. 
017 ). These can be combined with the JWST noise simulator
ANDEXO to generate realistic synthetic observations, in order to 
ssess the observability of the impact of flare-driven chemistry 
Batalha et al. 2017 ; Tremblin et al. 2019 ; Phillips et al. 2020 ). 

Generating transmission spectra before and after flares have been 
pplied, and then simulating the noise on these with PANDEXO , 
ermits an assessment of the observability of the effects of flares on
hese atmospheres. The total propagated noise estimated by PANDEXO 

y 
′ 

is a combination of shot-, background-, and read-noise (Batalha 
t al. 2017 ). 

Quantifying the observability of changes in chemical composition 
as done by synthesizing transmission spectra from several simula- 

ions. Relative changes C in wavelength-dependent transit depth y = 

 R p / R ∗) 2 are quantified as 

( λ, t) = 

y f ( λ, t) − y q ( λ) 

y q ( λ) 
, (3) 

here y q ( λ) is transit depth of the planet immediately before the
nset of flares. y f = y ( λ, t ) represents the average transit depth of the
lanet between t − 2 τ c and t , where τ c is the transit duration. Note
hat all instances of R ∗ inside the y in equation ( 3 ) out, so that C does
MNRAS 523, 5681–5702 (2023) 
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ot depend on R ∗. This formulation for y f was used to best represent
he average state of an atmosphere exposed to flares; it is a metric
or typical changes to observables, rather than for a specific flare
vent. As flares do not occur predictably, it would be unfeasible to
ccurately time an observation of one with JWST . Transit durations
c for each of the orbital separation a were calculated according to

he formula 

c = 2 R ∗

√ 

a 

Gm ∗
, (4) 

here m ∗ and R ∗ are the mass and radius of AD Leo, a is the orbital
eparation of the planet, and G is the gravitational constant. This
ormula assumes that the planet and orbit are both circular, and that
he centre of the planet passes in front of the centre of the star relative
o the observer. 

To gain insight into the observability of these spectral changes, y q 
nd y f were used as input spectra for PANDEXO , which re-binned and
runcated the data, applied the appropriate noise, and estimated the
rrors. Quantities representing the output of PANDEXO are denoted
ith a prime symbol. Overall, for a given simulation, PANDEXO

ielded the wavelength-dependent quantities: y ′ f , δy 
′ 
f , y 

′ 
q , and δy ′ q .

hese were analysed using equation ( 3 ) to quantify the effect of
potentially observable) flare-driven changes to the transmission
pectra, giving us C 

′ 
and δC 

′ 
. The quantity C 

′ 
/ δC 

′ 
represents the

ignal-to-noise ratio (SNR) of the flare-driven behaviour. One of the
ain purposes of transit spectroscopy is to identify specific spectral

eatures, which can inform us about the composition of an observed
lanet (Mounzer et al. 2022 ). Therefore, for the effects of flares to
ave implications for observations, spectral features associated with
are-driven behaviours must have a ‘significant’ SNR: | SNR | > 1. 

.4 Outline of cases 

ombinations of the following parameter ranges were modelled,
hoosing one value per row for each simulation. 

(i) Chemistry: NEQ, CNEQ 

(ii) Flare types: Single, Periodic, Stochastic 
(iii) T eff : 412 K (cold), 1632 K (hot) 

Cases in bold type were not explored by V16. The planet with
 eff = 1632 K was considered because the various processes involved
e.g. photochemistry, mixing) will likely be quite different to in the
old case. This small orbit increases the irradiation on the planet and
ecreases the chemical time-scale, which may change the relative
mportance of photochemistry compared to equilibrium and dynamic
rocesses (F ortne y et al. 2006 ). The hot planet was placed at an orbital
eparation of 0.0044 AU, which is the smallest semimajor axis within
he recorded exoplanet population for which both the mass and the
adius of the planet are known (Bailes et al. 2011 ). As in V16, the
old planet – with an ef fecti ve temperature of 412 K – corresponds
o an orbital separation of 0.0690 AU. 

The ef fecti ve temperatures of both planets are derived using
quation ( 5 ), where σ is the Stefan–Boltzmann constant and L ∗ is
he luminosity of AD Leo. 

 eff = 

( L ∗
16 σπa 2 

)1 / 4 
. (5) 

Note that the set of planets explored in our work is not the same
s that in V16. While both our work and V16 simulate a cold planet
rbiting AD Leo at a = 0.069 AU, our hotter planet is instead placed
t 0.0044 AU, in substitution for V16’s placed at 0.0069 AU. This
as done in order to determine the relative importance of self-

onsistent modelling across a broad range of environments (chemical
NRAS 523, 5681–5702 (2023) 
nd thermodynamic), while constraining our parameter space in order
o enable sufficiently deep discussion. 

Before any flares are applied, the models need to be initialized from
 converged PFS. In generating this initial state, the same physics
nd parameters must be used as in the simulation which includes
he flares. F or e xample, a simulation of the cold planet with NEQ
hemistry must be initialized from a simulation which also used NEQ
hemistry and had the same ef fecti ve temperature. This is especially
mportant in the CNEQ cases where we want to capture the feedback
etween chemistry and T ( p ) due to flares specifically, so the PT profile
or the CNEQ cases must be derived with CNEQ chemistry. In the
EQ cases, T ( p ) is fixed and unable to evolve; for the cold planet
e chose to use the PT profile from V16 (which was derived from
 ortne y et al. ( 2013 ) and is isothermal abo v e 10 −3 mbar) to enable
omparisons with their work, and for the hot planet we generated
ur own PT profile using ATMO . Initializing a simulation of flare
volution with an appropriate PFS also impro v es the computational
erformance of the analysis. 
The bulk elemental abundances of our model atmospheres can be

ound in Appendix B . Bulk abundances are used as input parameters
or the EQ chemistry, which is itself used to initialize the NEQ and
NEQ models. 
All atmospheres are simulated across the pressure and optical

epth regimes applicable for this analysis: 10 −4 ≤ p /(mbar) ≤ 10 5 for
he cold planet, and 10 −2 ≤ p /(mbar) ≤ 10 5 for the hot planet. These
ow-pressure boundaries p min were selected such that the composition
f the mixture at pressures lower than p min is generally dominated by
tomic hydrogen, where flares will not induce photochemistry and
V will not be strongly absorbed. Most of the energy delivered
y flares occurs via enhancement to continuum emission, rather
han at specific spectral peaks, including those of H (Ha wle y &
ettersen 1991 ; Loyd et al. 2018 ). Simulating regions of low opacity
nd low pressure (such as H-dominated regions) is difficult without
he use of specialized models, which come with their own set of
ompromises (F ortne y et al. 2008 ; Lothringer, Barman & Koskinen
018 ; Fossati et al. 2021 ). With ATMO , solving for the temperature
tructure at pressures lower than p min manifested oscillations in T ( p ).
his spurious oscillatory behaviour interfered with the effects of the

ime-dependent UV irradiation on the temperature structure, so the
imulation region is truncated in each case to the pressure limits
tated previously. The primary reason for this behaviour is that the
odel struggles to maintain radiative equilibrium at such low optical

epths, while simultaneously solving for both middle atmosphere and
ime-dependent changes in composition. As a result, the pressure
rid of the hot planet has a smaller range across p -space than for
he cold planet. This transition to a H-dominated regime at very
ow pressures is discussed further in Section 3.1 . Similarly, regions
ith greater pressure than 10 5 mbar are irrele v ant for this analysis

s UV radiation will not penetrate to such large optical depths,
nd the atmosphere is dominated by equilibrium processes (F ortne y
t al. 2006 ; Drummond et al. 2016 ; Goyal et al. 2017 ; Lewis et al.
020 ). Including ion chemistry in the model would make neglecting
he radiative and chemical effects of the H-dominated region less
easible, as H 

− cations present in HJ atmospheres have been found
o generate distinctive spectral features (Ohmura & Ohmura 1961 ;
othringer et al. 2018 ; Parmentier et al. 2018 ). 
Data were saved at least every 12 chemical iterations, and

or CNEQ simulations the radiativ e-conv ectiv e scheme was re-
onv erged ev ery M chemical iterations. We found that M = 15
rovided good model accuracy, while not compromising perfor-
ance and thus limiting our integration time (see Appendix A ). The

tmosphere was allowed to evolve for a delay period of 8 × 10 5 s
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Figure 3. Quiescent atmospheres generated by ATMO . These were used as initial states from which the atmosphere later evolved with flares. Top row: cold 
planet. Bottom row: hot planet, for which the simulation region is truncated to higher pressures, as discussed in Section 2 . The chemical abundance of a species j 
is quantified by its mole fraction χ j . (a): temperature profiles used for the NEQ cases (solid) and to initialize the CNEQ (dashed) cases; the solid-line is identical 
to the PT profile used in V16 for T eff = 412 K. (b): initial NEQ chemical abundances derived using ATMO (solid), plotted alongside those used in V16 (dotted). 
(c): initial CNEQ-derived chemical abundances. (d): the temperature profile used for the NEQ cases and to initialize the CNEQ cases. (e): initial NEQ chemical 
abundances; this atmosphere was not derived from a temperature profile used in V16, so a consistent simulation is necessary to generate a temperature profile, 
so it is identical to panel (f). (f): initial CNEQ chemical abundances. 
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fter reaching a pre-flare steady state, but before flares were applied. 
his delay period ensured that any numerical effects from initializing 

he flare-configured simulations could dissipate. It was verified that 
his delay period was sufficient, and that the atmosphere was in 
 steady-state before flares were applied in all cases. Flares were 
pplied for up to 9 × 10 6 s ( ∼100 d), at which point the models were
topped. Solving for the time-dependent behaviour of the system 

elf-consistently is computationally e xpensiv e due to the extra steps
equired to ensure RCE, so in some cases it was unfeasible to evolve
he model for the whole 9 × 10 6 s. Results presented in this work
re analysed with this under consideration. Simulations applying the 
tochastic flare model ran faster than those applying the periodic flare 
odel, primarily because the solver can recover from smaller flares 
ore rapidly than from larger ones. Similarly, simulations of the 

ot planet were faster than of the cold one, because non-equilibrium 

ffects were less relevant, and thus longer time-steps were feasible at 
he same error tolerance. In the most computationally e xpensiv e 
ase explored in this work (stochastic flares/cold planet/CNEQ), 
 × 10 6 s of simulation time required approximately 50 d of real
ime to integrate, at which point the model was stopped. 

 RESULTS  A N D  DISCUSSION  

his section combines our results and discussion together, following 
he development of increasingly advanced flare models, and conclud- 
ng with a discussion on potentially observable effects. Throughout, 
imulations with coupled temperature and chemistry are compared 
o those in which the temperature profile was fixed. This is done in
rder to assess the role of self-consistent solving in this context. Our
esults and discussion are therefore structured as follows. 
(i) Section 3.1 : introduction of quiescent states used to initialize 
tmospheres before any flares were applied. 

(ii) Sections 3.2 and 3.3 : demonstration of the impact of applica-
ions of a single instance of GF85, and how the chemistry reco v ers
rom such an event. 

(iii) Sections 3.4 and 3.5 : investigation into the chemical and 
hermal response to periodic applications of GF85, mirroring the 
ork of V16. 
(iv) Section 3.6 and subsections therein: analysis of the complex 

hemical and thermal response to stochastically applied flares, where 
even species are selected as case studies. 

(v) Section 3.7 : discussion on the impact of flare-driven composi- 
ional and temperature change in the context of JWST observations. 

.1 Quiescent states 

ig. 3 shows converged states from which simulations involving 
arious flare models were later initialized (Sections 3.2 –3.6.7 ). As
escribed in Section 2.4 , NEQ simulations of the hot planet must
e first initialized using CNEQ chemistry because the radiative- 
onv ectiv e scheme is required in order to generate a temperature
rofile. This does not preclude use of the NEQ case of the hot planet,
ecause temperature and chemistry were uncoupled once a PFS was 
stablished. This therefore does not limit the analysis performed 
n later sections of this work. Fig. 3 shows that the temperature
tructure and composition differ significantly between the hot and 
old planets, enabling an investigation of the effect of flares and the
ole of self-consistent modelling under a range of conditions. 

Panel (b) of Fig. 3 shows that ATMO can reasonably replicate the
uiescent NEQ results of V16, with only minor discrepancies in the
pper atmosphere. 
MNRAS 523, 5681–5702 (2023) 
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Figure 4. χOH (top) and χN2H4 (bottom) versus time at a pressure of 
0.063 mbar. These species evolved simultaneously in a simulation of the 
cold planet using NEQ chemistry. Evolution was driven by a single instance 
of GF85 applied at t = 0. The horizontal red lines denote the mole fractions 
of each species before any flares were applied. The dotted vertical blue line 
represents the point in time at which the UV flux returns to its quiescent value 
( t = 3000 s), although it decays significantly before this point. The dashed 
vertical blue line is drawn at the point in time at which a successive flare 
would be applied using the periodic flaring scheme ( t = 2.3 × 10 4 s). 
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At low pressures, the mole fraction χH of atomic hydrogen is
nhanced primarily due to photolysis of H 2 , with some contribution
rom H 2 O and other hydrogen-bearing species. This means that in
ach case there exists a pressure level above which H is a major
omponent of the atmosphere; for the cold planet this occurs at
pproximately 10 −3 and 10 −4 mbar in the NEQ and CNEQ cases,
espectiv ely. F or the hot planet, χH increases towards the low-
ressure boundary in panels (e) and (f), although in these cases
he planet is not simulated to sufficiently low pressures for H to
ominate o v er all other species. Trials where the pressure-grid of the
ot planet was extended to lower pressures found that H dominated
he composition at pressures less than 2 × 10 −3 mbar. Nevertheless,
he regions for which atomic hydrogen is a significant component
f the mixture is not particularly interesting for this work, as the
artial pressures of other species are sufficiently low that reaction
ates will be negligible. In the wavelength region modulated by the
ares, H will absorb some of the UV radiation incident on the top
f the atmosphere, ho we ver the Balmer series absorption is weak,
nd strong absorption by the Lyman series λ ∼ 121 nm does not
o v er a large portion of the variable interval used in our flare model
Wiese & Fuhr 2009 ). Loyd et al. ( 2018 ) states that enhancement to
he continuum component of emission ‘accounts for the bulk of the
ux’ associated with flares, so capturing narrow absorption features
ssociated with hydrogen in the uppermost parts of the atmosphere
re not of high importance. 

The rapid decreases in temperature at the top of the PT profile in
anels (a) and (d) of Fig. 3 can be attributed to the low opacity and
ow pressure of the topmost regions of the model columns. It is worth
oting that similar behaviour is not seen in the PT profiles of V16
plotted as a solid line in 3 a) as they are assumed to be isothermal
t pressures less than 10 −3 mbar. States generated using CNEQ
hemistry (Figs 3 c and f) are broadly similar to NEQ equi v alents
Figs 3 b and e). 

The absorption of optical radiation by vapours of TiO and VO is
hought to cause thermal inversions in hot gas planets, but this was
ot found to occur in the model atmospheres explores in this work
espite TiO and VO being included in both the chemical and radiative
ransfer schemes within ATMO . The reason for this is that the cases
xplored in this work are not hot enough for vapour phases of TiO
nd VO to contribute significantly to the optical opacity, so they
o not manifest a thermal inversion. It is known that the transition
o the inverted regime occurs for T eff between 1600 K and 2000 K
hen TiO and VO e v aporate depending on pressure, metallicity, and
/O (D ́esert et al. 2008 ; F ortne y et al. 2008 ; Lothringer et al. 2018 ;
iette et al. 2020 ). No further discussion will be made regarding TiO
nd VO, as they do not strongly absorb UV radiation, and do not
ignificantly impact the temperature profiles used in this work. 

.2 Single flares – NEQ 

ingle flare events were simulated using NEQ chemistry starting
rom the PFSs presented in Section 3.1 . 

Changes in composition measured at this point in time are small
nd are heavily species dependent. The largest changes are seen
or NH 3 , H, and OH. It is unsurprising to see H changed most
ignificantly as it is the product of a number of photolysis pathways,

uch as H 2 O 

h ν−→ H + OH and NH 3 
h ν−→ H + NH 2 (Liang et al. 2003 ).

he hotter planet’s composition is more affected than that of the
ooler one, which follows from that fact that it has shorter chemical
ime-scales, and parallels the trends seen in V16 and K22. As only one
are is applied, the timeframe for which photochemistry is especially
NRAS 523, 5681–5702 (2023) 
ele v ant is short in comparison to flare models in which many flares
re applied. Despite the hotter planet being more greatly affected by
 single flare during the active period, its fast recovery once the UV
ux is restored to its quiescent state could mean that sequential flares
ompound less constructively. Fig. 4 shows the responses of OH and
 2 H 4 at 0.063 mbar when a single flare is applied to the cold planet.
hese species and pressures were chosen because they demonstrate

hat different species in the atmosphere respond to flares with various
ehaviours across several time-scales. Some species did not manifest
ny significant response to the flares; e.g. CO, N 2 , TiO, VO, Na, NH.

The top panel of Fig. 4 shows the response of OH. The abundance
f OH is increased in accordance with the increase UV flux associated
ith the flare; this behaviour can be attributed to photolytic processes
here OH is a product. Throughout this process, the abundance of
H traces the change in UV flux closely, including the double-peak
ehaviour shown in Fig. 2 . At 2.3 × 10 4 s – the point at which a
ubsequent flare would occur under the periodic flaring scheme – it
s close to its pre-flare abundance, and by 6 × 10 4 s it has ef fecti vely
eturned to its PFS. 

The bottom panel of Fig. 4 shows that the abundance of N 2 H 4 

nitially increases when the flare is applied, and does not evolve
ignificantly away from this state until the flare ends at 3000 s. Once
he flare ends, the abundance of N 2 H 4 slo wly decays to wards the PFS,
ut does not reach it by the same a successive flare would be applied.
roduction of N 2 H 4 during the active period can be attributed to
eactions between N 2 H 3 molecules, which are themselves produced
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y reactions between photolysis products (i.e. NH + NH 2 → N 2 H 3 ).
he abundance of N 2 H 4 in the rest period displays semipermanent 
hanges in composition driven by flares; further discussion of N 2 H 4 

s made in Section 3.6.6 . 
The atmosphere continues to evolve once UV irradiation returns 

o its quiescent state. Although analysing chemical evolution for 
imes long after the flare has passed is not physically moti v ated

as discussed in Sections 1 and 2.2 – the short-term behaviour 
ollowing a single flare event can be used explain the effects of
epeated flaring. Across species, it is common for their forward 
athways to react strongly to the enhanced UV, but once the UV
ux returns to quiescence the atmosphere model does not necessarily 

end directly to the PFS. Instead, the composition first o v ershoots the
FS and only then decays back towards the PFS (see the top panel
f Fig. 4 ). This chemical inertia implies that the duration of the
nterflare resting period could play an important role in the o v erall
ffect of repeated flares on these atmospheres, as it determines how 

losely the atmosphere has approached the PFS when a successive 
are is applied. 
Post-flare, the most significant effects are seen within ∼ 3 × 10 4 s,

t which point most of the atmosphere is slowly returning to the PFS.
his indicates that, despite the o v ershooting behaviour, the chemistry 
till acts to restore species abundances to their PFS after a flare has
ccurred. This means that for cases where flares occur in series, we
hould expect species abundances to approach their PFS until another 
are occurs. 

.3 Single flares – CNEQ 

llowing the temperature structure of the atmosphere to vary 
hroughout these simulations does not lead to significant temperature 
hanges, although they are non-zero. The changes in temperature 
een here are less than 1 K, which is less than that in Segura et al.
 2010 ). The energy of a single flare (even GF85) is too small to
emo v e a significant fraction of the species in the atmosphere which
ontribute to the temperature structure by absorbing radiation. Thus, 
he opacity of the atmosphere is relatively unchanged, and so the 
emperature changes are small compared to the absolute temperatures 
f these planets. It is worth noting that solving for RCE iteratively
eads to an marginal underestimate of the peak change in temperature 
hroughout the course of a given flare, compared to the ideal case in
hich the temperature profile is updated continuously o v er time (see
ppendix A ). 
Despite changes in composition being small, similarly to the NEQ 

ases in the previous section, it was found that the atmospheres do
ot entirely return to their PFS before 2.3 × 10 4 s. This indicates that
epeated flares could have a cumulative effect. 

When only simulating the effects of a single flare, it is not possible
o confidently state whether self-consistent simulations lead to more 
r less significant changes to the composition compared to cases 
here T ( p ) is fixed, as in both cases the changes in composition and

emperature are small. 

.4 Periodic flares – NEQ 

ith the application of repeated flares, it is common to see dependent
ariables of the system (such a mole fraction or temperature) fluctuate 
 v er time about a stable value. To make an analogy with the Reynolds
ecomposition, this ‘stable’ value is termed the ‘average steady state’ 

Adrian, Christensen & Liu 2000 ). Similarly, V16 makes reference 
o each variable having a ‘limiting value’, and K22 takes the time-
verage of mole fraction of particular species to describe this state. 
s we are interested in characterizing the net effect of flares and
ts relationship with self-consistency, it is the average steady state 
f variables such as composition and temperature which are of most
nterest. We take a variable to be in an ‘average steady state’ at a time
 and pressure p when the difference between its average values for
he intervals [ t − t d , t ] and [ t , t + t d ] are very small ( t d = 1 × 10 5 s).

For simulations of periodic flares with NEQ chemistry, our models 
emonstrate similar behaviour to that in K22: the atmosphere tends 
enerally towards an average steady state different to the PFS, with
he most significant changes occurring when the flares begin. At 
 × 10 6 s, some species are still evolving at higher pressures, which
ndicates that more simulation time may be required for the model to
losely approach an average steady state in this regime, if one exists.

The panels of Fig. 5 are analogous to the panels in fig. 11 of V16,
lthough in this case plotted for the colder planet. The trend in the
op panel of Fig. 5 is similar to the analogous plot in V16, with H
uickly entering an oscillatory state corresponding to the application 
f each flare. Similar behaviour is also seen in fig. 12 of K22, where
he abundances of some species return to their pre-flare values during
nterflare resting periods. Ho we ver, in the case of K22 this behaviour
aries significantly depending on the duration of this quiet period, 
hich is inversely related to the rate at which flares are applied.
he bottom panel of Fig. 5 shows that NH 3 initially responds both
uickly and dramatically to the enhanced UV flux, but then gently
ends towards a new mean abundance, about which it fluctuates. This
lot demonstrates the importance of sufficiently long simulations 
s limiting the time axis to 10 6 s in this case would erroneously
ndicate a trend of decreasing NH 3 abundance without approaching 
n average steady state. For a handful of abundant species (H, CH 3 ,
H 3 , and HNO) an integration time of 10 6 s – as was used in V16
MNRAS 523, 5681–5702 (2023) 
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Figure 7. � HCN, p in the cold planet versus time. The system was solved 
non-consistently with the periodic flare model. 
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nd L22 – would be sufficient for the abundances to approach an
verage steady state across all pressure lev els. F or both cases plotted
n Fig. 5 , the magnitude of the changes in mole fraction are large,
ith each changing by more than an order of magnitude during this
art of the simulation. This is not to say that the mole fractions of
very species in the atmosphere were enhanced or depleted to such
 degree, but to demonstrate that such changes are possible. 

For all cases discussed in this section there is no compositional
hange in the deepest levels of the atmosphere ( P > 1 × 10 3 mbar),
rimarily because the UV radiation does not penetrate to this level.
o we ver, it is also due to the relationship that P j and L j have with the

tmospheric pressure: reaction rates generally increase with pressure
s the mean free path between particle collisions decreases. Thus,
hemistry in the deep atmosphere (at higher pressures) is dominated
y equilibrium processes and responds quickly to reverse flare-driven
hemistry, so there is little opportunity for flare-driven effects to
ccumulate. It is for this same reason that the hot planet reco v ers
aster than the cold one. 

The panels in Fig. 5 each plot abundance χ at a single pressure
ev el; the y represent some of the most affected parts of the atmo-
phere, but much of it is unaffected. It is clearer to plot the relative
hange in the abundance χ s for a species s versus time for each
ressure level p , 

 s ( t, p) = 

χs ( t, p) − χs (0 , p) 

χs (0 , p) 
× 100 . (6) 

ith χ s (0, p ) being the abundance immediately before any flares are
pplied. Plotting changes in chemistry this way requires mapping � s 

o a colour bar. Throughout the course of a simulation of a planet
xposed to flares, there are both short/fast and long/slow changes to
omposition. A logarithmically normalized colour bar is ef fecti ve at
isplaying large changes in composition; a linearly normalized one
s good for showing small changes precisely. A colour bar which
ransitions from linear (near � s = 0) to logarithmic normalization
 | � s | � 0) allows visualization of both kinds of change, and also
andles the case of � s = 0. We choose a colour bar which is nor-
alized linearly between 0 and the 1 σ and logarithmically between
 σ and 2 σ (the 68th and 95th percentiles of | � s | , respectively). 1 σ
s labelled on the colour bars in red text in all figures. Values of
 � s | > 2 σ are clipped. We found that this type of normalization is
articularly necessary constructive analysis of fast-reacting species,
hich respond strongly to flares on short time-scales, but may also
ave a gradually changing trends in abundance. Our adoption of
his method for plotting changes in composition reflects one of the
onclusions of L22 that some species respond rapidly to individual
ares, and some species respond cumulatively over time. 
Note that the data are not normally distributed across pressure and

ime, so σ does not represent the standard deviation of the data; 1 σ
nd 2 σ are simply selected to represent percentiles of � s ( t ). 

In this way, a value of � s = + 100 denotes that a species s
as doubled in abundance at the pressure level p , relative to the
FS. Ho we ver, this means that when making comparisons with

hese figures, a relatively greater boldness of colour in one does
ot necessarily mean a greater � , as the potentially different
ormalizations should be considered. 
The 1 σ and 2 σ values can be used to quantitatively compare the

ehaviour of different cases. The 1 σ value is the 68th percentile of the
ata. A large 1 σ would therefore indicate that � s is large across most
f pressure- and time-space, for a given simulation case and species.
rom this large 1 σ we could conclude that, ev en ne glecting large
hanges in composition, the abundance of a species s is significantly
ffected by flares. Conversely, a small 1 σ value would indicate that
NRAS 523, 5681–5702 (2023) 
he composition is typically unchanged, although there could be
riefly extreme peak changes. The 2 σ value is the 95th percentile of
he data, which includes both o v erall trends in relative abundance as
ell as more extreme and brief changes. 
Therefore, cases in which 2 σ is large but 1 σ is comparatively

mall would indicate that the abundance of s has small gradual trends
hroughout the course of flare activity as well as brief periods of time
here there are very large changes – this could correspond to the case
f where a species reacts strongly and rapidly to enhanced UV flux,
ut is also gradually produced or remo v ed due to its involvement in
ther (slower) pathways. 
Fig. 6 plots � s in this way for H. Changes in the upper atmosphere

ersist, and approach a state different to the PFS as indicated by the
op panel of Fig. 5 . Hydrogen in the deeper atmosphere is briefly
ffected by flares, but fast reaction rates quickly return it to pre-
are abundances. At pressures greater than 500 mbar, changes in the
bundance of hydrogen are small due to the large optical depth, and
ominating EQ processes. 
It is common to see depletion of a species in one region and

nhancement in an adjacent re gion. F or e xample, in Fig. 7 one
an see that there is initially a decrease in HCN abundance at a
ressure P L ∼ 10 −3 mbar and a corresponding increase at a higher
ressure P H ∼ 2 × 10 −3 mbar. This is explained by the reaction

CN 

h ν−→ H + CN (Mizutani et al. 1975 ). As HCN is depleted at
 L , H is created (increasing χH at P L ), but less radiation of this
avelength is transmitted to deeper levels because it is absorbed at
 L during photolysis. This decreases the photolysis rates of species
t deeper levels, and thus increases the abundance of HCN at P H .
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Figure 8. � HCN, p in the hot planet versus time. The system was solved 
non-consistently with the periodic flare model. 
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periodic flare model. 

Figure 10. � H, p in the cold planet versus time between. Solved self- 
consistently with the periodic flare model. 
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o we ver, gradual depletion of HCN at P L eventually leads to deeper
V penetration, so this behaviour propagates to increasingly higher 
ressures, explaining the trend in Fig. 7 . Vertical mixing acts to
ransport species downwards at this point in the atmosphere, but 
 φ/ ∂ z is more than a factor of 100 smaller than the other terms in

he RHS of equation ( 1 ), which include photochemical processes.
t is possible that increasing the eddy diffusion coefficient K zz 

ould eliminate or modify this banding behaviour. Additionally, the 
bundance of HCN in the atmosphere requires a significant amount 
f time to adapt to the introduction of flares, demonstrated by the
act that at t = 3 × 10 6 s it is still evolving. 

Although there is similar banding behaviour, the hotter planet 
pproaches an average steady state in the upper atmosphere much 
ore rapidly than the cooler one, which parallels the findings of K22

see Fig. 8 ). This is attributed to the significantly reduced chemical
ime-scales in the high-pressure high-temperature environment. The 
tmosphere of the hot planet was still evolving at 3 × 10 6 s, although
ith much smaller 1 σ changes compared to the equi v alent case of

he cold planet (1 σ = 0.85 versus 2.50, up to t = 3 × 10 6 s). When
he simulation stopped at 9 × 10 6 s the mole fraction of HCN at the
op of the atmosphere was no longer evolving with time, but a small
igh-pressure trend in HCN abundance remained. 

.5 Periodic flares – CNEQ 

hen periodic flares are applied, atmospheres can behave differently 
hen T ( p ) is repeatedly solved for RCE (CNEQ) compared when
 ( p ) is fixed (NEQ). The exact behaviour is heavily temperature-
nd species-dependent. 

For the purposes of this discussion, we define temperature anomaly 
TA) as the temperature change of the atmosphere relative to the PFS
uch that 

A p ( t) = T p ( t) − T p (0) , (7) 

here T p ( t ) is the temperature of the atmosphere at pressure p at a
ime t since flares began (i.e. after any delay period). 

The time evolution of the TA of the atmosphere of the cold planet
s plotted in Fig. 9 . Shortly after the onset of flares a region of cooling
s established at the top of this atmosphere, and a region of heating
s established below. The enhanced UV flux acts to quickly change 
he abundance of species which shape the temperature structure of 
he atmosphere, which in turn perturbs the radiating temperature. 
pecies which are rele v ant to this feedback include H 2 , H 2 O, CO 2 ,
H 4 , HCN, and C 2 H 2 . 
After some time a tipping point is reached where these two
egions of heating and cooling are shifted to higher pressures, with
n additional region of heating being formed at the top of the
tmosphere. As the TA is driven by the changing opacity of the
tmosphere, the emergence of this additional region of heating at 
 ∼ 10 6 s can be attributed to complex compositional changes at
ow pressures due to chemical pathways involving photochemically 
ctiv e species. F or e xample, the abundance of H (Fig. 10 ) sees a shift
n behaviour at the same time that the TA does, indicating that the
pacity contribution of both H itself and (photo-)chemically related 
pecies such as CH 4 and NH 3 contribute to changing behaviour of
he TA. The TA in this new heated region initially grows o v er time
s flares are applied. 

The temperature of the whole column approaches an average 
teady state by 2E6 s where there is a maximum TA on the order
f 40 K, which occurs near the lowest pressures of the model. This
aximum TA is much larger than the single-flare TA both in this
ork, and in Segura et al. ( 2010 ) ( < 8K), which follows from the
rediction in the previous sections that repeated flares could have 
ompounding effects. 

The profile of the TA is similar in both cases, with alternating
evels of warming and cooling. 

Despite the hot planet receiving more radiant flux from AD Leo,
ts atmosphere absorbs significantly less UV radiation near its upper 
oundary compared to the cold atmosphere – in spite of effects such
s Doppler line broadening – due to it being less opaque in the
ppermost part of its simulation region. UV-absorbing species (such 
s HCN, CH 4 , and NH 3 ) are much less abundant near the upper
MNRAS 523, 5681–5702 (2023) 
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M

Figure 11. � NO, p in the cold planet versus time. Solved self-consistently 
with the periodic flare model. 
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oundary of the hot planet, while species with smaller UV absorption
ross-sections – such as H and OH – are more abundant. This can
e seen by comparing panels (c) and (f) of Fig. 3 : at.01 mbar NH 3 ,
hich strongly absorbs UV radiation, differs in abundance by 5 dex
etween these two planets (van Dishoeck, Jonkheid & van Hemert
006 ; Weng et al. 2021 ). As a result of these differing abundances
ear the upper boundaries of the atmospheres, the UV radiation is
bsorbed at higher pressures (and temperatures) in the atmosphere
f the hot planet, where the chemical kinetics fa v ours back-reactions
hich restore photochemically active species, and mitigate the effects
f flares on the chemistry. One result of this is that the TA of the
tmosphere of the hot planet is negligible ( < 1K), and the majority of
hemical species evolve identically in between the NEQ and CNEQ
ases of the hot planet. 

For H in the atmosphere of cold planet, there is a much more
ramatic response to periodic flares when the model is evolved self-
onsistently. Comparison of Figs 6 and 10 shows that in the upper
tmosphere the periodicity of flares does not necessarily translate
o periodic changes in H dominating the chemical response, as it
oes when the temperature profile is fixed. Due to the chemistry-
emperature feedback, we see larger changes in the abundance of
 relative to the PFS in the self-consistent case. H in this region

s produced by photolysis of C 2 H 2 , HCN, and H 2 , which see
orresponding decreases in abundance. As a result, the low pressure
egions (where H is primarily enhanced) are where the atmosphere’s
emperature is most significantly affected (Fig. 9 ). 

Many of the differences between the self-consistent and non-
onsistent results in this work stem from the fact that the quiescent
b undance distrib utions differ between the NEQ and CNEQ cases
f a given planet. For example, in the cold planet’s self-consistent
ase the cross-o v er re gion to where H dominates occurs at lower
ressures compared to the NEQ case, meaning that the UV radiation
s generally absorbed at lower pressures and compositional changes
ccur higher-up in the atmosphere. As many reactions are sensitive to
artial pressure, this shift plays a role in the evolution associated with
ares – Figs 6 and 10 show that H sees greatest changes in abundance
t differing pressure levels between the NEQ and CNEQ cases. 

Our results (Fig. 11 ) show NO production at 10 mbar and removal
t 0.01 mbar, similar to the results of V16. NO produced at 10 mbar
iffuses to adjacent regions at higher pressures. 
In the case of the hot planet, application of periodic flares causes

he atmosphere to enter a strong resonant state with a period of
pproximately 26 times the period at which flares are applied. It is
nlikely that this resonant mode would be driven by the more realistic
tochastic flaring scheme. The model atmospheres of K22 – with
NRAS 523, 5681–5702 (2023) 
xed T ( p ) – entered into a range of oscillatory states with different
verage steady-state compositions depending on the rate of flare
pplication. Our observation of a long-period resonance is not the
ame behaviour as seen in K22, and is instead only present when T ( p )
s coupled self-consistently to the chemistry, so it can be attributed
o a feedback between chemistry and the energy redistribution. 

The introduction of self-consistent modelling has been shown in
his section to influence: (i) the interflare reco v ery of the atmosphere,
ii) the steady-state configuration of the atmosphere in cases where
 steady-state exists, and (iii) the rate at which the atmosphere
pproaches steady state. Therefore, it is important to carefully
onsider the resting period between flares. An assessment of the
mportance of self-consistent modelling in this context must be done
ith a reasonably accurate flare model, which can more realistically

pply a series of flares o v er time. This is addressed in the following
ections, where a stochastic flaring model adapted from Loyd et al.
 2018 ) was used. 

.6 Stochastic flares 

pplying flares stochastically is more representative of the true
ehaviour of active M-dwarf stars. In response, the general behaviour
f the atmospheres is different to the periodic cases, and has less
ramatic compositional changes since individual flares are between
0 2 and 10 6 times less energetic than GF85 (Ha wle y & Pettersen
991 ; Loyd et al. 2018 ). The large number of species involved and
heir complex interactions require lengthy discussion, so species of
articular interest are selected as case studies. These species are
elected because they demonstrate a variety of responses to flare
ctivity, may be influential in radiative transfer, and may be rele v ant
o observations (Herbst et al. 2019 ; Helling et al. 2020 ). Some species
re hardly affected by the flares at all (e.g. N 2 ), while others are not
ufficiently abundant to warrant analysis (max p ( χ s ) < 10 −12 ; e.g.
 2 H). In this section, the time axis of the plots is typically limited

o 3 × 10 6 s after the onset of flares for ease of comparison with
he shortest simulations (which have reduced integration time due to
omputational limitations; see Section 2 ). 

.6.1 Temperature anomaly 

he uppermost part of the atmosphere of the cold planet (10 −4 mbar)
ees a ne gativ e TA, as defined by equation ( 7 ), which increases in
agnitude o v er time to −10 K (Fig. 12 ). There is also a region of TA
+ 6K at higher pressures (2 × 10 −4 mbar). The cooling indicates

hat the effect of UV absorption is primarily to drive chemistry, as
hotolysis of opaque species (e.g. H 2 O, CO 2 , CH 4 , NH 3 , C 2 H 2 )
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Figure 13. � s in the cold planet versus time for s ∈ { CO 2 , C 2 H 2 , HCN } . These simulations used the stochastic flare model. Left-hand column: NEQ; right-hand 
column: CNEQ. 
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y UV radiation reduces the amount of radiation absorbed in the 
ppermost part of the atmosphere. This radiation is instead absorbed 
t higher pressures, causing them to warm. Larger flares lead to larger
hanges in TA, and the temperature slowly begins to return to its qui-
scent value (TA → 0) between flares and during less active intervals. 

In the atmosphere of the cold planet, the magnitude of the TA is
enerally much smaller across all pressures compared to the case 
here the periodic flare model was applied. This makes sense given 

hat the flares in the stochastic flare model have less energy and
hus perturb the chemistry of the atmosphere less. Ho we ver, one
ignificant difference between these two simulations is the pressures 
t which the heating and cooling occur. Shortly after the onset of
ares the models behave similarly, with cooling at the top of the
olumn and a region of heating below, but after some time in the
eriodic case a new region of heating is established at the top of
he model (Section 3.5 ). Under the stochastic flare model, the TA of
he atmosphere does approach the same tipping point, but does not 
ndergo the same shift in behaviour. This difference is due to the fact
hat the flares drive chemistry less strongly and regularly under the 
tochastic flare model, which does not push the atmosphere towards 
he same tipping point in behaviour. Similar transitions are seen 
or some species in the atmosphere of the cold planet; e.g. C 2 H 2 

etween 10 −4 and 10 −3 mbar plotted in panel (bb) of Fig. 13 . While
he −10 K TA is small relative to the absolute temperature of the
tmosphere, conservation of energy between flaring events can lead 
o significantly different chemical responses, which are discussed in 
he following sections. 

The hot planet does not see any significant TA ( < 1 K), as was also
rue when the periodic flare model was applied (Section 3.5 ). 

.6.2 Carbon dioxide 

O 2 is a large source of opacity across a range of wavelengths, so
hanges in its abundance were predicted to influence the temperature 
f atmosphere across a range of pressure levels (Rothman et al. 1992 ;
enot et al. 2013 ). The abundance of CO 2 in the hot planet’s atmo-
phere does not change significantly throughout the flare simulations. 

Fig. 13 shows the simulated change in CO 2 abundance due to
ares driving NEQ and CNEQ chemistry in the atmosphere of the
MNRAS 523, 5681–5702 (2023) 
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of comparison so that the fingerprinting of Q ( t ) on the composition may be 
visualized. Note that this figure extends the time-axis to 8 × 10 6 s. 
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old planet; panels (aa) and (ab), respectively. Changes in CO 2 

bundance are larger when simulated with NEQ chemistry and are
pproximately in a steady state by 3 × 10 6 s. In contrast, the self-
onsistent simulation shows that the CO 2 produced at low pressure is
ixed down to higher pressures through dif fusion. This dif ference is

rimarily due to differing pre-flare abundances of CO 2 near the top
f the atmosphere between the NEQ and CNEQ cases (Fig. 3 ). The
v olutionary beha viour of the system at some time t depends not only
n the UV flux at that time, but also the temperature and composition
f the atmosphere at that time t . This means that systems which are
nitialized in different pre-flare states may evolve differently even
nder otherwise identical conditions. By comparing the results of
he NEQ and the CNEQ simulations against each other, for a given
lanet, we are seeing the influence of both the initial state and the
esponse to the flares (both of which are effected by the use of self-
onsistent modelling). This logic does not allow us to disregard the
ole of self-consistency, but it does mean that differing behaviour
etween NEQ and CNEQ cases is not e xclusiv ely due to chemistry-
emperature feedback being driven by enhanced UV flux. 

In low-pressure regions where CO 2 is removed, it is due to

hotolysis; the process CO 2 
h ν−→ CO + O occurs in the NEQ case

f the cold planet at a rate of 6 . 4 × 10 5 cm 

−3 s 
−1 

at 7 × 10 −4 mbar. 
Production of CO 2 can be explained through a series of reactions

hich are enabled by the increased UV flux during active periods.
he steps, enumerated below, operate on the understanding that a

eaction A + B � C + D at equilibrium will see an increase in its
orward rate if the abundances of C or D are decreased 

(i) The abundance of H 2 CO is decreased due to photolysis of
 2 CO. 
(ii) The rate of O 2 + CH 2 CHO → H 2 CO + OH + CO is in-

reased to compensate for the loss of H 2 CO (3.1 × 10 2 cm 

−3 s −1 

t 10 −3 mbar in the CNEQ case of the cold planet). 
(iii) The abundance of O 2 is decreased as a result of the previous

tep. 
(iv) The rate of CH 3 COOO → 2 CH 3 + O 2 + 2 CO 2 is increased

o compensate for the loss of O 2 (1.2 × 10 1 cm 

−3 s −1 at 10 −3 mbar).
(v) The abundance of CO 2 is increased as a result of the previous

tep – note that two carbon dioxide molecules are produced for each
xygen molecule. 

This is somewhat analogous to Le Chatelier’s principle at equilib-
ium. 

.6.3 Acetylene 

ig. 14 demonstrates the relationship between the abundance of
cetylene and UV flux in the hot planet. From this plot it is possible
o verify that the chemistry is driven most strongly when flares
ccur, which also follows from the single-flare responses discussed
n Section 3.2 – the vertical blue lines indicate this for the cases
f five flares. Fig. 14 also shows that the abundance of C 2 H 2 in
he hot planet reaches an average steady state very rapidly when
imulated with NEQ chemistry. Once established, the atmosphere
aintains this state for the duration of flare activity. Evolution about

his average steady state is on short time-scales as the atmosphere
esponds to individual flares. The application frequency of the flares
s sufficient to prevent the abundance from returning to the PFS. 

In the case of the cold planet (panel (ba) of Fig. 13 ), the
bundance of acetylene does not tend towards a steady state across
uch of the atmosphere when simulated with NEQ chemistry. This

omparati vely slo w response is primarily because the chemical time-
NRAS 523, 5681–5702 (2023) 
cales in the atmosphere of the colder planet is much longer compared
o the hot planet due to the typical temperatures involved, although
he opacity of the atmosphere also plays a role. 

In the CNEQ case plotted in panel (bb) of Fig. 13 , the atmosphere
ees removal of C 2 H 2 across all pressure levels between 10 3 and
0 −4 mbar, with more than 50 per cent of the acetylene being
emo v ed. This is in contrast to the NEQ case (ba), where χC 2 H 2 is
nhanced between 10 −3 and 10 1 mbar (with its abundance increasing
y more than a factor of 37). 
Panel (ba) of Fig. 13 shows that acetylene is initially produced

ear p = 10 −3 mbar. This production then extends to deeper levels as
arious species (e.g. H 2 O) are remo v ed by the UV, which enables the
V radiation to penetrate deeper. The main pathway for formation
f acetylene is C 2 H + H → C 2 H 2 which, as well as being the reverse
athway to the photolysis of acetylene, is enabled by the photolysis
f various hydrogen-rich species such as NH 3 , CH 3 , and H 2 O.
ollowing the logic in Section 1 and in Drummond et al. ( 2016 ), these
eactions explain why the NEQ case and CNEQ cases differ: species
hich play a significant role in the radiative transfer through the col-
mn are being affected by the flares, and without re-adjusting to RCE
his is requiring that the chemistry to compensate in the NEQ case.
 2 H 2 is also transported to pressures greater than 10 −3 mbar by diffu-

ion (occurring at a rate of −1.0 × 10 3 cm 

−3 s −1 at p = 5 × 10 −3 mbar,
 factor of 83 larger than the rate of C 2 H + H → C 2 H 2 ). 

The CNEQ simulation initially sees production of acetylene in
he upper atmosphere, as per the NEQ result. After some time,
hotolysis dominates and C 2 H 2 is broken down by the UV radiation
redominantly into C 2 H and H at a rate of 1.1 × 10 2 cm 

−3 s −1 at
 = 2 × 10 −4 mbar. The difference between the NEQ and CNEQ
ases is partially because the two cases do not have the same initial
bundances of other related species, which are evolving alongside
he photochemistry of C 2 H 2 . Regions where evolution differs most
etween these two cases is also where the temperature is most
ffected in the CNEQ case. 

Although they appear differently upon inspection due to colour-
ar normalization, the regions where acetylene is removed in both
he NEQ and CNEQ cases – around 2 × 10 2 mbar – show changes
n abundance of a similar amplitude: � C 2 H 2 at t = 2.5 × 10 6 s being
qual to −13 and −41, respectively. 
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Figure 15. � HCN, p in the hot planet versus time, with a stochastic flare 
model. Top panel: NEQ; bottom panel: CNEQ. 
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.6.4 Hydro g en cyanide 

n the case of the hot planet, HCN is quickly depleted by photolysis
or p < 1 × 10 −1 mbar, where it rapidly approaches an average steady
tate. The abundance of HCN in the NEQ simulation is plotted in
he top panel of Fig. 15 for the case of the hot planet. At higher
ressures, HCN sees a low-amplitude trend of increasing abundance 
s the simulation evolves. The trend does not correspond closely 
o flaring events, so it can be attributed to the depletion region
n upper atmosphere allowing enhanced UV radiative-transfer to 
igher pressure levels. This behaviour in the high-pressure regime 
s common across many species in the case of the hot planet,
ut is not seen in the case of the cold planet. The hot planet
s stable to convection in this subadiabatic regime (see Fig. 3 d)
ccording to the Schwarzschild stability criterion, and the pattern 
s not typical of dif fusi ve mixing, so this behaviour is most likely a
hemical process. This can be verified by comparing the dif fusi ve and
hemical rates: at 10 1 mbar, the rate of HCNH → HCN + H (which 
s the dominant reaction involving HCN) is 1.3 × 10 2 cm 

−3 s −1 

ompared to ∂ φ/ ∂ z = −3.3 × 10 0 cm 

−3 s −1 . The trend of increasing
CN abundance at high pressures exists for both CNEQ and NEQ 

imulations of the hot planet with approximately equal amplitudes. 
In the case of the hot planet, the depletion region reaches a

teady state much faster and with greater � HCN when simulated 
elf-consistently – compare the top and bottom panels of Fig. 15 . 
he high-pressure trend of HCN production is also much stronger in 

he atmosphere of the hot planet compared to the cold one. 
It was deduced in 3.6.2 that the differing evolutionary behaviours 

f CO 2 between NEQ and CNEQ simulations are in some cases 
artially determined before any flares are applied. Simulations of 
CN in the hot planet indicate that the differences between these two

ases are indeed due to both the PFS of the atmosphere but also its
esponse to the increased UV radiation. They cannot be e xclusiv ely
 result of differing pre-flare states, as the quiescent states used for
EQ and CNEQ simulations are identical in the case of the hot planet.
Panel (ca) of Fig. 13 shows that, for the cooler atmosphere, the

mpact of any particular flare does not play an important role in the
volution of the abundance of HCN, and a trend persists smoothly.
he abundance of HCN is enhanced near 7 × 10 −3 mbar, and is

ransported via diffusion processes at a rate ∂ φ/ ∂ z comparable to
he chemical kinetics. It is possible that the smooth and continuous
rend of HCN at high pressures would not exist in 2D or 3D models,
ccording to the findings of K22. 

For the evolution of HCN in the cold planet, the NEQ and CNEQ
imulations (panels (ca) and (cb) of Fig. 13 ) share similar features,
lthough the position of the depletion region – and hence production 
egion below it – differs as a result of differences in quiescent
tates, as discussed for CO 2 . In the CNEQ case, the depletion
nd production regions propagate to increasingly deeper levels, as 
he system evolves, as a result of photochemistry. In the CNEQ
ase, diffusion acts to transport HCN upwards, so these trends are
ntirely chemical. In the NEQ case, the number of levels which
ee production initially increases o v er time, but by 3 × 10 6 s is
ignificantly slowed. These differences mean that the 1 σ and 2 σ
hanges to χHCN are smaller in the CNEQ case, as the effects of
hotochemistry are distributed across more levels. 

.6.5 Methyl group 

rimarily due to the photodissociation of CH 4 , the abundance of
H 3 in the cold planet is strongly affected by flares when simulated
ith NEQ chemistry (plotted in panel (da) of Fig. 16 ). The amount
f CH 3 produced or remo v ed, pressure depending, is tied to the
mplitude of the flares. Between high-energy flare events, the 
tmosphere begins to return to its PFS. This is in stark contrast to
CN and C 2 H 2 in the cold planet, which have consistent trends and
o clear ‘fingerprinting’ on χ by particular flares. This difference 
s best explained by the fact that reactions involving CH 3 have
uch higher rates than those involving HCN and C 2 H 2 . Despite
H 3 approaching its PFS between flares in panel (da) of Fig. 16 ,

ts abundance fluctuates with significant magnitude, temporarily 
ncreasing by a factor of ∼3.7 in the upper atmosphere. 

Most species behave differently when simulated self-consistently. 
o we ver, � CH 3 does not dif fer much between the NEQ and CNEQ

ases: compare the panels (da) and (db) of Fig. 16 . At 2 × 10 −2 mbar,
H 3 is depleted at times corresponding to moderate and large flare
vents, with its abundance returning to its PFS value during less
ctive periods. The dominant reaction pathway contributing to this 
ehaviour is CH 3 + H → CH 4 (at a rate of 1.1 × 10 4 cm 

−3 s −1 ),
hich is enabled by the rapid photolysis of hydrogen-bearing species 

uch as NH 3 
h ν−→ NH 2 + H (at a rate of 2.3 × 10 5 cm 

−3 s −1 ). Self-
onsistent modelling makes little difference to these chemical pro- 
esses as they occur on much faster time-scales than energy transport.

.6.6 Hydrazine 

roduction of hydrazine (N 2 H 4 ) is significant at high pressures (see
anel (ea) of Fig. 16 ), with the abundance of N 2 H 4 increasing by more
han a factor of 30 when UV activity peaks in the NEQ case. Although
hotolysis of hydrazine occurs at low pressures, it sees a net produc-
ion across many pressure levels due to photolysis products of other
pecies reacting together to form hydrazine. At p = 3 × 10 −2 mbar,
his is primarily via 2 NH 2 → N 2 H 4 (at a rate of 1.3 × 10 4 cm 

−3 s −1 )

nabled by NH 3 
h ν−→ NH 2 + H (at a rate of 1.3 × 10 5 cm 

−3 s −1 ). Net
MNRAS 523, 5681–5702 (2023) 
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Figure 16. Continuation of Fig. 13 for species s ∈ { CH 3 , N 2 H 4 , NO } . 
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roduction of hydrazine peaks when the most intense flares occur,
nd then between these events the abundance of NH 3 begins to return
o the PFS at a pressure-dependent rate. 

As with CH 3 , restoration of N 2 H 4 abundance towards its PFS
etween flares follows from the post-flare behaviour predicted in
ection 1 and discussed in Section 3.2 . In comparison, self-consistent
olving (plotted in panel (eb) of Fig. 16 ) slows the return to quiescent
bundances, especially at pressures between 10 −2 and 10 2 mbar.
herefore, the effects of self-consistently solving for the abundance
f N 2 H 4 mean that: 

(i) the abundance of N 2 H 4 in the atmosphere stays semiperma-
ently in a state determined both by the flare intensity and occurrence
requency, 

(ii) these changes in abundance relative to the PFS occur near the
ressure levels typically probed by transmission spectroscopy, 3 

(iii) the effects of sequential flares compound to a greater degree
n the CNEQ case, where the 1 σ change in � N H is large. 
NRAS 523, 5681–5702 (2023) 

2 4 

 See fig. 2 of Sing et al. ( 2015 ). 

e  

t
 

o  
ATMO does not include the opacity of hydrazine in its radiative
ransfer scheme. Ho we ver, chemically related species such as NH 3 

nd H do present features in the transmission spectra. 

.6.7 Nitro g en monoxide 

ig. 16 plots the evolution of the abundance of NO in the atmosphere
f the cold planet for the NEQ and CNEQ cases (panels (fa)
nd (fb), respectively). A prominent feature of both plots is the
roduction region at approximately 10 mbar, which is as a result
f the decomposition HNO → H + NO (1.8 × 10 3 cm 

−3 s −1 at p =
 × 10 1 mbar), corresponding to depletion of HNO near this pressure
ev el. This production re gion be gins to return to the abundances of
he PFS much faster in the NEQ case, while the CNEQ case is much

ore ‘smeared’ across time, similar to the behaviour seen in the
roduction of N 2 H 4 (Section 3.6.6 ). HNO produced at this level is
if fusi v ely mix ed to higher pressures at a rate ∂ φ/ ∂ z approximately
qual to half of the rate of its production P . The same can be said for
he depletion region of NO at approximately 0.1 mbar. 

The chemical inertia of the system can cause the atmosphere to
 v ershoot its pre-flare abundance in less active periods as reaction
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Figure 17. � NO, p in the hot planet versus time, with a stochastic flare model. 
Top panel: NEQ; bottom panel: CNEQ. 
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Figure 18. Transmission spectra generated by ATMO . The top panel shows 
quiescent transit depth. On the same wavelength axis, the bottom panel plots 
the relative change in transit depth due to flares C as per equation ( 3 ). The 
black and grey lines correspond to spectra derived from NEQ and CNEQ 

simulations, respectively. No artificial shift has been applied to data on the 
v ertical ax es. The wav elengths detectable by NIRSpec are highlighted in 
the bottom plot as filled regions: G140H/F100LP in red, G235H/F170LP 
in blue, and G395H/F290LP in yellow (Jakobsen et al. 2023 ). Note that 
high-resolution observation modes have spectral gaps due to physical gaps 
between detectors inside NIRSpec (Jakobsen et al. 2023 ). The top panel shows 
the transmission spectrum of the cold planet before flares were applied. C , 
shown in the bottom panel, is calculated using the pre-flare spectrum and the 
average spectrum after flares have applied at t = 4 × 10 6 s, as outlined in 
Section 2.3 . Spectral features associated with various species and groups are 
labelled in the top panel (Gordon et al. 2022 ). The COx feature (marked in 
red) has contributions from both CO and CO 2 molecules in the atmosphere. 
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ates readjust to the now reduced UV irradiation (c.f. Section 3.2 ).
s a result, the 1 σ value of � NO is larger in the CNEQ case as flares

ompound upon each other more constructively. 
The 2 σ value of � NO represents the peak changes in composition. 

hese intervals are brief, so the energy conservation afforded by 
elf-consistent modelling plays a less important role. It follows that 
he 2 σ values are similar between the NEQ and CNEQ cases (panels
fa) and (fb) of Fig. 16 ). 

For NO in the atmosphere of the hot planet, the amplitudes of the
hanges in composition vary between the NEQ and CNEQ cases (top 
nd bottom panels of Fig. 17 , respectively). The distribution of � NO 

s similar across pressure-space between the simulations of the hot 
lanet, in terms of where NO sees production and depletion, but both
he 1 σ and 2 σ values are larger when simulated self-consistently. 

.7 Obser v ability of flare-induced changes 

revious sections presented and discussed the changes in atmo- 
pheric composition due to flares, and assessed the role of 
elf-consistent modelling. For there to be differences in observables, 
t is not required that CNEQ chemistry yield larger changes in 
omposition than NEQ chemistry, all other things being equal. 
educed spectral features are equally as interesting as enhanced 
nes; previous research indicates that self-consistently solving for 
he composition and temperature structure of an atmosphere is likely 
o reduce its transit depth (Drummond et al. 2016 ). 

Equation ( 4 ) yields transit durations τ c of 2.0510 and 0.5180 h
or the cold and hot planets, respectively. These are much shorter
han the 20 h used in L22, which they selected for convenience. τ c 

s required for calculating the relative change in transit depth due to
ares ( C , as per equation 3 ) and is also used as an input for PANDEXO .
The transmission spectra generated by ATMO are calculated using 
nly 5000 correlated- k bands across the wavelength range (0.2 μm
λ ≤ 1980.0 μm), which leads to relatively low resolution when 

his is then truncated to the range of λ which JWST can detect. This
educed resolution prevents narrow features from being resolved, and 
o the effects of flares on transmission spectra are underestimated in
ur analysis. 
V16 sees a maximum | C | of ∼1200 ppm after the atmosphere

ad adapted to the periodic application of flares, which is less
han the maximum | C | for our cold case ( ∼1600 ppm), but more
han maximum | C | for our hot case ( ∼20 ppm); this fits with their
observed’ planet having a T eff which lies between our hot and cold
ases. 

It is clear from the plots in Figs 18 and 19 that enhanced UV due
o stellar flares induces compositional changes which manifest in 
ransmission spectra. Features within these spectra can be associated 
ith � s from previous sections. For example, the COx feature near
 μm (identifiable in the transmission spectrum of both planets 
iscussed in this work) is associated with both CO and CO 2 species
n the atmosphere. The large COx feature follows from the fact that
O 2 has a large opacity in the infrared, and is a strong greenhouse
as (Wei et al. 2018 ). The size of COx feature differs in amplitude
hen simulated self-consistently, compared to when the temperature 
rofile is fixed, although this behaviour differs between the two 
lanets explored in this work. In the case of the cold planet, this
eature sees greater changes in magnitude when the atmosphere is 
volved self-consistently (see bottom panel of Fig. 18 ), which is due
o an increased CO 2 abundance near 10 −2 mbar, in contrast to the
MNRAS 523, 5681–5702 (2023) 
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Figure 19. Same as Fig. 18 , but for the hot planet. 
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Figure 20. Simulated two-transit observations (with NIRSpec using the 
G395H disperser) of the cold planet simulated self-consistently (grey) and 
with fixed T ( p ) (black). Top panel: quiescent transit depth y ′ q . Middle panel: 
error on the transit depth estimated by PANDEXO δy ′ q . Bottom panel: SNR 

C 

′ 
/ δC 

′ 
for the relative change in the transit depth associated with flares. 

Horizontal red lines denote an SNR magnitude of unity. 

Figure 21. Same as Fig. 20 but integrated across eight transits, instead of 
two. 
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epletion of CO 2 at these same pressures in the non-consistent case
see panels (aa) and (ab) of Fig. 13 ). This difference is primarily
ue to differing quiescent states (as a result of self-consistent
olving) enabling differential evolution, rather than e xclusiv ely due
o differential evolution during the course of flares, as previously
iscussed. The bottom panel of Fig. 19 shows that the same COx
eature has opposite behaviour in response to flares in the case of the
ot planet, which corresponds with CO 2 evolving very differently in
he hotter atmosphere. 

Spectra generated from self-consistent simulations have smaller
ransit depths than those generated from those with fixed T ( p ) (cf.
he top panels of Figs 18 and 19 ), which parallels Drummond et al.
 2016 ) and follows from the related discussions in Sections 1 and
 . As a result, C is generally, although not e xclusiv ely, smaller for
tmospheres simulated self-consistently compared to those in which
 ( p ) was fixed; the shapes and positions of spectral features are
ery similar between these two cases. Exceptions to this rule are
eatures associated with CO and CH 4 , which both see larger C in
elf-consistent simulations. 

While the quiescent transit depths are al w ays larger in the case of
he hotter planet, because it is closer to its parent star, the change
n transit depth C is much smaller. This follows from the fact that
hotochemistry is much less important in the case of the hot planet,
nd even less so when simulated self-consistently (see the related
iscussion in Section 3.6 ). 
Fig. 20 plots the simulated transit depth of the cold planet

bserved with NIRSpec G395H, assuming two transits per
imulated observation. Spectral features identified in the raw
ransmission spectrum (Fig. 18 ) are present in the top panel of
he figure, although with the additional noise added by PANDEXO .

hile the errors associated with the transit depth are small, once
ropagated through equation ( 3 ) the resultant error δC 

′ 
is on a similar

rder to C 

′ 
itself. While it is clear from the bottom panel of Fig. 20

hat the SNR C 

′ 
/ δC 

′ 
has a magnitude greater than unity across most

f the wavelength range, individual spectral features are difficult to
dentify for the NEQ and CNEQ cases in the figure. By increasing
he number of integrated transits from two to eight (see Fig. 21 ),
hese features become readily identifiable with those indicated in the
pectrum of C before observational limitations are applied (Fig. 18 ).

ith eight transits, it is possible to distinguish differences between
he NEQ and CNEQ cases in these synthetic observations of the
NRAS 523, 5681–5702 (2023) 
old planet. It would therefore be reasonable to conclude that the
umulati ve ef fects of flares on the atmosphere of the cold planet
ould be present in observations with a sufficient number of transits

 > 2), and that solving for this atmosphere self-consistently impacts
bservations made with NIRSpec. Observing the cold planet for
ight transits would require at least 16.4 h of integration time, which
s more time than most targets will be allocated in the near future. 

The transit depth for observations of the hot planet are larger
han those of the cold planet. Ho we ver, the ef fects of flares on the
tmosphere of the hot planet are much less observable. Even when



Flare-driven self-consistent gas giants 5699 

o
i  

f  

i  

T
 

o
i
r
t
t  

m
p

4

T
b
o  

c
e
t  

c
i
a
l  

s
a
T
o

w
a  

w  

a  

o  

a
fl
e
t  

e
t  

w
e

i
S  

4
a
(
o
c
c  

1  

fl
s

c

f
s

b

s
 

c
H

m

w
b

 

d  

e
i  

K  

m  

e
v  

h
c
I  

t  

t  

d  

r
p
h  

C  

f
i
d  

c
r

 

t  

o  

s
e  

2  

b
c

A

T  

S  

c  

T  

c
a  

T

D

T  

t

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/523/4/5681/7199175 by guest on 09 O
ctober 2023
bserving the planet for 2000 transits, spectral features are not readily 
dentifiable in plots of SNR v ersus wav elength. Evolution of spectral
eatures with flares is not great enough such that they would manifest
n observations with NIRSpec. This is true for fixed T ( p ) and when
 ( p ) is solved self-consistently with the chemistry. 
It is worth noting that ATMO does not account for the effects

f aerosols when performing its radiative transfer calculations. It 
s understood that clouds can block spectral features arising from 

egions of the atmosphere below cloud-level, which could impact 
hese synthetic observations (Kreidberg et al. 2014 ). We do not expect 
his effect to significantly impact the results of this work, as the

ajority of compositional changes induced by the flares occur at 
ressures lower than those where aerosol layers would develop. 

 C O N C L U S I O N  

he effects of flare-driven chemistry on exoplanet atmospheres have 
een investigated previously, but this work is the first assessment 
n the necessity of self-consistently solving for T ( p ) alongside the
hemistry. Simulating flares with coupled temperature and non- 
quilibrium chemistry shows different behaviour compared to when 
he PT profile is fix ed. Man y chemical species see significant
hanges in abundance due to the effects of flares; many changing 
n abundance by more than a factor of 100 versus the PFS. CH 3 

nd NO demonstrate complex behaviour across a range of pressure 
evels, the behaviours of C 2 H 2 and N 2 H 4 differ dramatically when
imulated self-consistently, and an analysis of chemical pathways 
ssociated with CO 2 demonstrates the critical role of minor species. 
emperature changes associated with flares in the upper atmospheres 
f cool HJs are on the order of 10 K, and are smaller for hotter HJs. 
Applying flares using a realistic energy distribution is necessary 

hen modelling the time-evolution of these atmospheres, as the 
tmosphere is sensitive to both the energy delivered by flares, as
ell as the rate at which flares occur. It is necessary to allow the

tmosphere to evolve for a long period of time ( > 3 × 10 6 s) from the
nset of when flares are first applied, as an average steady-state is not
l w ays reached rapidly; this is especially important when modelling 
ares stochastically, as the model requires sufficient time to fully 
xplore the flare frequency distribution. The cold planet assessed in 
his w ork w as, for several species, still evolving when the simulations
nded. It is therefore possible that compositional changes relative to 
he PFS would increase in magnitude with more simulation time. It
ould be interesting to investigate the significance of vertical mixing, 

specially as the parameter K zz is varied. 
Flare-driven changes to planetary composition and temperature 

mpact the transmission spectra of sufficiently cool HJ atmospheres. 
ynthetic observations with NIRSpec of a relatively cool HJ ( T eff =
12K) across only two transits tentatively show spectral features 
ssociated with flare-driven evolution. With more observation time 
 � 8 transits) these features become increasingly apparent. Synthetic 
bservations of this cold planet yield different spectral features in 
ases where it is evolved self-consistently as flares are applied, 
ompared to when T ( p ) is fix ed. F or hotter atmospheres (i.e. T eff =
632 K), it is not possible to resolve spectral features associated with
are-driven chemistry, whether or not the atmosphere is evolved 
elf-consistently. 

We conclude with the following statements: 

(i) modulation of the UV flux impinging on a HJ drives photo- 
hemistry in its atmosphere, 
(ii) photochemical processes affect the abundance of many dif- 
erent chemical species, including those which are not themselves 
ensitive to UV radiation, 

(iii) the temperature of such an atmosphere is marginally affected 
y these compositional changes, 
(iv) the effects on composition and temperature are typically more 

ignificant for cooler planets, 
(v) it is possible to observe the effects of flare-driven changes to

omposition and temperature with JWST -NIRSpec for relatively cool 
J atmospheres, 
(vi) it is worth considering flare-driven behaviours in forward 
odels of relatively cool planets around active stars, 
(vii) if flare-driven behaviours are included in forward models, 

e recommend that these models allow for self-consistent feedback 
etween chemistry and temperature. 

As ATMO is a 1D model, it cannot account for much of the
ynamics currently thought to take place in the atmospheres of gassy
xoplanets such as horizontal advection, and geospatial differences 
n composition and temperature (Showman & Polvani 2011 ; Koll &
omacek 2018 ; Hammond & Lewis 2021 ). It is possible that this
ight affect interflare behaviours, as the night sides of planets are not

xposed to increased UV irradiation but can contribute to chemistry 
ia transport. Konings et al. ( 2022 ) and Chen et al. ( 2021 ) used
igher dimensional models to approach this problem but did not 
ombine them with self-consistent temperature-chemistry feedback. 
n our work, the temperature changes induced by flares are too small
o directly drive dynamical ef fects. Ho we ver, it has been shown
hat a significant amount of energy can be transported from the
ayside to the nightside of HJs by the corresponding dissociation and
ecombination of molecular hydrogen; it is possible that flare-driven 
hotolysis of H 2 could augment this otherwise thermolytic process, 
o we ver this is difficult to account for with a 1D model (Bell &
owan 2018 ; Tan & Komacek 2019 ; Roth et al. 2021 ). We have

ound that self-consistently solving for temperature and composition 
s important for accurately generating transmission spectra of flare- 
riven atmospheres, so it would be interesting to see this approach
ombined with a treatment of hazes and cloud, which themselves 
equire higher dimensional models to accurately describe. 

One important factor to consider alongside the effect of flares is
he role of stellar activity alone. Recent work has shown that presence
f phenomena such as spots and plages in the atmosphere of a host
tar can interfere with observations of orbiting exoplanets (Barstow 

t al. 2015 ; Rackham, Apai & Giampapa 2019 ; Thompson et al.
023 ). Even if changes in composition due to flares were detectable
y JWST , discerning their spectral signatures from stellar activity 
ould pro v e difficult. 
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Figure A1. Scatter plot of integration error ε versus RCE convergence 
frequency δt RCE . The recurrent and stochastic nature of the flares means 
that the error swings between positive and ne gativ e values chaotically, but its 
magnitude generally increases with increasing M . The red line marks a RCE 

conv ergence frequenc y of 225 s. The chemical time-step is taken to be 15 s. 
The integration time t f was taken to be 2 × 10 6 s. 
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PPEN D IX  A :  ASSESSMENT  O F  T H E  

N T E G R AT I O N  E R RO R  O N  T H E  

A D I AT I V E - C O N V E C T I V E  M O D E L  AC RO SS  A  

LARE  TIME-SERIES  

he UV flux F 

0 
rad ( λ, t) impinging on the top of the atmosphere is

ontinuous o v er time. Throughout a flare, F 

0 
rad increases rapidly and

hen decays back to its quiescent value. In the model used in this
ork, F 

0 
rad versus time is calculated according to the method outlined 

n Section 2.2 , using the model of Loyd et al. ( 2018 ). The chemical
ime-step δt chem 

is dynamically calculated throughout the simulation, 
eaning that it can readily encapsulate non-equilibrium processes 

esponding to F 

0 
rad . Ho we v er, the iteration frequenc y at which the

ystem solved for RCE is less flexible: it is prescribed at the start
f the simulation by the parameter M , and is held constant such that
he time between RCE solutions is given by δt RCE ≈ M δt chem 

. This
pproach begs the question: how frequently does the model need 
o re-calculate the temperature profile, by solving for RCE, such 
hat it reasonably captures the impact of flares on the temperature 
rofile? 
One way to assess this is by simply comparing the RCE solution

ime-scale to the time-scale of flares. Given a chemical iteration δt chem 

n the order of 15 s and an M of 15 iterations, the model will solve
or RCE every 225 s, which is ∼1/13th of the duration of GF85. This
ould indicate that M = 15 is sufficient, as the temperature profile

an respond to each phase of the flare. 
We can attempt to place an upper limit on the error associated with

ur choice of M = 15. To do this, we may assume that: 

(i) the photochemical time-scale is shorter than the radiative time- 
cale, 

(ii) the chemical and thermal response to a flare is well behaved, 
(iii) the photochemistry responds instantaneously to the F 

0 
rad , 

Note that these assumptions are applied in this section only. The 
rst two assumptions are reasonable for the atmospheres explored in 

his work. The third assumption would require that M = 1 and that
t chem 

be very small in order to capture the effects of changing UV
ux continuously. Finite reaction rates within the chemical network 
pply an inertia to the system such that the composition does not
espond instantaneously to changes in F 

0 
rad . The inertia in the system

ntroduced by the finite reaction means that M = 1 is not a strictly
ecessary requirement of this system. 
The error associated with a given M can be estimated by comparing 

he total energy delivered to the atmosphere when the flux is updated
very δt RCE to the total energy delivered when flux is updated 
ontinuously. This method is outlined in the following paragraphs. 

The total radiant exposure (which has dimensions of energy per 
nit area) of the atmosphere o v er the course of the simulation is given
y 

 = 

1 

hc 

∫ 
F 

0 
rad ( λ, t)d t . (A1) 

ubstituting equation ( 2 ) into equation ( A1 ) and assigning integration
imits from t = 0 to t = t f yields 

 = 

F 

0 
rad ( λ, 0) 

hc 

(∫ t f 

0 
Q ( t)d t + t f 

)
. (A2) 

he error in the e v aluation of radiant exposure can be quantified
s ε = I d / I c − 1, where I d corresponds to the implemented case
here the model solves for RCE every M chemical iterations, and I c 

orresponds to the hypothetical case where the radiativ e-conv ectiv e 
esponds continuously to flares. Together, we are left with 

 = 

∑ N−1 
i= 0 Q ( iδt RCE ) δt RCE − t f ∫ t f 

0 Q ( t)d t − t f 
− 1 , (A3) 

here the number of steps N is defined such that t f = N ∗δt RCE . The
ntegral in the denominator is calculated using Simpson’s rule with 
 high resolution time-series for Q ( t ). 

Fig. A1 shows that the error ε increases with δt RCE , as expected.
or the value of M = 15 used for the simulations in this work, δt RCE 

s approximately 225 seconds, which corresponds to ε < 5 per cent .
iven that ε quantifies an upper-limit on the error associated with

terative RCE solving, it would be reasonable to conclude that 
 = 15 is satisfactory for the systems simulated in this work.
ecreasing the value of M would reduce this error somewhat, but
ould require compromising on computational performance, which 

imits either the model resolution or the total integration time of the
imulation. 

PPENDI X  B:  ELEMENTA L  A BU N DA N C E S  

able B1 enumerates several measures of bulk elemental composition 
or both planets explored in this work. ATMO calculates the bulk
omposition by enhancing solar elemental abundances according to 
M/H]. Solar abundances are derived from Caffau et al. ( 2010 ) and
splund et al. ( 2009 ). 

able B1. Measures of the bulk elemental abundance of the two planets
xplored in this work. Values given to four decimal places. 

easure Value 

M/H] 1.7000 
e/H 0.0955 
e/H 0.0017 
/O 0.5500 
 0.4340 
 0.1650 
 0.4010 
MNRAS 523, 5681–5702 (2023) 
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PPENDIX  C :  LIST  O F  C H E M I C A L  SPECIES  

 2 , O( 3 P), O( 1 D), CO, C, CH, 3 CH 2 , 1 CH 2 , H 2 O, O 2 , H 2 O 2 ,
H 4 , H 2 CO, CH 3 OH, CO 2 , CH 3 OOH, C 2 H 2 , C 2 H 4 , C 2 H 6 , CH 2 CO,
H 3 CHO, C 2 H 5 OH, C 2 H 5 OOH, CH 3 COOOH, C 3 H 8 , C 4 H 8 Y,
 4 H 10 , C 2 H 5 CHO, C 3 H 7 OH, C 2 H 6 CO, C 3 H 8 CO, C 2 H 3 CHOZ,
 2 H 4 O, H, C7H8, OH, OOH, CH 3 , HCO, CH 2 OH, CH 3 O,
H 3 OO, C 2 H, C 2 H 3 , C 2 H 5 , CHCO, CH 2 CHO, CH 3 CO, C 2 H 5 O,
 2 H 4 OOH, C 2 H 5 OO, CH 3 COOO, 1 C 3 H 7 , 1 C 4 H 9 , CH 3 OCO,
O 2 H, 2 C 2 H 4 OH , 1 C 2 H 4 OH , 2 C 3 H 7 , 2 C 4 H 9 , N 2 , He, Ar, N( 4 S),
( 2 D), NH, NH 2 , NH 3 , NNH, NO, NO 2 , N 2 O, NCN, HNO, CN,
NRAS 523, 5681–5702 (2023) 
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CN, H 2 CN, HCNN, HCNO, HOCN, HNCO, HON, NCO, HNO 2 ,
ONO, NO 3 , HONO 2 , CH 3 ONO, CH 3 NO 2 , CH 3 NO, C 3 H 7 O,
 4 H 9 O, C6H 6 , N 2 O 3 , NH 2 OH, N 2 O 4 , N 2 H 2 , N 2 H 3 , N 2 H 4 , HNNO,
NOH, HNO 3 , H 2 NO, CNN, H 2 CNO, C 2 N 2 , HCNH, Na, NaH,
aO, NaOH, NaCl, K, KH, KO, KOH, KCl, HO 2 , SO, SO 2 , Cl, HCl,
lO, Cl 2 , T i, T iO, V, VO, Si, SiH, S, SH, H 2 S, Mg, MgH, MgS, Al,
lH, Fe, FeH, Cr, CrN, CrO, Ca, F, HF, Li, LiCl, LiH, LiF, Cs, CsCl,
sH, CsF, Rb, RbCl, RbH, RbF, P, PH, PH3, PO, P2, PS, PH 2 , P 4 O 6 .
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