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Abstract

Immersive audio rendering is the process of creating an engaging and realistic

sound experience in 3D space. In immersive audio systems, the head-related

transfer functions (HRTFs) are used for binaural synthesis over headphones

since they express how humans localize a sound source. HRTF interpolation

algorithms can be introduced for reducing the number of measurement points

and creating a reliable sound movement. Binaural reproduction can be also

performed by loudspeakers. However, the involvement of two or more loud-

speakers causes the problem of crosstalk. In this case, crosstalk cancellation

(CTC) algorithms are needed to delete unwanted interference signals.

In this thesis, starting from a comparative analysis of HRTF measurement

techniques, a binaural rendering system based on HRTF interpolation is pro-

posed and evaluated for real-time applications. The proposed method shows

good performance in comparison with a reference technique. The interpolation

algorithm is also applied for immersive audio rendering over loudspeakers, by

adding a fixed crosstalk cancellation algorithm, which assumes that the listener

is in a fixed position. In addition, an adaptive crosstalk cancellation system,

which includes the tracking of the listener’s head, is analyzed and a real-time

implementation is presented. The adaptive CTC implements a subband struc-

ture and experimental results prove that a higher number of bands improves

the performance in terms of total error and convergence rate.

The reproduction system and the characteristics of the listening room may

affect the performance due to their non-ideal frequency response. Audio equal-

ization is used to adjust the balance of different audio frequencies in order to

achieve desired sound characteristics. The equalization can be manual, such

as in the case of graphic equalization, where the gain of each frequency band

can be modified by the user, or automatic, where the equalization curve is

automatically calculated after the room impulse response measurement. The

room response equalization can be also applied to multichannel systems, which

employ two or more loudspeakers, and the equalization zone can be enlarged

by measuring the impulse responses in different points of the listening zone.

In this thesis, efficient graphic equalizers (GEQs), and an adaptive room re-

sponse equalization system are presented. In particular, three low-complexity

linear- and quasi-linear-phase graphic equalizers are proposed and deeply ex-

amined. Experiments confirm the effectiveness of the proposed GEQs in terms
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of accuracy, computational complexity, and latency. Successively, a subband

adaptive structure is introduced for the development of a multichannel and

multiple positions room response equalizer. Experimental results verify the ef-

fectiveness of the subband approach in comparison with the single-band case.

Finally, a linear-phase crossover network is presented for multichannel systems,

showing great results in terms of magnitude flatness, cutoff rates, polar dia-

gram, and phase response.

Active noise control (ANC) systems can be designed to reduce the effects

of noise pollution and can be used simultaneously with an immersive audio

system. The ANC works by creating a sound wave that has an opposite phase

with respect to the sound wave of the unwanted noise. The additional sound

wave creates destructive interference, which reduces the overall sound level.

Finally, this thesis presents an ANC system used for noise reduction. The

proposed approach implements an online secondary path estimation and is

based on cross-update adaptive filters applied to the primary path estimation

that aim at improving the performance of the whole system. The proposed

structure allows for a better convergence rate in comparison with a reference

algorithm.
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Sommario

Il rendering audio immersivo è il processo di creazione di un’esperienza sonora

coinvolgente e realistica nello spazio 3D. Nei sistemi audio immersivi, le funzioni

di trasferimento relative alla testa (head-related transfer functions, HRTFs)

vengono utilizzate per la sintesi binaurale in cuffia poiché esprimono il modo in

cui gli esseri umani localizzano una sorgente sonora. Possono essere introdotti

algoritmi di interpolazione delle HRTF per ridurre il numero di punti di misura

e per creare un movimento del suono affidabile. La riproduzione binaurale può

essere eseguita anche dagli altoparlanti. Tuttavia, il coinvolgimento di due o

più gli altoparlanti causa il problema del crosstalk. In questo caso, algoritmi

di cancellazione del crosstalk (CTC) sono necessari per eliminare i segnali di

interferenza indesiderati.

In questa tesi, partendo da un’analisi comparativa di metodi di misura delle

HRTF, viene proposto un sistema di rendering binaurale basato sull’interpola-

zione delle HRTF per applicazioni in tempo reale. Il metodo proposto mostra

buone prestazioni rispetto a una tecnica di riferimento. L’algoritmo di inter-

polazione è anche applicato al rendering audio immersivo tramite altoparlanti,

aggiungendo un algoritmo di cancellazione del crosstalk fisso, che considera

l’ascoltatore in una posizione fissa. Inoltre, un sistema di cancellazione crosstalk

adattivo, che include il tracciamento della testa dell’ascoltatore, è analizzato

e implementato in tempo reale. Il CTC adattivo implementa una struttura

in sottobande e risultati sperimentali dimostrano che un maggiore numero di

bande migliora le prestazioni in termini di errore totale e tasso di convergenza.

Il sistema di riproduzione e le caratteristiche dell’ambiente di ascolto pos-

sono influenzare le prestazioni a causa della loro risposta in frequenza non

ideale. L’equalizzazione viene utilizzata per livellare le varie parti dello spettro

di frequenze che compongono un segnale audio al fine di ottenere le caratter-

istiche sonore desiderate. L’equalizzazione può essere manuale, come nel caso

dell’equalizzazione grafica, dove il guadagno di ogni banda di frequenza può

essere modificato dall’utente, o automatica, la curva di equalizzazione è calco-

lata automaticamente dopo la misurazione della risposta impulsiva della stanza.

L’equalizzazione della risposta ambientale può essere applicata anche ai sistemi

multicanale, che utilizzano due o più altoparlanti e la zona di equalizzazione

può essere ampliata misurando le risposte impulsive in diversi punti della zona

di ascolto.
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In questa tesi, equalizzatori grafici efficienti e un sistema adattativo di equal-

izzazione d’ambiente. In particolare, sono proposti e approfonditi tre equaliz-

zatori grafici a basso costo computazionale e a fase lineare e quasi lineare.

Gli esperimenti confermano l’efficacia degli equalizzatori proposti in termini

di accuratezza, complessità computazionale e latenza. Successivamente, una

struttura adattativa in sottobande è introdotta per lo sviluppo di un sistema

di equalizzazione d’ambiente multicanale. I risultati sperimentali verificano

l’efficienza dell’approccio in sottobande rispetto al caso a banda singola. In-

fine, viene presentata una rete crossover a fase lineare per sistemi multicanale,

mostrando ottimi risultati in termini di risposta in ampiezza, bande di tran-

sizione, risposta polare e risposta in fase.

I sistemi di controllo attivo del rumore (ANC) possono essere progettati per

ridurre gli effetti dell’inquinamento acustico e possono essere utilizzati contem-

poraneamente a un sistema audio immersivo. L’ANC funziona creando un’onda

sonora in opposizione di fase rispetto all’onda sonora in arrivo. Il livello sonoro

complessivo viene così ridotto grazie all’interferenza distruttiva.

Infine, questa tesi presenta un sistema ANC utilizzato per la riduzione del

rumore. L’approccio proposto implementa una stima online del percorso secon-

dario e si basa su filtri adattativi in sottobande applicati alla stima del percorso

primario che mirano a migliorare le prestazioni dell’intero sistema. La struttura

proposta garantisce un tasso di convergenza migliore rispetto all’algoritmo di

riferimento.
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Chapter 1

Introduction

Immersive audio rendering uses technologies that increase the realism of sound

in a virtual environment. The spatial audio creates a three-dimensional sound-

scape in which sounds appear to come from different directions. Digital signal

processing (DSP) algorithms are employed to enhance the audio immersive sce-

nario and to advance the listening experience [7]. Two different approaches can

be employed for the development of a 3D audio system [8]. The first consists

of multichannel systems, in which a large number of loudspeakers is engaged to

reproduce the desired effect in the listening zone. The second is binaural syn-

thesis, in which the acoustic signals, enriched with directional cues, are directly

reproduced at the ears of the listener through headphones or loudspeakers. In

particular, binaural reproduction is obtained by filtering the input signal with

the appropriate pair of head-related transfer functions (HRTFs) [9], which de-

scribe the acoustic path between the sound source and the listener’s ears and

contain the localization cues, including the sound diffraction of the torso, head

and ear’s pinna of the listener. HRTFs can be measured with standard binaural

mannequins [10] or with in-ear microphones installed on real subjects [11]. The

involvement of real subjects allows the estimation of personalized HRTFs, but

the measurements can be affected by head movements and microphone posi-

tion [12]. Binaural synthesis can be easily reproduced using headphones, which

provide a perfect channel separation. However, the long-term use of headphones

may be troublesome and annoying. An alternative is using stereo loudspeakers

in front of the listener. In this case, the channels are not separated due to the

interference between the two loudspeaker signals. This phenomenon is called

crosstalk and it can be reduced with crosstalk cancellation (CTC) algorithms.

CTC usually consists of the inversion of the matrix containing the four HRTFs

that represent the four acoustic paths between the loudspeakers and the lis-

tener’s ears [13]. CTC can be achieved through fixed or adaptive solutions.

Fixed CTC techniques assume that the listener does not move from the sweet

spot, i.e., the zone where the cancellation has the maximum effect. Contrar-

ily, adaptive CTC algorithms can adaptively update the CTC filters according

to the listener position, detected by head tracking. The audio rendering can

1



Chapter 1 Introduction

be enhanced also by audio equalization techniques, which aim at compensat-

ing for the non-ideal transfer function of the reproduction system and of the

environment. Many equalization approaches exist in the literature [14], and

they can be classified into manual or automatic equalizers (EQs). Manual EQs

allow the user to adjust several parameters according to his/her equalization

preference. Graphic equalizers (GEQs) are an example of manual equalization,

where only the gains of the frequency bands can be selected. Automatic EQs

concern room equalization and involve the use of one or more microphones

to estimate the room impulse responses (RIRs) that must be equalized. The

equalization zone can be enlarged by considering multiple microphone positions

for the RIR measurements. In addition, multichannel equalization can also be

taken into account when more loudspeakers are involved. In the case of mul-

tichannel systems, loudspeakers can reproduce different frequency bands and

crossover networks are applied to divide the signal spectrum [15]. Finally, the

audio rendering can be affected also by environmental noise that may disturb

the listening experience. For this reason, active noise control (ANC) algo-

rithms can be implemented to reduce unwanted noise. The basic idea of ANC

techniques is to generate an additional sound signal, called antinoise, that is

out of phase with the signal that must be deleted. In general, a microphone

detects the undesired signal and a loudspeaker reproduces the antinoise. The

primary path is defined by the path between the noise source and the reference

microphone, while the secondary path is between the loudspeaker and the mi-

crophone. Different ANC implementations that aim at estimating the primary

and the secondary path can be found in the literature [16].

In this thesis, innovative systems for immersive audio rendering enhance-

ment are presented. In particular, different HRTF measurement procedures

are presented and analyzed through experimental comparisons. Successively,

a binaural synthesis technique based on HRTF interpolation is proposed. The

HRTF interpolation is applied to reduce the measurement points maintain-

ing a convincing 3D audio experience. The binaural system is used for both

headphones and loudspeakers reproduction. In the case of loudspeakers play-

back, a fixed recursive CTC algorithm is applied. Moreover, an adaptive sub-

band crosstalk canceller is also presented using the HRTF interpolation for

the CTC filters update. Regarding audio equalization, three linear- and quasi-

linear-phase graphic equalizers are implemented employing interpolated finite

impulse response (IFIR) filters. Whereas room equalization is presented by

a multichannel and multiple positions adaptive equalizer based on a subband

RIRs identification approach. Concerning multichannel systems, a linear-phase

crossover network based on IFIR filters is presented. Finally, an active noise

control system, which uses a subband structure in the primary path estimation

and involves an online secondary path estimation, is discussed.

2



1.1 Thesis outline

1.1 Thesis outline

This thesis is organized as follows.

Chapter 2 presents immersive audio rendering algorithms. Starting with

a comparative analysis of HRTF measurement methods, a binaural synthesis

system based on HRTFs is proposed for the reproduction over headphones and

loudspeakers. A fixed and an adaptive subband crosstalk cancellation algorithm

are involved in loudspeaker reproduction.

Chapter 3 proposes audio equalization methods for audio rendering en-

hancement. Three linear- and quasi-linear-phase graphic equalizer implemen-

tations are discussed and an adaptive multichannel equalization procedure is

presented. Moreover, a linear-phase crossover network is explored for multi-

channel systems.

Chapter 4 analyzes an innovative subband active noise control algorithm

with online secondary path estimation, based on subband adaptive filtering

applied to the primary path estimation.

Chapter 5 reports the conclusions of the thesis.

1.2 Thesis contributions

The main contributions of this thesis are listed in the following.

Chapter 2

• The binaural synthesis of moving sound sources implements a HRTF in-

terpolation algorithm that improves a previous method. The system is

also applied to the case of a reverberant environment by adding the au-

tomatic calculation of the mixing time, i.e., the transition point between

the early reflections and the reverberant tail of the impulse responses.

This contribution is presented in [17–19].

• The recursive ambiophonic crosstalk elimination (RACE) is added to the

binaural system for loudspeakers reproduction, considering the listener

in a fixed position in front of two loudspeakers. This contribution is

presented in [20].

• An existing subband crosstalk cancellation algorithm is improved to ob-

tain an adaptive solution with the addition of a head tracker and HRTF

interpolation to update the CTC filters. This contribution is presented

in [21].
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Chapter 3

• Three graphic equalizers based on interpolated FIR filters are developed.

A linear-phase uniform GEQ is obtained by the implementation of a par-

allel structure. A linear-phase octave GEQ is obtained by a tree structure

derived from a prototype filter. Finally, a low-latency quasi-linear-phase

octave GEQ is derived from the linear-phase one by designing the first

band with an infinite impulse response (IIR) filter. This contribution is

presented in [22–24].

• A multichannel and multiple positions adaptive room response equalizer

is developed, by improving a previous system with a subband structure

in the identification procedure. This contribution is presented in [25].

• A low-complexity linear-phase digital crossover network based on inter-

polated FIR filters is proposed. This contribution is presented in [26].

Chapter 4

• An active noise control system with online secondary path estimation is

improved by adding a subband adaptive filtering (SAF) structure in the

primary path estimation. This contribution is presented in [27,28].
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Chapter 2

Immersive Audio Rendering

Immersive audio rendering is a technique used to create a realistic 3D sound-

scape, achieved by simulating virtual sound sources. For this reason, it is

important to know how humans localize a sound source. The localization fea-

tures are contained in head-related transfer functions, widely used to produce

immersive scenarios. In this context, this chapter first presents a comparative

analysis of HRTF measurements and then proposes effective algorithms of dig-

ital signal processing for binaural synthesis reproduction over headphones and

loudspeakers. In addition, crosstalk cancellation algorithms are presented for

loudspeaker reproduction. Figure 2.1 shows an overview of immersive audio

rendering systems. This chapter is organized as follows. Section 2.1 describes

HRTF measurement methodologies. Section 2.2 presents a system for bin-

aural synthesis through headphones using HRTFs interpolation. Section 2.3

reports systems for the immersive reproduction over loudspeakers, introducing

crosstalk cancellation algorithms. Finally, Section 2.4 concludes the chapter.

Figure 2.1: Overview of immersive audio rendering systems.
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2.1 Head-related transfer functions

The head-related transfer functions (HRTFs), in the frequency domain, or the

head-related impulse responses (HRIRs), in the time domain, are special func-

tions that contain the human localization cues, such as interaural level differ-

ence (ILD) and interaural time difference (ITD), as shown in Figure 2.2. The

ILD is the sound level difference between the signal that reaches the left ear

and the one that reaches the right ear (cf. Figure 2.2(a)). The ITD is the time

delay of sound arrival between the left and the right ear (cf. Figure 2.2(b)).

Moreover, HRTFs also contain the spectral cues which characterize the sound

localization over the vertical plane. HRTFs are used in immersive sound to

simulate the way sound waves interact with a person’s head and ears. They

can be measured using binaural mannequins or in-ear microphones. In this sec-

tion, the definition of HRTFs is reported and a comparative analysis of HRTFs

measurement techniques is presented.

2.1.1 Background on HRTFs measurement

The HRTFs are individual since they depend on the shape of the head, pinnae,

and torso which are different for each human being. However, HRTFs can be

measured using head and torso simulators that standardize the body dimen-

sions considering the median values among many adults [10]. In the literature,

standard head and torso simulators are generally employed for the creation of

HRTFs databases [1] and the study of measurement limits, such as the direc-

tional resolution [29, 30] and the distance between the sound source and the

head [31, 32]. Personalized HRTFs can be measured using in-ear microphones

to catch the individual differences lost by standardization [11, 12, 33–38]. Per-

ceptual studies demonstrated that the use of personalized HRTFs improves the

source localization and the fidelity of the binaural rendering [39–41], but mea-

surements conducted on real subjects could be affected by head movements [12]

and the in-ear microphone position [37, 42]. The problem of head movements

can be avoided by the use of neck supports [34], or by detecting the listener’s

head position by a tracking system for each HRTF [35,36]. The position of the

microphone is an important aspect since the sound pressure distribution along

the ear canal is non-uniform [43–47]. The best microphone position changes

depending on the type of study and application and it could be at the en-

trance of the ear canal [10, 48, 49], inside the ear canal [43, 50] or close to the

eardrum [44, 51, 52]. Previous research proved that most of the localization

cues can be captured close to the eardrum [53–55], even if it is an unpleasant

position for the involved subjects.

Focusing on the HRTF measurement algorithms employed in the literature
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2.1 Head-related transfer functions

[42], the most popular ones are the pseudo-random sequences (maximum length

sequence (MLS), inverse repeated sequence (IRS), and Golay code) [56,57] and

sweep signals (linear and exponential sweeps) [58]. However, HRTF measure-

ments could be affected by several problems, such as nonlinear distortions of

the electro-acoustic systems, environmental noises, reflections from the environ-

ments, sound source characteristics, and temperature variations [42, 59]. The

measurement inside a controlled environment (e.g., anechoic chamber) can solve

the problems derived by the environment, while nonlinear distortions can be

avoided by choosing the appropriate procedure and stimuli [60–62]. In [63], per-

fect periodic sequences (PPSs) and orthogonal periodic sequences (OPSs) are

applied for HRTFs measurement in a real car environment, proving robustness

towards nonlinearities.

2.1.2 Head-related transfer functions definition

The sound waves perceived by a listener are affected by the head, pinnae,

and torso of the listener [9]. Head-related transfer functions HL,R represent

the effect of these characteristics in the frequency domain, while head-related

impulse responses hL,R are the respective functions in the time domain. For

each source position, two HRTFs are defined, i.e., one for the left ear (L) and

another for the right ear (R). HRTFs may depend on the frequency ω and on

the position of the sound source in terms of distance ρ, azimuth ϑ and elevation

Right ear Left ear

ILD

(a)

Left ear

Right ear

ITD

(b)

Figure 2.2: Illustration of (a) the interaural level difference (ILD) and (b) the
interaural time difference (ITD).
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ϕ and can be defined as follows [9]:

HL,R(ω, ρ, ϑ, ϕ) =
GL,R(ω, ρ, ϑ, ϕ)

T (ω, ρ, ϑ, ϕ)
, (2.1)

where GL,R(ω, ρ, ϑ, ϕ) is the transfer function of the path between the sound

source and the ear canal entrance, while T (ω, ρ, ϑ, ϕ) is the room transfer func-

tion of the acoustic path between the sound source and the listener position

(considering the point at the center of the head) without the presence of the

listener. For example, Figure 2.3 shows the left HRTF in both the time and fre-

quency domain for the frontal position, i.e., ϑ = 0◦ and ϕ = 0◦, taken from the

MIT HRTF database of [1]. The peaks and notches of the magnitude frequency

response, shown in Figure 2.3(b), are caused by the head, pinna, and torso of

the listener and they change with the direction of the sound source. HRTFs

are usually measured in anechoic environments in order to avoid reflections and

reverberation of real rooms. Moreover, HRTFs are not affected by the distance

ρ when it is bigger than 1 m [9]. For this reason, far-field HRTFs databases are

created considering the same distance ρ. Contrarily, when the measurement is

carried out in reverberant environments, the sound source distance influences

the resulting impulse response that, in this case, is called binaural room impulse

response (BRIR), composed by the respective HRIR and the room impulse re-

sponse (RIR) [5]. In the frequency domain, the binaural room transfer function

(BRTF) is defined by GL,R(ω, ρ, ϑ, ϕ) and can be obtained by inverting Equa-

tion (2.1). More in general, an impulse response (IR) represents the acoustic

path between two points in the space and completely characterizes a causal

linear time-invariant (LTI) system. The impulse response can be truncated

and expressed by a finite number of coefficients as long as the length is large

enough to contain all the characteristics of the environment. For this reason,

(a) (b)

Figure 2.3: Head-related (a) impulse response (in the time domain) and (b)
transfer function (in the frequency domain) of the left ear for the
frontal position, i.e., ϑ = 0◦ and ϕ = 0◦. The HRTF is taken from
the MIT HRTF database of [1].
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2.1 Head-related transfer functions

it can be seen as a finite impulse response (FIR) filter of order N and length

N + 1. In the literature, several techniques for HRTFs measurement can be

found, varying the type and the position of microphones, and a comparative

analysis of these techniques is reported in the following.

2.1.3 Comparative analysis of HRTFs measurements

HRTFs are strongly individual and they can be measured using standard head

simulators or in-ear microphones worn by real subjects. In the second case,

the position of the in-ear microphone may affect the HRTF measurement. In

this context, this section presents HRTF measurements, comparing the results

obtained by a standard binaural mannequin with the ones obtained by two dif-

ferent in-ear microphones. Moreover, the influence of the microphone position

is investigated using the ear of the mannequin. Finally, HRTF measurements

on two real subjects have been carried out to examine the HRTF differences.

Hardware setup

HRTFs can be measured by using standard simulators, equipped with fixed

microphones, or in-ear microphones. Focusing on microphones, the sensors

used must be as small as possible, indeed this is important for two main reasons:

first, since the sensor is placed inside the ear canal, a small device could be

installed without being too annoying for the subject, then, a small form factor

is also important in order to minimize any modification in the ear form which

(a) (b) (c)

Figure 2.4: (a) Knowles FG-23329-D65 with its battery power supply, (b)
Sennheiser MKE2-EW Gold microphone with its power supply and
signal conditioner MZA900P, and (c) Brüel & Kjær head and torso
simulator (HATS) Type 4128C.
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Figure 2.5: Frequency responses of (a) Knowles FG-23329-D65 [2], Sennheiser
MKE2 EW Gold [3], and (b) Brüel & Kjær head and torso simulator
(HATS) Type 4128C [4], provided by the manufacturers.

can alter the measured responses. Another important aspect of the microphone

is its frequency response, which should be as flat as possible.

For this analysis, the HRTF measurements have been carried out with two

different microphones, i.e., the Knowles FG-23329-D65 and the Sennheiser

MKE2-EW Gold. Figure 2.4(a)-(b) shows photos of the microphones and Fig-

ure 2.5(a) shows their frequency responses. The Knowles FG-23329-D65 [2] is

an electret condenser omnidirectional microphone. Its dimensions are about a

few millimeters in diameter, as shown in Figure 2.4(a), allowing an easy place-

ment inside the ear canal. The Knowles microphone has a very flat frequency

response in a reasonable band between 100 Hz and 10 kHz, as visible in Fig-

ure 2.5(a). It has also a very limited power consumption (50 µA), so just two

AA batteries are needed to power the microphone avoiding noise problems.

The Sennheiser MKE2-EW [3] Gold is a condenser Lavalier omnidirectional

microphone. It features a wide frequency range from 20 Hz to 20 kHz, as re-

ported in Figure 2.5(a), and an almost flat frequency response below 5 kHz.

Figure 2.4(b) shows the microphone with its power supply/signal conditioner

Sennheiser MZA-900P. The microphone is powered by a 48V phantom line and

generates a low-impedance balanced output. In comparison with the Knowles,

the Sennheiser features a slightly bigger capsule with a thicker wire which makes

the placement more difficult, on the other side the Sennheiser has a wider fre-

quency response and more robust construction and it can be easily powered by

any modern soundcard.
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2.1 Head-related transfer functions

The HRTFs measured with the two microphones are compared with the

ones measured with the Brüel & Kjær head and torso simulator (HATS) Type

4128C, i.e., a binaural mannequin used as a reference and shown in Figure

2.4(c). The frequency response of the mannequin is reported in Figure 2.5(b).

In this case, the magnitude response is not flat due to the effect of the ear of the

dummy head. For the measurements with the B&K simulator, the mannequin is

connected to its power supply B&K PS 2829. Moreover, the microphones and a

Genelec 8020 A are connected to the Scarlett Focusrite 2i2 soundcard, managed

by a computer that uses the NU-Tech software [64] for the acquisitions. The

measurements have been carried out inside a semianechoic chamber and taking

into account only the left ear. The experimental setup is shown in Figure 2.6.

Experimental results

The experiments have been carried out to analyze two main comparisons listed

below:

1. a comparison between the HRTFs measured with the in-ear miniature

microphones placed in different points on the B&K mannequin ear canal

and the HRTFs measured by the internal microphone of mannequin con-

sidering different positions of the sound source (cf. Figure 2.7);

2. a comparison of individual HRTFs measured on five real subjects with

the two in-ear microphones for different positions of the sound source (cf.

Figure 2.8).

The two microphones have been settled on the left ear of the mannequin and

of the subjects by means of a hook fixed on earplugs, as shown in Figure

2.7(a)-(b). The position of the microphone inside the head of the B&K HATS

PC

NU-Tech
Software

Genelec 
8020A

In-ear microphone
or

B&K mannequin 

Focusrite
Scarlett 2i2

(a) (b)

Figure 2.6: (a) scheme and (b) photo of the experimental setup used for HRTF
measurements.

11



Chapter 2 Immersive Audio Rendering

(a) (b) (c)

Figure 2.7: Photos of the (a) Knowles and (b) Sennheiser microphones on the
mannequin ear, and (c) section of the B&K head [4]

.

(a) (b)

Figure 2.8: Photos of the (a) Knowles and (b) Sennheiser microphones on the
ear of a real subject.

is shown in Figure 2.7(c). The measured HRTFs are compared in terms of

frequency magnitude response and log-spectral distance (LSD) [63]. The LSD

is calculated between the reference HRTF of the dummy ear HHATS(k) and the

one measured with the in-ear microphone HMIC(k) as

LSD =

√√√√ 1

k2 − k1 + 1

k2∑

k=k1

[
10 log10

∣∣HHATS(k)
∣∣2

∣∣HMIC(k)
∣∣2

]2

, (2.2)

where k1 and k2 delimit the frequency range within which the LSD is estimated,

defined as B = [k1
Fs

K , k2
Fs

K ] = [100 Hz, 10 kHz], with K = 4096 the number

of frequency bins for the FFT computation, and Fs = 48 kHz the sampling
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2.1 Head-related transfer functions

frequency.

The first experiment aims at analyzing the differences between the HRTFs

measured with the mannequin and the HRTFs measured with the in-ear micro-

phones settled on the dummy ear. The in-ear microphones have been placed

in the mannequin ear considering four different positions as shown in Figure

2.9(c). Figure 2.7 shows the real microphone placement for position P1. Also

four different positions of the sound source have been taken into account vary-

ing the azimuth ϑ and the elevation ϕ, as shown in Figure 2.9(a)-(b), i.e.,

ϑ = 0◦, 45◦, and ϕ = 0◦, 15◦.

The aim of this experiment is to investigate how much the microphone po-

sition influences the HRTF measurement and the results are shown in Figure

2.10 for both the Knowles (in the first column) and the Sennheiser (in the

second column) microphones. It is evident that, apart from a different gain,

the three microphones (i.e., the dummy ear, the Knowles, and the Sennheiser

microphones) show similar HRTFs at the low frequencies. In fact, the trend of

the frequency responses is almost the same for all four considered source posi-

tions. More in detail, in all the cases the HRTFs measured with the Sennheiser

microphone are more similar to the ones measured with the mannequin up to

2 kHz, especially when the sound source is in front of the listener (cf. Figures

2.10(a)-(b)). Moreover, the position of the microphone affects the frequency

response only at frequencies higher than 4 kHz. To better analyze these be-

haviors, LSD values have been calculated and reported in Table 2.1. These

results confirm the performance of the Sennheiser microphone which reaches

the lowest value in comparison with Knowles microphone for different micro-

phone positions and different source positions. Furthermore, focusing on LSD

value variations for the four microphone positions at the same source posi-

tion, Sennheiser microphone shows the best performance in comparison with

Knowles one demonstrating a better robustness through the microphone posi-

ρ = 1.5 m

ϑ = 0°

ϑ = 45°

45°

L R

(a)

ρ = 1.5 m

0.4 m

φ = 0°

φ = 15°

15°

(b)

P1

P3

P2

P4

(c)

Figure 2.9: Positions of the sound source in terms of (a) azimuth and (b) and
(c) positions of the in-ear microphone considered in experiment 1.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 2.10: Experiment 1: HRTFs comparison considering the different in-ear
microphone positions of Fig. 2.9(c) for sound source positions (a)-
(b) with ϑ = 0◦ and ϕ = 0◦, (c)-(d) with ϑ = 45◦ and ϕ = 0◦,
(e)-(f) with ϑ = 0◦ and ϕ = 15◦, and (g)-(h) with ϑ = 45◦ and
ϕ = 15◦, using (a)-(c)-(e)-(g) the Knowles microphone and (b)-
(d)-(f)-(h) the Sennheiser microphone.

tion.

The second experiment involves five real subjects wearing alternatively the
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Table 2.1: LSD values (in dB) obtained in experiment 1. For each source posi-
tion and microphone position, the lowest value of the LSD is high-
lighted.

Source pos. Mic. pos. Know. Senn. Source pos. Mic. pos. Know. Senn.

ϑ = 0◦, ϕ = 0◦

P1 1.9 1.4

ϑ = 0◦, ϕ = 15◦

P1 1.9 1.3
P2 1.4 1.1 P2 1.5 0.9
P3 2.0 1.4 P3 1.5 1.3
P4 1.5 1.7 P4 1.6 1.7

ϑ = 45◦, ϕ = 0◦

P1 1.5 1.1

ϑ = 45◦, ϕ = 15◦

P1 1.9 1.7
P2 1.6 2.3 P2 2.6 1.9
P3 1.3 1.4 P3 2.1 1.3
P4 3.4 1.5 P4 3.2 1.4

two in-ear microphones. Results of experiment 2 are reported in Figure 2.11,

considering two azimuth angles of the sound source, i.e., ϑ = 0◦ and ϑ = 45◦

and an elevation of ϕ = 0◦, as shown in Figure 2.9(a). The measurements

on subjects are compared with the HRTFs measured with the same micro-

phone fixed on the dummy ear. In this case, the central position P1 of Figure

2.9(c) has been chosen for the acquisitions. As expected, each subject has a

different frequency response due to the ear’s shape but a comparison between

(a) (b)

(c) (d)

Figure 2.11: Experiment 2: HRTFs comparison of five different subjects with
(a)-(b) the Knowles microphone and (c)-(d) the Sennheiser micro-
phone for (a)-(c) ϑ = 0◦ and (b)-(d) ϑ = 45◦ and a fixed elevation
of ϕ = 0◦. The measurements are compared with the same micro-
phone on the dummy ear.
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Table 2.2: LSD values (in dB) obtained in experiment 2. For each source posi-
tion and subject, the lowest value of the LSD is highlighted.

Source position Subject Knowles Sennheiser

ϑ = 0◦, ϕ = 0◦

Subj1 2.3 1.9
Subj2 1.8 1.3
Subj3 2.0 1.2
Subj4 2.1 1.3
Subj5 1.8 1.5

ϑ = 45◦, ϕ = 0◦

Subj1 2.7 1.3
Subj2 2.0 1.3
Subj3 2.2 1.3
Subj4 2.1 1.1
Subj4 1.6 1.5

the two microphones and the dummy ear can be performed. In particular,

the Sennheiser microphone exhibits frequency responses more similar to the

dummy ear, especially in the case with ϑ = 45◦ (cf. Figure 2.11(d)) while

Knowles microphone seems to have slight variations in comparison with the

dummy ear. These results are confirmed by Table 2.2 that reports the LSD

values comparing the HRTFs of the real subject with the HRTF measured with

the mannequin at position P1. Sennheiser microphone shows the lowest value

in comparison with the Knowles one and thus better performance.

To summarize, the experimental results have proven that the HRTFs are

similar at low frequencies when different types of microphones are involved. In

addition, the position of the microphone influences the HRTFs above 4 kHz,

and the Sennheiser microphone allows to obtain frequency responses more sim-

ilar to the ones measured by the dummy head. Finally, the individuaHRTFl

HRTFs measured on real subjects have shown how the frequency responses

change with different ears. Also in this case, the Sennheiser microphone has

produced HRTFs more similar to the mannequin and more similar among the

five subjects. However, the worst performance of Knowles is compensated by

the price that is one order of magnitude lower than Sennheiser microphone.

Future works will investigate the effectiveness of the different HRTF measure-

ments through subjective tests, evaluating the immersive perception.

2.2 Binaural headphones rendering

The binaural synthesis is achieved by the real-time convolution of the input

signal with the head-related impulse responses. The employed HRIRs must

change with the movement of the source. The synthesis of continuous mov-

ing sound sources is achieved with a high directional resolution of the HRIRs

database, i.e., with a dense number of measurement points [65]. For this rea-
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son, the bigger the HRIRs database, the more realistic the binaural rendering.

However, big databases are created by long and time-consuming measurements

and need a lot of memory. This problem can be avoided by applying impulse

response modeling methods, as in [66], or IRs interpolation techniques. The

modeling approach aims at calculating the desired impulse response by means

of models which take into account the acoustical properties of the environ-

ment, while the interpolation starts from a set of measured impulse responses

to estimate the IR at any position in space.

2.2.1 Background on HRTFs interpolation

The HRTF interpolation procedure is a widely used method that allows for

reducing the measurement points without affecting the 3D audio experience.

Many approaches to impulse response interpolation can be found in the lit-

erature. A simple and popular method for the HRIRs interpolation is the

bilinear technique, applied by Savioja et al. in [67]. The interpolated HRIR

is calculated as the weighted mean of the measured impulse responses. Bis-

cainho et al. [68] extended the bilinear technique by adding a new auxiliary

inter-positional transfer function. However, this approach can be used only

when the HRTFs of the database are measured for fixed-angle steps, for both

azimuth and elevation. A similar method based on the weighted mean was

proposed in [69], where the weights of the impulse responses that have to be

interpolated are calculated through the vector base amplitude panning (VBAP)

algorithm, firstly introduced by Pulkki in [70].

Hartung et al. [71] proposed a frequency domain approach that guarantees

better performance than the time-domain methods, at the expense of the com-

putational complexity. Another frequency-domain technique was proposed by

Gamper in [72]. In this case, the interpolated HRTF is obtained by applying

proper gains to the nearby HRTFs of the database. In this way, the interpola-

tion allows obtaining only the magnitude frequency response, and a spherical

head model is needed to derive the phase response.

In 2018, Garcia-Gomez and Lopez [5] proposed a new interpolation method

applied to binaural room impulse responses that divides the impulse responses

into early reflections and reverberant tail. The idea of splitting the impulse

responses was already proposed by Kearney et al. in [73] for room impulse re-

sponses. In that case, the dynamic time warping (DTW) algorithm was applied

for the temporal alignment and the reverberant part was synthesized following

the approach of [74]. Differently, Garcia-Gomez and Lopez [5] applied the time-

splitting to binaural room impulse responses, where the early reflections part

is divided into two frequency bands. The low-frequency portions are linearly

interpolated, while peak detection and alignment algorithms are reserved for
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the high-frequency parts, which contain most of the information. This method

presents a lower computational cost than the DTW algorithm of [73]. The time

alignment for the interpolation of HRIRs plays an essential role and it is also

applied in [75,76].

2.2.2 Binaural synthesis of moving sound sources over

headphones

In this section, a system for binaural synthesis of moving sound sources for

reproduction over headphones is presented. The proposed approach is the one

presented in [18], based on the HRTFs interpolation algorithm of [17]. Fig-

ure 2.12 shows the scheme of the proposed binaural system. The binaural

output signals yL(n) and yR(n), which depend on the time index n, are repro-

duced by means of headphones and are obtained by the real-time convolution

of the input signals xL(n) and xR(n) with the HRIR of the left ear hL(n) and

the HRIR of the right ear hR(n), respectively. The HRTFs are calculated by

the interpolation of measured HRTFs of a given database. In this case, the

MIT Media Lab HRTFs database of [1] is employed.

The system considers the 3D setup of Figure 2.13, where the listener is

located in the center of a sphere of fixed radius ρ. Hence, the HRIR h(ϑ, ϕ)

depends only on the azimuth ϑ and on the elevation ϕ. The point (0◦, 0◦) is

in front of the listener and the azimuth ϑ grows clockwise. The interpolation

algorithm considers a rectangular grid of measurement points on the surface of

a sphere depending on the azimuth ϑ and the elevation ϕ. The points to be

interpolated are identified following the flowchart of Figure 2.14. Starting from

the virtual source position (ϑv, ϕv), the algorithm obtains the related HRIR

h(ϑv, ϕv), employing a limited HRTFs database. Taking into account a generic

HRTFs database, the measurement points depend on a set of possible elevation

HRTF 
Database

HRTF
Interpolation

xL

ϑ

φ

HR

yL

yR

HL

hL hR

xR

Source
Movement

Headphones

v

v

Figure 2.12: Scheme of the proposed binaural system for headphones reproduc-
tion.
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ϑ  
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(ϑ1,2, φ1) 

(ϑ2,1, φ2) 
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(ϑv, φ2) 

(ϑv, φ1) 

ρ
 

(ϑv, φv) 

Figure 2.13: 3D setup used for the HRTF interpolation algorithm.

and azimuth angles. All the measurement points are saved and the virtual

source position is compared with all the possible positions of the database in

terms of elevation ϕ and azimuth ϑ, according to the scheme of Figure 2.14.

If the virtual source position (ϑv, ϕv) corresponds to a measurement point, no

interpolation is needed, and the respective HRTF is loaded. Differently, if the

virtual source position is not a measurement position contained in the database,

one, two, or three interpolations are required since the interpolation algorithm

can be applied only to two HRTFs. More in detail, five different cases could

occur if the desired HRTF h(ϑv, ϕv) is not in the database, i.e.,

1) the elevation ϕv is in the database, so two azimuth angles ϑ1 and ϑ2 closest

to ϑv are found in the database, with ϑ1 < ϑv < ϑ2: one interpolation along

the azimuth is needed between h(ϑ1, ϕv) and h(ϑ2, ϕv) obtaining h(ϑv, ϕv);

2) the elevation ϕv is not in the database, and ϑv exists for both ϕ1 and ϕ2,

that are the two elevation angles closest to ϕv, with ϕ1 < ϕv < ϕ2: one

interpolation along the elevation is needed between h(ϑv, ϕ1) and h(ϑv, ϕ2)

obtaining h(ϑv, ϕv);

3) the elevation ϕv is not in the database, and ϑv exists only for ϕ1 and not

for ϕ2: two interpolations are needed, i.e.,

- along the azimuth between h(ϑ2,1, ϕ2) and h(ϑ2,2, ϕ2) obtaining h(ϑv, ϕ2),

- along the elevation between h(ϑv, ϕ1) and h(ϑv, ϕ2) obtaining h(ϑv, ϕv),

with ϑ2,1 < ϑv < ϑ2,2;

4) the elevation ϕv is not in the database, and ϑv does not exist for ϕ1 but
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Figure 2.14: Flowchart of the proposed algorithm applied to obtain the HRTF
h(ϑv, ϕv) related to the virtual source position (ϑv, ϕv).

exists for ϕ2: two interpolations are needed, i.e.,

- along the azimuth between h(ϑ2,1, ϕ2) and h(ϑ2,2, ϕ2) obtaining h(ϑv, ϕ2),

- along the elevation between h(ϑv, ϕ1) and h(ϑv, ϕ2) obtaining h(ϑv, ϕv),

with ϑ1,1 < ϑv < ϑ1,2;

5) the elevation ϕv is not in the database, and ϑv exists neither for ϕ1 nor for

ϕ2: three interpolations are needed, i.e.,

- along the azimuth between h(ϑ1,1, ϕ1) and h(ϑ1,2, ϕ1) obtaining h(ϑv, ϕ1),

- along the azimuth between h(ϑ2,1, ϕ2) and h(ϑ2,2, ϕ2) obtaining h(ϑv, ϕ2),

- along the elevation between h(ϑv, ϕ1) and h(ϑv, ϕ2) obtaining h(ϑv, ϕv).

In every case, this procedure is applied for both the left ear and right ear,

obtaining hL(ϑv, ϕv) and hR(ϑv, ϕv).
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2.2.3 Interpolation algorithm

The single interpolation between two HRIRs h1(n) and h2(n) is obtained

through the algorithm of [17], shown in Figure 2.15. The two impulse re-

sponses are split into two parts: the direct and early reflections hei(n) and the

late reflections hri(n) as follows:

hei = hi[1 : nt],

hri = hi[nt + 1 : Lh],
(2.3)

where i = 1, 2, Lh is the sample length of the impulse responses, and nt is

the transition point between early and late reflections that corresponds to the

mixing time tm as nt = btm · Fse, where Fs is the sample rate. Although

the mixing time is often defined for room impulse responses, where the late

reflections contain the reverberant tail, in this case, the late reflections of the

HRIRs mostly include the reflections caused by the pinna, head, and torso and

the time splitting is used to focus most of the elaboration on the first part

of the HRIRs, leading to a reduced computation. The early reflections hei(n)

are then divided into two frequency bands using third-order lowpass (LP) and

highpass (HP) Butterworth IIR filters with a cutoff frequency of 150 Hz. The

low-frequency part of the early reflections hL
ei(n) and the late reflections hri(n)

are linearly interpolated, obtaining hL
ev

(n) and hrv
(n), respectively. Differently,

the high-frequency part of the early reflections hH
ei(n) is elaborated through a

peak detection and alignment algorithm before the linear interpolation. The

early reflections of the interpolated impulse response hev
(n) is computed as the

sum between the high-frequency and the low-frequency part as follows:

hev
(n) = hL

ev
(n) + hH

ev
(n). (2.4)

LP
fc=150Hz

HP
fc=150Hz

LP
fc=150Hz

HP
fc=150Hz

Peak Detection 
& Matching

Linear 
interpolation

+

Linear 
interpolation
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h2
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hr1

he2

hr2

h
L
e1

h
L
e2

h
H
e1

h
H
e2

h
L
ev

h
H
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hrv

Combine
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Alignment
Linear 

interpolation

Split
HRIR

Late reflections

Figure 2.15: Scheme of the HRTFs interpolation algorithm.
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Finally, the interpolated impulse response hv(n) is obtained by concatenating

the early and late reflections as

hv(n) = [hev
(n); hrv

(n)]. (2.5)

The algorithms of linear interpolation, peak detection, and alignment are de-

scribed in the following.

Linear interpolation

Linear interpolation is the main algorithm of the proposed approach and is

obtained by applying the following equation:

hv(n) = h1(n) +
(

h2(n) − h1(n)
)ξv − ξ1

ξ2 − ξ1
, (2.6)

where h1(n) and h2(n) are the impulse responses measured at the angles ξ1

and ξ2 respectively, and hv(n) is the estimated IR at position ξv, with ξ1 <

ξv < ξ2. The angle ξ could represent the azimuth ϑ in the case of horizontal

interpolation, or the elevation ϕ in the case of vertical interpolation.

Peak detection and matching

The peak detection algorithm is applied to the high-frequency part of the early

reflections because it is the part that contains most of the information on

the impulse responses. The aim of this algorithm is to identify S peaks of

hH
e1(n) related to S peaks of hH

e2(n). The flowchart of the algorithm is shown in

Figure 2.16. Firstly, S peaks of hH
e1(n) are detected considering a minimum peak

distance of dp = 100 samples and a minimum peak height of γ1 = max(h1)/20,

chosen after empirical studies. In this way, a vector s1 = [s1,1...s1,k...s1,S ],

containing the samples at which the peaks of hH
e1(n) are located, is obtained.

An example is shown at the top of Figure 2.17, where S = 2 peaks are found in

hH
e1(n). For each kth peak of hH

e1(n), Sk temporary peaks of hH
e2(n) are looked

for in the portion hH
e2[s1,k −dp/2 : s1,k +dp/2], as shown in Figure 2.17, with no

constraint regarding the distance of the peaks, but with a threshold defined as

γ2 = 0.8γ1. If no peaks of hH
e2(n) related to the kth peak of hH

e1(n) are found,

i.e., if Sk = 0, the kth peak is deleted. The samples indexes of the temporary

peaks of hH
e2(n) are saved in the vector tk = [tk,1...tk,j ...tk,Sk

]. In the example

of Figure 2.17, two peaks of hH
e1(n) are detected, while, in the second impulse

response, S1 = 6 and S2 = 2 temporary peaks are found. Consequently, the

proposed algorithm allows the extraction of one peak for each vector tk that

matches with the kth peak of hH
e1(n). For each kth peak of hH

e1(n), a window
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Figure 2.16: Flowchart of the proposed peak detection and matching algorithm.

is defined as follows:

w1,k = hH
e1

[(
s1,k − Λw

2
+ 1

)
:

(
s1,k +

Λw

2

)]
, (2.7)

where k = 1, ..., S, Λw is the length of the window w1,k set to Λw = 100 and

s1,k is the sample corresponding to the kth peak of hH
e1(n). Similarly, for each

jth temporary peak of the kth portion of hH
e2(n), the window w2,k,j is obtained

as follows:

w2,k,j = hH
e2

[(
tk,j − Λw

2
+ 1

)
:

(
tk,j +

Λw

2

)]
, (2.8)

where j = 1, ..., Sk, Λw is the length of the window w2,k,j (that is the same of

the window w1,k) and tk,j is the sample corresponding to the jth temporary

peak of the kth portion of hH
e2(n). Then, for each kth peak of hH

e1(n), an error

vector Ek = [ek,1...ek,j ...ek,Sk
] of length Sk is defined. Therefore, for each jth

23



Chapter 2 Immersive Audio Rendering

s1,1

s2,1

s1,2

s2,2

Figure 2.17: Example of the peaks found by the peak detection and matching
algorithm applied to two HRIRs related to the angles ϑ1 = 10◦

and ϑ2 = 20◦, respectively, with elevation ϕ = 0◦.

peak, an element ek,j of the vector Ek is calculated as follows:

ek,j =

Λw∑

n=1

∣∣∣w1,k(n) − w2,k,j(n)
∣∣∣. (2.9)

The error function Ek is subject to a minimization process in order to find

the index of the peak of hH
e2(n) that has the best match with the kth peak of

hH
e1(n), i.e.,

jopt = arg min
j

{Ek}. (2.10)

Finally, the kth peak of hH
e2(n) related to the kth peak of hH

e1(n) is derived as

follows:

s2,k = tjopt
, (2.11)

where s2,k is the kth element of the vector s2 = [s2,1...s2,k...s2,S ] that is S long

and contains the samples of the final peaks of hH
e2(n) that have the best match

with the S peaks of hH
e1(n).

Alignment

The alignment algorithm is required after the peak detection to make the S

peaks of the two impulse responses aligned. The two IRs are divided into S

energy blocks made up around the selected peaks. For each pair of blocks a

gravity point (GP), that is the exact sample index where both peaks of the IRs
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must coincide, is calculated by the linear interpolation as

GPk =

⌊
s1,k + (s2,k − s1,k)

ξv − ξ1

ξ2 − ξ1

⌉
, (2.12)

where s1,k and s2,k are the samples at which the kth peak is located in hH
e1(n)

and hH
e2(n), respectively. Finally, a warping process is used to stretch or com-

press each kth block signal consistent with the relative position between GPk

and the kth peak. The kth signal block is compressed by deleting the extra

samples, and it is stretched by adding new samples following a linear interpola-

tion. After the alignment, the IRs can be interpolated following the Equation

(2.6).

2.2.4 Mixing time calculation for BRIRs interpolation

The division into early and late reflections makes the interpolation algorithm

suitable also for binaural room impulse responses. In fact, BRIRs are mea-

sured in real reverberant environments, so they take into account both HRIR

and room impulse response. In this case, the late reflections contain the rever-

berant tail of the impulse response. Moreover, the mixing time (MT) depends

on the source distance ρ and could vary depending on the type of environment

(e.g., volume and shape of the room) [77]. For this reason, an automatic calcu-

lation of the mixing time is added to the interpolation algorithm in [19]. The

mixing time can be calculated in two different ways, the model-based estima-

tor [78,79] and the signal-based estimator [80–83]. The model-based estimators

have a simple implementation and define a range of acceptable values for the

mixing time. They are not suitable for automatic MT calculation because they

require knowledge of room characteristics. Contrarily, signal-model predictors

are based on different assumptions about the sound pressure distribution. For

this work, the signal-model approach of Primavera et al. [83] is applied, based

on the Jarque-Bera test [82]. The Jarque-Bera coefficients are calculated inside

a sliding window.

More in detail, the impulse response is crossed sample by sample by a fixed-

length window and the Jarque-Bera coefficients (JB) are calculated inside the

window as follows:

JB =
ΛJB

6

(
ς2 +

1

4
(κ − 3)2

)
, (2.13)

where κ is the kurtosis, defined as the fourth order zero-lag cumulant of a

process as

κ =
E

(
h − µh

)4

σ4
h

− 3, (2.14)
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ς is the skewness of a normal distribution, i.e.,

ς =
E

(
h − µh

)3

σh

, (2.15)

ΛJB is the length of the window, µh and σh are the mean and the standard

deviation of the observed samples of the impulse response h, respectively, and

E(·) represents the expected value. The window size used to analyze the impulse

response is ΛJB = 960 samples, i.e., 0.02 ms, with a sample rate of Fs = 48 kHz.

The mixing time tm is selected as the first sample in which the Jarque-Bera

coefficients are below 0.005. In Figure 2.18(a), the computation of Jarque-Bera

coefficients of an IR measured at the distance of 1 meter is shown. The red

line represents the Jarque-Bera coefficients and the blue line is the measured

impulse response. In this case, the mixing time is equal to 8.3 ms (i.e., when

the Jarque-Bera coefficients decrease below 0.005). The same computation has

been applied to a BRIR measured at 2 meters, resulting in a mixing time of

20 ms, as shown in Figure 2.18(b). The difference is due to the highest number

of reflections with a larger amplitude and the different distances of the two

BRIRs.

2.2.5 Real-time implementation of the binaural system

The proposed algorithm has been implemented as a plugin of the NU-Tech soft-

ware [84], which is a platform specifically developed to test and tune real-time

DSP algorithms through a PC workbench. The developer can write his/her

own plugins, called NUTSs (NU-Tech Satellites), in C++ and plug them into

the GUI to test the results on a common PC. The internal parameters of every

plugin can be adjusted using the RTWatch (RealTime Watch).

Figure 2.19 shows the NU-Tech interface used for experimental tests. The

(a) (b)

Figure 2.18: Mixing time calculation for BRIRs of the right ear measured at
the position (ϑ = 30◦, ϕ = 0◦) at distance of (a) ρ = 1 m, resulting
tm = 8.3 ms, and (b) ρ = 2 m, resulting tm = 20 ms.
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proposed algorithm is implemented by the NUTS “HRTF Interp”, realized as a

standard C++ dll file. The RTWatch (table at the left bottom of Figure 2.19)

shows eight parameters listed and explained below:

• Bypass: boolean variable that allows the bypass of the algorithm pro-

cedure; in the case of “TRUE”, the algorithm is ignored and the input

signals are replied at the outputs.

• Azimuth: allows to select the azimuth angle of the virtual sound source

ϑv in degrees from 0◦ to 359◦.

• Elevation: allows to set the elevation angle of the virtual sound source

ϕv from −40◦ to 90◦, according to the database structure.

• HRTF length: reports the length of the used functions; here the length

of the impulse responses of the employed database must be declared.

• File Directory: contains the path of the employed database in .dat

format;

• Number of interpolation: shows how many interpolations have been

performed.

• Method: set to 0 if the proposed algorithm is applied while set to 1 if

the reference algorithm of [5] is executed.

• Test: used only to perform the experimental tests. It allows the type of

test to be selected in order to consider a reduced database, in which the

HRIR of the desired position is excluded. This is necessary to compare

Figure 2.19: NU-Tech setup for listening tests.
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the interpolated IRs with the measured ones. If this field is empty, the

whole database is considered.

When all the parameters are set, it is sufficient to press the play button on the

Transport Panel to start the real-time computation. Starting from the desired

elevation and azimuth of the virtual sound source, which can be modified dur-

ing the reproduction, the NUTS loads the impulse responses that have to be

interpolated from the database and calculates the desired HRIR (if the selected

angles are already included in the database, the HRIR is simply loaded). Then,

the NUTS allows the filtering of the input signal with the desired HRIR using

the “Overlap and Save" method [85]. For efficient computation, Intel Integrated

Performance Primitives (IPP) libraries have been used [86].

2.2.6 Experimental results on HRTFs

The interpolation algorithm described in Section 2.2.3 has been tested using

HRTFs. Taking into account the fact that HRTFs are measured inside an ane-

choic environment always at the same distance, a fixed mixing time of tm = 5 ms

has been used to include the main peak and the first reflections of the impulse

response. The experimental tests were carried out employing the MIT Media

Lab database [1], where the HRIRs are measured with a KEMAR dummy head

microphone considering a fixed distance between the listener and the source

equal to ρ = 1.4 m in 710 different positions, and a sample rate of 44.1 kHz.

Each impulse response has a length of 512 samples, so an order of N = 511,

and depends on the azimuth ϑ and the elevation ϕ, with 0◦ ≤ ϑ ≤ 359◦ and

−40◦ ≤ ϕ ≤ 90◦. The interpolated impulse response is obtained by the inter-

polation of the two impulse responses related to the two adjacent measurement

points, defined by the employed database. To perform experimental tests, four

scenarios have been considered:

• scenario 1 (S1): ϑv = 15◦ and ϕv = −20◦, interpolation between

h(10◦, −20◦) and h(20◦, −20◦);

• scenario 2 (S2): ϑv = 144◦ and ϕv = 30◦, interpolation between

h(138◦, 30◦) and h(150◦, 30◦);

• scenario 3 (S3): ϑv = 225◦ and ϕv = −20◦, interpolation between

h(220◦, −20◦) and h(230◦, −20◦);

• scenario 4 (S4): ϑv = 315◦ and ϕv = 20◦, interpolation between

h(310◦, 20◦) and h(320◦, 20◦).

The interpolation algorithm has been validated by comparing its performance

with those obtained using the method of Garcia-Gomez and Lopez [5], and

with the measured HRIRs, in terms of objective and subjective results.
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Objective results

Objective tests have been carried out in order to evaluate the effectiveness of

the interpolation algorithm. In particular, Figure 2.20 shows the interpolated

impulse responses for the four scenarios, in comparison to the measured impulse

responses and the HRIRs interpolated with the Garcia-Gomez algorithm [5].

The same results are shown in the frequency domain in Figure 2.21. Look-

ing at the impulse responses of Figure 2.20, the proposed algorithm shows an

improvement in the peak detection and alignment algorithms. In fact, some

HRIRs interpolated with the method of [5] are delayed in respect to the mea-

sured ones (cf. Figures 2.20(d)-2.20(f)), especially when 90◦ < ϑ < 270◦, i.e.,

when the virtual source is behind the listener (scenarios 2 and 3). This mis-

matching affect also the responses in the frequency domain, as it can be seen

in Figures 2.21(d) and 2.21(f), where the magnitude frequency responses of the

HRIR interpolated with Garcia-Gomez algorithm are completely different from

the measured ones, while the HRTF interpolated by the proposed method is

more similar to the measured HRTF. Regarding scenario 1, the HRTF interpo-

lated with the proposed technique fits perfectly with the measured HRTF, in

terms of both impulse and frequency response, while the reference algorithm

shows slightly worse results. Finally, for scenario 4, the two methods behave

in a similar way and the interpolated HRTFs are well-estimated.

For a more detailed assessment, a comparison between the interpolated fre-

quency response and the measured one has been executed, considering a full

turn of 360◦ along the azimuth for different values of elevation. In particular,

the mean squared error (MSE), reported in Table 2.3, between the measured

magnitude frequency response Hm and the interpolated one HI is calculated

Table 2.3: Mean squared error between the measured and the interpolated
HRTFs, comparing the proposed algorithm with the one of Garcia-
Gomez [5]. The bold numbers are the lowest MSE values.

Mean Squared Error MSE [dB]

Elevation
Garcia-Gomez [5] Proposed
Left Right Left Right

−30◦ -18 -25 -24 -27
−20◦ -17 -23 -23 -26
−10◦ -19 -24 -22 -26

0◦ -16 -20 -25 -26
10◦ -16 -16 -24 -25
20◦ -14 -18 -26 -28
30◦ -15 -16 -27 -28
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 2.20: Comparison between the measured impulse response, the interpo-
lated impulse response following the Garcia-Gomez algorithm [5],
and the interpolated impulse responses with the proposed algo-
rithm considering (a),(c),(e),(g) left ear, and (b),(d),(f),(h) right
ear for the scenario 1 (first row), scenario 2 (second row), scenario
3 (third row), scenario 4 (fourth row).

for a fixed elevation angle ϕ as

MSE(ϕ) =
1

Q

Q∑

q=1

[
1

K

K−1∑

k=0

(∣∣∣Hm(ϕ, ϑq, k)
∣∣∣ −

∣∣∣HI(ϕ, ϑq, k)
∣∣∣
)2

]
, (2.16)
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 2.21: Comparison between the measured frequency response, the inter-
polated frequency response following the Garcia-Gomez algorithm
[5], and the interpolated frequency responses with the proposed al-
gorithm considering (a),(c),(e),(g) left ear, and (b),(d),(f),(h) right
ear for the scenario 1 (first row), scenario 2 (second row), scenario
3 (third row), scenario 4 (fourth row).
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(a) (b)

(c) (d)

(e) (f)

Figure 2.22: Comparison between (a)-(b) the measured frequency responses,
(c)-(d) the frequency responses interpolated with the Garcia-
Gomez algorithm [5], and (e)-(f) the frequency responses interpo-
lated with the proposed algorithm for the left and the right ears,
respectively, varying the azimuth ϑ and considering an elevation
of ϕ = 0◦.
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where K = 1024, that is the number of frequency bins, and Q is the number

of considered angles ϑq along the azimuth for a full 360◦ turn for a certain

elevation ϕ. To perform the comparison with the measured responses, only

the azimuth angles provided by the database are considered. For each azimuth

angle, the interpolated impulse response is obtained by the interpolation of

the two impulse responses related to the two adjacent positions. In Table 2.3,

different angles of elevation (i.e., ϕ = −30◦, −20◦, −10◦, 0◦, 10◦, 20◦, 30◦) are

considered for the MSE calculation. The proposed algorithm exhibits the lowest

values of error, proving its effectiveness. This result is confirmed in Figure

2.22, where a magnitude frequency responses comparison is shown, varying

the azimuth and considering an elevation of ϕ = 0◦. The proposed technique

produces a uniform, similar to the one obtained with the measured HRTFs,

while the reference interpolation shows discontinuities, especially for azimuth

angles between 200◦ and 300◦.

Subjective results

The interpolated HRTFs have been used to filter the stereo soundtracks in

real time using the NU-Tech software [84], following the scheme of Figure 2.12.

The filtered tracks have been saved and evaluated by a listening panel and

have been reproduced over headphones. The listening panel was composed of

26 listeners, 12 men and 14 women aged between 21 and 56, of which 15 were

expert listeners and 11 were not. Listeners are defined as experts if they have

already practiced subjective listening tests and are able to perceive relatively

subtle degradations, as declared in [87]. Each test consisted of 3 tracks lasting

30 s, with the same song filtered by: the measured HRTFs, the interpolated

ones with the reference algorithm of [5], and the interpolated HRTFs with

the proposed method. According to ITU-R BS.1289-2 [87], for each track the

listeners have to evaluate:

• Source localization: the listeners can specify the source localization

by choosing among 4 possibilities: northeast (scenario 1 with ϑv = 15◦

and ϕv = −20◦), southeast (scenario 2 with ϑv = 144◦ and ϕv = 30◦),

southwest (scenario 3 with ϑv = 225◦ and ϕv = −20◦), and northwest

(scenario 4 with ϑv = 315◦ and ϕv = 20◦).

• Spatial Impression: the listeners must evaluate how much the perfor-

mance appears to take place in an appropriate spatial environment.

• Transparency: the listeners must judge if all details of the performance

can be clearly perceived.

Both spatial impression and transparency are evaluated with a score between

1 (bad) and 5 (excellent), according to the unipolar discrete five-grade scale
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Table 2.4: List of soundtracks used for the listening tests

Genre Author Sound Track Scenarios
Pop Daft Punk Get Lucky 1,4
Rock Pink Floyd Money 2,4
Jazz Sarah Vaughan Lullaby of Birdland 1,3
Classical Tchaikovsky The Nutcracker Op. 71 Act I 2,3

Measured Garcia-Gomez Proposed
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Figure 2.23: Subjective results of the interpolation algorithm applied to HRTFs
considering scenario 1 (S1, first column), scenario 2 (S2, second
column), scenario 3 (S3, third column) and scenario 4 (S4, fourth
column), evaluating (a), (b), (c), (d) the percentage of right re-
sponses on the source localization, (e), (f), (g), (h) the spatial
impression, and (i), (j), (k), (l) transparency.

of [87]. Four different songs have been employed using four music genres and for

each song, only two scenarios have been considered, as shown in Table 2.4, to

reduce the duration of the overall listening test. In this way, for each scenario,

two music genres are evaluated.

The results are reported in Figure 2.23. The source localization (shown in

the first row of Figure 2.23) is evaluated in terms of the percentage of right

responses. Regarding source localization, the proposed method shows much
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better results in the case of pop music (cf. Figures 2.23(a)-(d)), reaching around

60%. Instead, the algorithm of [5] seems to be more accurate with jazz music

for scenario 3 (cf. Figure 2.23(c)) and for scenario 4 with rock music (cf. Figure

2.23(d)). For scenario 2, the measured HRTFs produce the lowest localization

accuracy, especially with rock music, which exhibits a percentage of 27%. This

value indicates the difficulty of detecting the position (ϑ = 144◦, ϕ = 30◦) and

makes the results obtained by the two interpolation methods less significant.

The spatial impression and transparency scores reach values between 3 (Fair)

and 4 (Good) for all three cases. The proposed algorithm reaches higher scores

than the algorithm of [5] in most of the cases, especially in scenario 2 (cf.

Figures 2.23(f)-(j)) and scenario 4 (cf. Figures 2.23(h)-(l)) in terms of both

spatial impression and transparency.

2.2.7 Experimental results on BRIRs

The proposed interpolation algorithm presented in Section 2.2.3 has been also

tested with BRIRs, where the room reverberation is considered. In this case,

the automatic calculation of the mixing time, described in Section 2.2.4, has

been added and BRIRs have been measured at different distances. A dataset of

BRIRs recorded in a room with a rectangular shape of dimensions 4.5m x 7m

x 2.8m has been created. The reverberation time of the room is T60 = 390 ms.

The BRIRs have been measured with a sampling frequency of Fs = 48 kHz and

a length of 8192 samples (i.e., an order of N = 8191) using the Brüel & Kjær

head and torso simulator type 4128C and the soundcard Scarlett Focusrite 2i2

2nd generation. The experimental results are divided into objective results and

subjective results.

Objective results

Objective results are obtained by evaluating the interpolation algorithm con-

sidering two different values of the distance, i.e., ρ = 1 m and ρ = 2 m. As

described in Section 2.2.4, the mixing time is equal to 8.3 ms when ρ = 1 m,

while it is equal to 20 ms when ρ = 2 m (cf. Figure 2.18). The BRIRs are mea-

sured along the azimuth every 5◦ and, for each position of the virtual sound

source ϑv, the interpolated BRIR is calculated by interpolating the two mea-

sured BRIRs at the positions ϑ1 = ϑv − 5 and ϑ2 = ϑv + 5. In this case, the

analysis is different from the one carried out for HRIRs, since the aim is to

evaluate the effectiveness of the mixing time calculation in the interpolation

algorithm. Figure 2.24 shows the results obtained for BRIRs at a distance of

ρ = 1 m using the value of mixing time that is given by the automatic algorithm

and a smaller mixing time to show how the algorithm behaves with different

tm. It can be seen that the impulse responses are more reverberant than the
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(a) (b)

(c) (d)

Figure 2.24: Comparison between the measured impulse response and the in-
terpolated one at the azimuth ϑv = 30◦ and distance ρ = 1 m in
(a)-(c) the time domain and in (b)-(d) the frequency domain of
the (a)-(b) left ear and the (c)-(d) right ear, using two different
values of the mixing time: tm = 5 ms and tm = 8 ms.

HRIRs shown in Section 2.2.6 due to the reverberation introduced by the room.

In particular, in Figures 2.24(a) and 2.24(c), the interpolated impulse response

in the time domain is shown, in comparison with the measured BRIR. The blue

line is the measured BRIR, the red line is the interpolated BRIR with the auto-

matic tm and the green line is the BRIR with a smaller tm. Figure 2.24(a) refers

to the left ear and Figure 2.24(c) to the right ear. This case shows that the

mixing time is very important to achieve a good performance in interpolation

because, if the mixing time is too low, the peak detection and matching cannot

properly work, as shown in Figures 2.24(b) and 2.24(d), where the BRIRs are

plotted in the frequency domain. As shown in the Figures, using a low tm

produces notches at different frequencies. In Figures 2.25(a) and 2.25(c), the

interpolated impulse responses at a distance of ρ = 2 m are shown using the

mixing time previously calculated at 1 meter and the mixing time recalculated

using the impulse response at 2 meters. This case shows the usefulness of an

automatic approach to calculate the mixing time. In fact, the two cases in-

volve two BRIRs measured at the same azimuth ϑv = 30◦, but two different

distances. The results show that the increase in the distance changes enough

the value of the mixing time, proving that a wrong prediction of the tm could

make the interpolation algorithm unreliable.
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(a) (b)

(c) (d)

Figure 2.25: Comparison between the measured impulse response and the in-
terpolated one at the azimuth ϑv = 30◦ and distance ρ = 2 m in
(a)-(c) the time domain and in (b)-(d) the frequency domain of
the (a)-(b) left ear and the (c)-(d) right ear, using two different
values of the mixing time: tm = 8 ms and tm = 20 ms.

Subjective results

The proposed algorithm has been perceptually evaluated through listening

tests. The involved listeners were asked to evaluate two attributes using a

pair of headphones as a playback device. The listening panel was composed of

18 listeners, of which 12 were men and 6 were women. Each test consisted of

comparing two tracks with a reference track. The tracks reproduced a mov-

ing sound source from 30◦ to 60◦ with a step of 5◦ along the azimuth. The

source moves 5◦ every 3 seconds, obtaining a total track duration of 21 seconds.

The reference track was obtained by the convolution of the input signal with

the measured BRIRs at the distance ρ = 1.5 m, while the two test tracks are

obtained by the convolution with:

I) the interpolated BRIRs imposing a fixed mixing time of tm = 8 ms arbi-

trarily chosen;

II) the interpolated BRIRs with the proposed method with the automatic

calculation of the mixing time, resulting in tm = 15 ms.

For each position of the virtual sound source ϑv, the interpolated impulse

response is calculated by interpolating the two measured BRIRs at the positions
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tm=8 ms tm=15 ms
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Figure 2.26: Results of the subjective tests evaluating the interpolation algo-
rithm applied to BRIRs with two values of the mixing time (i.e.,
tm = 8 ms and tm = 15 ms) in terms of (a) the spatial impression
and (b) the transparency.

ϑ1 = ϑv − 5 and ϑ2 = ϑv + 5, respectively. The listening tests were carried out

according to ITU-R BS.1284-2 [87] evaluating the spatial impression (i.e., if the

performance seems to take place in an appropriate spatial environment), and

the transparency (i.e., if all the details of the performance are clearly perceived).

The score may assume values from −3 (much worse) to 3 (much better), using

a bipolar discrete seven-grade scale where the 0 means that the test track

is perceived as the same as the reference one. The same soundtracks of the

experiments described in Section 2.2.6, shown in Table 2.4, are employed to

evaluate the algorithm changing the spectral contents of the reproduced song.

Figure 2.26 shows the results obtained through the listening tests, which have

been analyzed considering a 95% confidence interval. The subjective results

show the effectiveness of the proposed algorithm, proving that a wrong mixing

time could damage the listening experience, in terms of both spatial impression

and transparency. In fact, the first case that uses a small mixing time of

tm = 8 ms exhibits the lowest scores for all the employed tracks. In particular,

it shows the worst performance with rock music, reaching a score of −1.2 on

spatial impression and of −1 on transparency. The second case, which employs

the automatic calculation of the exact mixing time (resulting in tm = 15 ms),

shows good performance. The obtained scores are around 0 in most of the cases

and this means that the perceived sound is similar to the one obtained with the

measured BRIRs. In particular, the spatial impression seems even better than

the one obtained with the measured BRIRs, since the scores are all positive

except in the case of rock music and the highest result is 0.5, reached with the

classical music. The results obtained with tm = 15 ms for the transparency

attribute are a bit lower than zero except for pop music, but they are still

better than the case where tm = 15 ms, as expected.
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2.3 Immersive audio rendering over loudspeakers

When the reproduction of immersive audio systems is achieved through two

or more loudspeakers, the crosstalk phenomenon occurs. In a stereophonic

system (i.e., two loudspeakers), the crosstalk signals are represented by the

sound reproduced by the left loudspeaker that reaches the right ear and the

sound reproduced by the right loudspeaker that reaches the left ear. A reliable

immersive audio rendering, comparable to headphones reproduction, can be

obtained using a crosstalk cancellation algorithm that attenuates or eliminates

the unwanted signals. In this section, a binaural system for the reproduction

over loudspeakers and an adaptive CTC algorithm are presented.

2.3.1 Background on binaural loudspeakers rendering

While the binaural synthesis over headphones can be easily obtained by HRTFs

interpolation, the reproduction over loudspeakers does not guarantee the chan-

nel separation, so it can be affected by the crosstalk phenomenon. For this

reason, crosstalk cancellation algorithms are required when two or more loud-

speakers are involved. The simplest crosstalk cancellation procedure consists

of the HRTF inversion. It was introduced by Bauer in [13] and employed by

Schroeder and Atal for concert hall recordings [88, 89]. Despite the simplicity

of this approach, the transfer function inversion is not always possible due to

the non-minimum-phase characteristics of most systems. For this reason, more

efficient CTC algorithms have been studied over the years. The least mean

square (LMS) algorithm is one of the most employed thanks to its simplicity

and robustness [90, 91]. Since LMS has a low convergence rate in the case

of colored noise as input, it can be improved by applying subband adaptive

structures [92]. However, the CTC techniques discussed above necessitate the

knowledge of the HRTFs and are sensitive to listener head movements. In this

context, Glasgal [93] proposed the recursive ambiophonic crosstalk elimination

(RACE) algorithm that is based on the inversion and attenuation of unwanted

signals and does not require the HRTFs knowledge. In [94], a CTC system that

applies the RACE algorithm to a linear loudspeaker array in combination with

least squares frequency invariant (LSFI) beamforming is proposed. The system

is then used in [95] and compared to the pressure matching (PM) beamforming.

2.3.2 Binaural synthesis over loudspeakers

The binaural system described in Section 2.2 is adapted for the reproduction

over loudspeakers, by adding the RACE algorithm of [93] to reduce the crosstalk

signals, as shown in Figure 2.27. The RACE has been chosen for the proposed

system because it allows the reduction of the crosstalk signals without know-
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Figure 2.27: Total scheme of the proposed system for immersive audio rendering
over loudspeakers.

ing the impulse responses which characterize the acoustic path between the

loudspeakers and the listener, avoiding further filtering process. In fact, the

algorithm requires only the knowledge of the distance between the loudspeakers

and the listener (du), the distance between the two loudspeakers (d), and the

listener head radius (rhead), considering the generic setup of Figure 2.28(a),

in which the listener is located in the middle of the two loudspeakers. Fig-

ure 2.28(b) shows the scheme of the RACE. It is a recursive algorithm, where

the undesired signal is inverted, properly attenuated, delayed, and added to

the other channel. However, the added signal could, in turn, introduce an

unwanted contribution that has to be deleted: this creates a recursive “ping-

pong” correction between the left and right channels. The RACE algorithm is

applied to guarantee an accurate 3D audio experience over loudspeakers. The

attenuation typically assumes values between -2 dB and -3 dB, while the delay

depends on the value of ITD, computed as [96]

ITD =
rhead

c
(θu + sin θu), (2.17)

where c = 343 m/s is the sound speed and θu = arctan [d/(2du)] is the angle

that defines the loudspeaker direction (cf. Figure 2.28(a)). Typical values of the

delay are between 60µs and 100µs. The proposed system has been evaluated

using the NU-Tech software [84], by performing subjective tests. The effective-

ness of the interpolation algorithm has been already proved and discussed in

Section 2.2.6. Therefore, in this case, the study is focused on evaluating the

performance of the RACE. The reproduction over headphones, which uses only

the interpolation algorithm, is compared with the reproduction over loudspeak-

ers, which implements the whole system (interpolation and RACE), carried out

in a normal living environment. Listening tests have been carried out with the

purpose of verifying that the spatialization introduced by the moving sound

source and perceived with headphones is maintained also with loudspeakers,
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Figure 2.28: (a) setup parameters and (b) scheme of the RACE algorithm.

adding the RACE algorithm. For the reproduction over headphones, the lis-

tening panel was composed of 14 expert listeners, 9 men and 5 women aged

between 21 and 50. 10 of those expert listeners (4 men and 6 women aged

between 21 and 41) have carried out also subjective tests over loudspeakers

to evaluate the whole system. The listeners were asked to maintain a fixed

position as much as possible. The employed tracks had a length of 20 s and

reproduce a moving sound source riding along the following possible paths:

• from right to left in front of the listener;

• from left to right in front of the listener;

• from right to left behind the listener (back);

• from left to right behind the listener (back);

where right corresponds to the azimuth ϑ = 90◦ and left to the azimuth

ϑ = −90◦. The HRTFs have been taken from the MIT Media Lab database [1]

without any down-sampling on the measurement grid. The sound source moves

along a semicircle and the movement has been produced by the HRTFs inter-

polation with steps of 9◦. Thus, the HRTF interpolation is always carried

out between two nearby measurement points, whose distance depends on the

database. For example, for ϕ = 0◦, the measurement step along the azimuth

is 5◦, so the first HRTF related to ϑv = 9◦ is calculated by interpolating the

HRTFs at the positions ϑ1 = 5◦ and ϑ = 10◦. Moreover, three different val-

ues for the elevation have been considered: ϕ = −35◦, ϕ = 0◦, and ϕ = 35◦.

For subjective tests, the HRTFs have been taken from the MIT Media Lab

database [1] without any down-sampling on the measurement grid. The lis-

tening panel was asked to detect the left/right movement (i.e., if the sound

source is moving from left to right or vice versa), the front/back sound location

(i.e., if the sound comes from the front or the back), and the elevation, choos-

ing between −35◦, 0◦, and 35◦. Moreover, listeners had to judge the spatial
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impression and the transparency of the performance [87]. Both spatial impres-

sion and transparency could be quantified with a score between 1 (bad) and 5

(excellent), according to the unipolar discrete five-grade scale of [87]. For the

experiments, two different tracks have been engaged: pop music and speech.

The results are reported in Figure 2.29. In particular, the left/right confusion,

the front/back confusion, and the elevation accuracy are evaluated in terms

of the percentage of right responses and are shown in Figures 2.29(a)-(b)-(c),

respectively. The results on spatial impression and transparency have been

analyzed by mean with a 95% confidence interval and are shown in Figures

2.29(d)-(e), respectively. The subjective tests have produced excellent results

evaluating the left/right source position, in fact, the percentage of right re-

sponses is around 100% with both headphones and loudspeakers (cf. Figure

2.29(a)). The front/back positions are more discernible with headphones (cf.

Figure 2.29(b)), while the elevation seems to be difficult to be detected in both

cases (cf. Figure 2.29(c)). Instead, the spatial impression and the transparency

show good scores. In this case, the headphones reproduction seems to perform

better when music is considered, while the loudspeakers reproduction reaches

higher values with speech (Figure 2.29(d)-(e)).
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Figure 2.29: Results of the listening tests evaluating the percentage of right
responses on (a) left/right sound movement (from right to left or
vice versa), (b) front/back sound location and (c) the elevation
of the sound source, and testing (d) the spatial impression and
(e) the transparency, comparing only the interpolation algorithm
through headphones reproduction with the whole proposed system
(with RACE) through loudspeakers reproduction.
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2.3.3 Subband adaptive crosstalk canceller

The main problem of fixed CTC algorithms, like RACE, is the lack of robustness

towards the listener’s head movements. This section presents the subband

adaptive crosstalk canceler system of [21] that is based on the approach of [92]

with the addition of a head tracking system and HRTFs interpolation.

The proposed system is shown in Figure 2.30. In this case, the CTC requires

the knowledge of the HRTFs which define the four acoustic paths between the

two loudspeakers and the listener ears, i.e., Hll, Hlr, Hrl, and Hrr, as shown in

Figure 2.30(a). The scheme of the proposed system is shown in Figure 2.30(b)

and is composed of three main blocks: the first block is the head tracker that

allows obtaining the x-y coordinates px and py of the listener’s head. The co-

ordinates are sent to the second block which is the HRTFs interpolator. The

interpolation algorithm allows loading the HRTFs from the database just if the

detected position corresponds to a measurement point, otherwise, it interpo-

lates the impulse responses of the database to obtain the HRTFs related to the

exact position of the listener. The interpolation procedure is applied for all the

four HRTFs (Hll, Hlr, Hrl, Hrr), that describe the four paths of the signal.

The interpolation algorithm is the same as described in Section 2.2.3, consider-

ing the x-y coordinates instead of the spherical ones. Finally, the found HRTFs

are used from the adaptive subband crosstalk canceller, which elaborates the

input signals XL and XR and obtains the loudspeakers outputs YL and YR.

The head tracking is achieved by means of Microsoft Kinect 2.0. The Kinect

is composed of an RGB camera with a resolution of 1920 × 1080 pixels, a

depth camera with a resolution of 320 × 240 pixels, and an array of four micro-

phones. The proposed system exploits the head tracking functionalities of the

Hll Hlr Hrl Hrr

VL VR
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W
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YL YR
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y
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Figure 2.30: (a) setup and (b) scheme of the proposed adaptive CTC system,
based on listener head tracking and HRTF interpolation.
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Microsoft Kinect software development kit (SDK) 2.0. The toolkit offers sev-

eral functions to detect the listener’s face in real-time, obtaining the distance

from the sensor and the x-y coordinates of the listener’s head in the 3D space.

The coordinates are then used by the interpolation algorithm to calculate the

interpolated HRTFs related to the detected position.

Subband crosstalk canceller

Figure 2.30(a) shows a typical two-loudspeaker listening setup, where XL and

XR are the binaural signals sent to the loudspeakers. VL and VR are the signals

perceived at the listener’s ears and can be obtained, in the frequency domain,

as follows: [
VL

VR

]
= H · W ·

[
XL

XR

]
'

[
XL

XR

]
, (2.18)

where H is the HRTFs matrix, i.e.,

H =

[
Hll Hlr

Hrl Hrr

]
, (2.19)

and W is the crosstalk canceller matrix. In the optimal case, the matrix

product H ·W of Equation (2.18) should be an identity matrix, so the crosstalk

canceller filters can be obtained by the HRTFs inversion [13]. In general, the

crosstalk canceller matrix can be defined as

W =

[
W1 W3

W2 W4

]
. (2.20)

Equation (2.18) can be rearranged as follows:

[
eL

eR

]
=

[
HllW1 + HlrW2 HllW3 + HlrW4

HrlW1 + HrrW2 HrlW3 + HrrW4

][
xL

xR

]

=

[
C11 C12

C21 C22

][
xL

xR

]
,

(2.21)

where C11 and C22 are the ipsilateral transfer functions and C12 and C21 are

the contralateral transfer functions. In Equation (2.21), the crosstalk canceller

filters product can be separated as follows:

[
eL

eR

]
=

[
HllxL HlrxL HllxR HlrxR

HrlxL HrrxL HrlxR HrrxR

]



W1

W2

W3

W4


 . (2.22)
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The crosstalk canceller filters W are obtained by implementing the M -

subband adaptive structure presented in [92] and shown in Figure 2.31. The

structure is based on the uniform cosine modulated filterbank of [97]. Starting

from the prototype filter p(n) of order Np, the analysis and synthesis filters

that build the analysis and synthesis filterbanks G and F, respectively, are

obtained as follows,

gk(n) = 2p(n) cos

[
π

M
(k + 0.5)

(
n − Np

2

)
+ γk

]
, (2.23)

fk(n) = 2p(n) cos

[
π

M
(k + 0.5)

(
n − Np

2

)
− γk

]
, (2.24)

where γk = (−1)k π
4 , for 0 ≤ k ≤ M − 1 and 0 ≤ n ≤ Np. The double analysis

filter-bank GG is composed by the M filters Gk(z)Gk(z) for k = 0, . . . , M − 1,

and the M − 1 filters Gk(z)Gk+1(z) for k = 0, . . . , M − 2, as depicted in Figure
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Figure 2.31: Scheme of the subband adaptive crosstalk canceller. Each block
Wm,k (with m = 1, ..., 4 and k = 0, ..., M − 1) has the same im-
plementation. XL and XR describe the input stereo signal and YL

and YR are the loudspeakers outputs.

45



Chapter 2 Immersive Audio Rendering

2.31, with the following impulse responses [98]:

gk(n) ∗ gk(n) ≈ 2[p(n) ∗ p(n)] cos

[
π

M
(k + 0.5)

(
n − Np

2

)
+ 2γk

]
, (2.25)

gk(n) ∗ gk+1(n) ≈ 2q0(n) cos

[
π

M
(k + 0.5)

(
n − Np

2

)]
, (2.26)

where

q0(n) =
[
p(n)ej π

2M
n
]

∗
[
p(n)e−j π

2M
n
]
. (2.27)

The polyphase decomposition [99] is then applied to the double filterbank GG

in order to improve the computational performance. Referring to Figure 2.31,

the signals Xj
i (z), with i = l, r, j = A, B, C, D, are obtained by filtering the

input signals XL and XR with the HRTFs Hll, Hlr, Hrl, and Hrr that define

the four acoustic paths. The double analysis filterbank produces 2M −1 output

signals that, after the downsampling, are defined as

Xj
i,k,k = Xj

i (z
1

M )Gk(z
1

M )Gk(z
1

M ), (2.28)

for k = 0, . . . , M − 1, and as

Xj
i,k,k+1 = Xj

i (z
1

M )Gk(z
1

M )Gk+1(z
1

M ), (2.29)

for k = 0, . . . , M − 2. The signals Xj
i,k,k and Xj

i,k,k+1 are used to update the

adaptation subfilters Wm,k, with m = 1, . . . , 4 and k = 0, . . . , M − 1, through

the least mean square (LMS) algorithm, i.e.,

W1,k(n + 1) = W1,k(n) + µk,l,A[XA
l,k,k(n)El,k(n)+

+ XA
l,k−1,k(n)El,k−1(n) + XA

l,k,k+1(n)El,k+1(n)]+

+ µk,l,C [XC
l,k,k(n)Er,k(n) + XC

l,k−1,k(n)Er,k−1(n)+

+ XC
l,k,k+1(n)Er,k+1(n)],

(2.30)

W2,k(n + 1) = W2,k(n) + µk,l,B [XB
l,k,k(n)El,k(n)+

+ XB
l,k−1,k(n)El,k−1(n) + XB

l,k,k+1(n)El,k+1(n)]+

+ µk,l,D[XD
l,k,k(n)Er,k(n) + XD

l,k−1,k(n)Er,k−1(n)+

+ XD
l,k,k+1(n)Er,k+1(n)],

(2.31)

W3,k(n + 1) = W3,k(n) + µk,r,A[XA
r,k,k(n)El,k(n)+

+ XA
r,k−1,k(n)El,k−1(n) + XA

r,k,k+1(n)El,k+1(n)]+

+ µk,r,C [XC
r,k,k(n)Er,k(n) + XC

r,k−1,k(n)Er,k−1(n)+

+ XC
r,k,k+1(n)Er,k+1(n)],

(2.32)

46



2.3 Immersive audio rendering over loudspeakers

W4,k(n + 1) = W4,k(n) + µk,r,B [XB
r,k,k(n)El,k(n)+

+ XB
r,k−1,k(n)El,k−1(n) + XB

r,k,k+1(n)El,k+1(n)]+

+ µk,r,D[XD
r,k,k(n)Er,k(n) + XD

r,k−1,k(n)Er,k−1(n)+

+ XD
r,k,k+1(n)Er,k+1(n)].

(2.33)

The error signals are calculated by the following equations:

El,k(n) = XL,k(n − ∆2 − M∆1) −
{[

W1,k(n)XA
l,k,k(n)+

+ W1,k−1(n)XA
l,k−1,k(n) + W1,k+1(n)XA

l,k,k+1(n)
]
+

+
[
W2,k(n)XB

l,k,k(n) + W2,k−1(n)XB
l,k−1,k(n)+

+ W2,k+1(n)XB
l,k,k+1(n)

]
+

[
W3,k(n)XA

r,k,k(n)+

+ W3,k−1(n)XA
r,k−1,k(n) + W3,k+1(n)XA

r,k,k+1(n)
]
+

+
[
W4,k(n)XB

r,k,k(n) + W4,k−1(n)XB
r,k−1,k(n)+

+ W4,k+1(n)XB
r,k,k+1(n)

]}
,

(2.34)

Er,k(n) = XR,k(n − ∆2 − M∆1) −
{[

W1,k(n)XC
l,k,k(n)+

+ W1,k−1(n)XC
l,k−1,k(n) + W1,k+1(n)XC

l,k,k+1(n)
]
+

+
[
W2,k(n)XD

l,k,k(n) + W2,k−1(n)XD
l,k−1,k(n)+

+ W2,k+1(n)XD
l,k,k+1(n)

]
+

[
W3,k(n)XC

r,k,k(n)+

+ W3,k−1(n)XC
r,k−1,k(n) + W3,k+1(n)XC

r,k,k+1(n)
]
+

+
[
W4,k(n)XD

r,k,k(n) + W4,k−1(n)XD
r,k−1,k(n)+

+ W4,k+1(n)XD
r,k,k+1(n)

]}
,

(2.35)

where ∆1 is a modeling delay that considers the HRTFs matrix H and ∆2 is

the analysis/synthesis filter-bank delay. The step sizes µk,i,j are normalized by

the sum of instantaneous powers of the signals as follows:

µk,i,j =
µ

ε + P j
i,k,k + P j

i,k−1,k + P j
i,k,k+1

, (2.36)

where ε is a small coefficient, j = A, B, C, D, i = l, r, k = 1, ..., M and the

power is calculated as

P j
i,k,k(n + 1) = ηP j

i,k,k(n) + (1 − η)[Xj
i,k,k(n)]2, (2.37)

and

P j
i,k,k+1(n + 1) = ηP j

i,k,k+1(n) + (1 − η)[Xj
i,k,k+1(n)]2, (2.38)

where η is a constant that can range from 0 to 1, i = l, r and j = A, B, C, D.
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The CTC filters of the matrix W are calculated from their respective subfilters

Wm,k as

Wm(z) =
M−1∑

k=0

Wm,k(zM )Fk(z), (2.39)

where Fk(z) is the kth filter of the synthesis filterbank, and m = 1, . . . , 4.

Experimental setup

Before implementing the blocks of the proposed system, a database of HRTFs

has been created. The setup used for the measurements is shown in Figure

2.32(a). The HRTFs have been measured using a Brüel & Kjær mannequin,

that is connected to the input of a Focusrite sound card. Two Genelec loud-

speakers are connected to the sound card as output, and the sound card is

connected to the PC via USB. The Kinect allows the detection of the dummy

head position and is connected to the PC. For the acquisitions, the maximum

length pseudo-random binary sequence (MLS), a sample rate of Fs = 44.1 kHz,

and a HRTFs length of 1024 samples have been applied. The impulse responses

have been measured in nine positions, reported in Figure 2.32(b), considering

that (0;0) is the Kinect position. The HRTFs acquisitions have been carried

out in a semi-anechoic chamber and for each position, four HRTFs have been

measured, corresponding to hll, hlr, hrl and hrr, using the NU-Tech software.

Figure 2.33 shows the NU-Tech board for the real-time implementation of the

whole system, in which three plugins have been realized: the head tracker,

which detects the x-y coordinates of the listener’s head, the HRTFs interpola-

tor, that calculates the interpolated head-related impulse responses referred to

PC

NU-Tech
Software

Kinect 2.0

B&K 4128-C
Mannequin

Genelec 
8020A

B&K 
PS 2829

Focusrite
Scarlett 2i2

(a)

KINECT
60 cm

x

y

(-51;160) (0;160) (51;160)

(-50;110) (0;110) (48;110)

(-45;90) (0;90) (50;90)

(b)

Figure 2.32: (a) scheme of the setup used for HRTFs measurement and (b) x-y
positions (in cm) of the measured HRTFs.
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2.3 Immersive audio rendering over loudspeakers

Figure 2.33: NU-Tech implementation of the proposed adaptive CTC system.

the detected position and is implemented as explained in Section 2.2.5, and the

crosstalk canceller, that evaluates the canceller filters depending on the HRIRs

and elaborates the binaural input signal obtaining the output signals and the

error signals.

Experimental results

The proposed system has been tested using the NU-Tech software, imposing a

sample rate of Fs = 44.1 kHz and a frame size of 4096 samples. Two tests have

been carried out applying the following parameters:

• Test 1: uncorrelated white noise as input, a step size µ = 5e−4, a

coefficient ε = 5e−11 and a power normalization of η = 0.9;

• Test 2: two different songs as inputs, a step size µ = 5e−4, a coefficient

ε = 5e−5, and a power normalization of η = 0.9.

The experimental results are evaluated in terms of ipsilateral and contralateral

transfer functions C11 and C12, respectively. The inversion is achieved when

the ipsilateral response converges to identity, i.e.,

[
C11 C12

C21 C22

]
=

[
AW1 + BW2 AW3 + BW4

CW1 + DW2 CW3 + DW4

]
=

[
1 0

0 1

]
. (2.40)

Figure 2.34 shows the responses C11 and C12 obtained in the first test, with

white noise as input. Moreover, the mean squared error (MSE) is calculated to

evaluate the convergence rate of the algorithm. The MSE of the ith channel is
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(a) (b)

(c) (d)

Figure 2.34: Ipsilateral and contralateral frequency response considering (a)
M = 8 bands, (b) M = 16 bands, (c) M = 32 bands, (d) M = 64
bands, and uncorrelated white noise as input.

obtained as

MSEi(n) = E

[
M−1∑

k=0

E2
i,k(n)

]
, (2.41)

where E[·] represents the expected value and i = l, r. Figure 2.35 shows the

MSE of the left channel for a different number of subbands M . These results

have proved the effectiveness of the algorithm showing an improvement with

the increase of the subbands number, both in terms of channel separation

and error-signal evolution. Moreover, the convergence rate increases with the

number of bands, making the CTC algorithm faster and more suitable for real-

time communication with the head-tracker.

The second test evaluates the CTC algorithm with songs as input and Figure

2.36 shows the results in terms of ipsilateral and contralateral responses. Also

in this case, the channel separation increases with the number of subbands

and this is more relevant at the low frequencies, due to the spectrum of the

employed songs that is concentrated at the low frequencies. Informal listening

tests have been performed in order to evaluate the crosstalk cancellation in

terms of subjective acoustic perception. The involved listeners have verified

the algorithm’s effectiveness reporting a good channel separation and sound

quality.
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2.4 Conclusions of immersive audio rendering

Figure 2.35: MSE of the adaptive CTC algorithm varying the number of sub-
bands M .

(a) (b)

(c) (d)

Figure 2.36: Ipsilateral and contralateral frequency response considering (a)
M = 8 bands, (b) M = 16 bands, (c) M = 32 bands, (d) M = 64
bands, and two different songs as inputs.

2.4 Conclusions of immersive audio rendering

This chapter has presented effective algorithms for immersive audio rendering.

The importance of HRTFs in this type of system has been underlined and

analyzed. The dependence of the HRTF on the type and the position of the

microphone has been examined through a comparative analysis of HRTF mea-

surements. Successively, a system for binaural synthesis over headphones [18]

has been presented. The proposed system is based on a HRTF interpolation
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algorithm, which splits the impulse responses into early reflections and rever-

berant tails and separately elaborates the two parts. The proposed interpo-

lation algorithm has been evaluated through objective and subjective tests in

comparison with a previous technique, used as a reference. The experimental

results have shown good performances of the presented system in terms of es-

timated HRTFs, mean squared error, and sound quality in listening tests. The

interpolation algorithm has been applied also to real reverberant environments,

where BRIRs are involved, and an automatic procedure for the mixing time

calculation [19] has been added to the system. The results on BRIRs have

proved the effectiveness of the interpolation algorithm and the importance of

guaranteeing a precise estimation of the mixing time. Then, the binaural sys-

tem has been adapted to loudspeakers reproduction by adding a fixed crosstalk

cancellation algorithm, i.e., RACE [20]. The reproduction over loudspeakers

has been compared to the headphones’ reproduction through listening tests,

obtaining great results. However, fixed CTC solutions are too sensitive to the

listener’s head movements. Therefore, an adaptive crosstalk canceller based on

a subband structure [21] has been presented. The system is capable to detect

the position of the listener and adapt the crosstalk cancellation filters. Exper-

imental results have proved that the algorithm is more effective for a greater

number of subbands, showing a better channel separation.
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Chapter 3

Equalization and Multichannel

Systems for Audio Enhancement

Audio equalization is a DSP procedure that aims at reducing the errors caused

in the listening experience by the environment or the reproduction system.

Equalizers can be classified into manual and automatic EQs [14]. The manual

EQs do not need a microphone and the user can adjust the parameters accord-

ing to his/her equalization preference. The graphic equalizer is an example

of manual equalization and allows modifying the gains of different frequency

bands [100–102]. The automatic procedure needs a microphone to measure the

room impulse response that must be equalized [103]. In this case, adaptive

solutions can be employed to update the equalization curve with the possible

changes in the environment. Figure 3.1 shows a classification of the main equal-

ization procedures that can be found in the literature. This chapter presents

effective techniques for the development of audio equalizers and is organized as

follows. Section 3.1 proposes efficient designs for graphic equalizers. Section

3.2 describes a subband adaptive room response equalization method for mul-

tichannel systems. Section 3.3 presents a linear-phase crossover network used

Figure 3.1: Classification of the audio equalization procedure.
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in multichannel reproduction. Finally, Section 3.4 concludes the part of audio

equalization.

3.1 Graphic equalizers

Graphic equalizers allow the user to adjust the gain of each frequency band,

so they are designed through filterbanks which split the input signal into M

bands. Three efficient implementations of graphic equalizers are proposed in

this section. They are all based on interpolated FIR filters in order to guarantee

a linear phase response and a reduced computational complexity. The first

GEQ is a linear-phase uniform GEQ, where all the bands have the same width.

To further reduce the computational complexity and obtain a logarithmic band

division, a linear-phase octave GEQ is successively proposed. Finally, a quasi-

linear-phase octave GEQ is presented to lower the latency of the system.

3.1.1 Background on graphic equalizers

Manual equalization consists of parametric equalizers and graphic equalizers.

Parametric equalizers give more possibilities to the user that can modify the

gain, center frequency, and quality factor Q (or bandwidth) of each filter

[101, 104]. Alternatively, graphic equalizers can be seen as specific filterbanks

where the user can adjust only the gain of different frequency bands, so the

controls define a graph of the magnitude response [14,100,105]. Graphic equal-

izers can be minimum-phase or linear-phase. Minimum-phase GEQs present

the smallest latency and are not affected by pre-ringing effects, so they are

suitable for live music applications. Differently, linear-phase GEQs preserve

the original phase of the signal avoiding audible phase distortion effects [106],

so they are preferred for certain applications, such as multichannel equaliza-

tion [107], speech processing [108], parallel processing, phase compatibility

of audio equipment, and crossover network design. Focusing on GEQs de-

sign, minimum-phase GEQs are traditionally realized by a set of infinite im-

pulse response (IIR) filters connected either in cascade [100,109–111] or paral-

lel [100,112–114]. In [111,114,115], minimum-phase GEQs are implemented by

second-order IIR sections (a.k.a. biquads) guaranteeing good accuracy and low

computational cost. On the other side, linear-phase GEQs are developed by

FIR filters [14] that can exhibit an arbitrary phase response and do not suffer

from numerical problems, which may occur when IIR filters are involved. The

earliest implementations of FIR GEQs date to the 1980s [116–118]. FIR GEQs

can be realized by parallel structure [116, 117, 119] or as a single high-order

filter that is used to approximate the target frequency response specified by

the user [119]. The definition of a target curve is not a trivial task, because it
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can be obtained by the interpolation [118,120], but the EQ target curve is not

well-defined between the command-gain points. Moreover, a filter length of at

least several thousand is required to suit the target response at low frequen-

cies [118,121–123]. In addition, the FIR filter should be completely redesigned

whenever a gain is modified, increasing the computational load and making

it unsuitable for real-time applications. Aiming at reducing the computa-

tional complexity of FIR GEQs, frequency-warped FIR filters [124,125] allow to

shorten filter lengths, but show a non-linear phase response. Another solution

for computational cost reduction is the fast convolution [126–129], where, for

every input frame, the discrete Fourier transform of the signal is multiplied by

the filter’s impulse response, and the result is inverse transformed. Applying the

fast Fourier transform (FFT), a good computational efficiency can be reached.

Although the frame-based processing causes much latency, the FFT-based pro-

cessing allows for a linear phase response [127]. Other linear-phase FIR GEQ

implementations are based on multirate approaches [117,118,122,130]. In this

case, every band works at different sample rates (e.g., the lowest frequencies

use the slowest rate), and after the filtering, all the bands are upsampled to

the original sample rate and summed. In [131], a FIR GEQ design, based on

interpolated FIR (IFIR) filters [132], is proposed. However, the GEQ of [131]

is a uniform equalizer (i.e., the audio frequencies are divided into equal bands),

differently from standard graphic equalizers, which use a logarithmic band di-

vision [14].

3.1.2 Linear-phase uniform graphic equalizer

The filterbank for the development of the linear-phase uniform GEQ, proposed

in [22], is built applying the definition of IFIR filters. IFIR filters are composed

of a cascade of two FIR filters [132], as shown in Figure 3.2, and the overall

frequency response of the IFIR structure is computed as

HIFIR(z) = F (zL)G(z), (3.1)

where the first FIR is designed from the model filter F (z) applying an upsam-

pling by a factor L, while the second FIR G(z) is called interpolator which is

designed to attenuate the unwanted copies of F (z), due to the interpolation

F(zL) G(z)
x(n) y(n)

HIFIR(z)

Figure 3.2: Cascade of two FIR filters which represents the IFIR implementa-
tion.
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procedure. In fact, the cutoff frequency of the model filter F (z) is L times

greater than the cutoff frequency of the desired filter, so F (z) can be designed

using a lower order NF. The interpolation procedure consists of adding L − 1

zeros after each sample of the impulse response of F (z). The upsampling allows

obtaining the desired cutoff frequency and generates unwanted copies, which

are deleted by the interpolator G(z).

In Figure 3.3, the complete IFIR filterbank scheme for the development of

a uniform GEQ is reported. Fi(z) is the model filter, Li is the interpolation

factor, Gm(z) is the interpolator, gm is the assigned gain, and ∆m is the syn-

chronization delay of the mth band, with m = 1, ..., Υ, ..., M , i = m for m ≤ Υ,

where M is the number of bands and must be an odd number, while Υ is the

central band and is calculated as the next half-integer of M , i.e., Υ = (M+1)/2.

For the uniform equalizer, the normalized digital center frequency of the mth

band ωc,m is calculated as

ωc,m =
π(2m − 1)

2M
. (3.2)

In the following, normalized digital frequencies ω are taken into account and

they are linked to the respective analog frequencies f as ω = 2πf/Fs, where Fs

is the sampling frequency. The filters are designed using the Parks-McClellan

algorithm [133], which allows determining the order of the filter, knowing the

specifications on the cutoff frequencies and ripple amplitude. The specifications

on the ripple are the same for all the bands. In particular, starting from the

attenuation (in dB) of the passband Ap and of the stopband As, the respective

ripple amplitudes can be obtained as

δp =
10Ap/20 − 1

10Ap/20 + 1
, (3.3)

F1(z
L1) 

F2(z
L2)

F (zL 

G1(z)

G2(z)

G (z)

GM-1(z)

GM(z)

+
y(n)

x(n)

z-Δ1

z-Δ2

z-Δ

z-Δ

Mz-Δ

gM-1

g
1

g
2

g

g
M

ϒ 

ϒ)
ϒ 

ϒ 

ϒ 

M-1

Figure 3.3: Scheme of the linear-phase uniform equalizer based on IFIR filters.
The filterbank is designed with Υ = (M + 1)/2 model filters Fm(z)
and M interpolator filters Gm(z).
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for the passband, and

δs = 10As/20, (3.4)

for the stopband. The filterbank bands are designed in pairs (the first with

the last, the second with the second-to-last, and so on), except for the central

one. In fact, for each pair only a filter F (z) is employed. The first and the

last band consist of lowpass and highpass filters, respectively, while the central

bands consist of bandpass filters. In the following, the entire construction of

the IFIR filterbank is explained in detail.

First and last band of the uniform equalizer

The first and the last band are obtained from the same filter F1(z). The

passband cutoff frequency ωp,1 and the stopband cutoff frequency ωs,1 of the

first lowpass filter are computed as

ωp,1 =
π

M
− η∆ω, (3.5)

ωs,1 =
π

M
+ (1 − η)∆ω, (3.6)

where M is the total number of subbands, ∆ω is the transition band, and η

is a parameter that can take values from 0 to 1 and establishes the overlap

between nearby bands. Considering Figure 3.3, the filter F1(z) is a FIR filter

with the following specifications:

F1(z) :

{
ωF

p,1 = L1ωp,1, δF
p =

δp

2

ωF
s,1 = L1ωs,1, δF

s = δs

, (3.7)

where δp and δs are the ripples in passband and stopband, respectively, and the

interpolation factor L1 is the even value closest to Lopt
1 , obtained as follows:

Lopt
1 =

⌊
2π

ωs,1 + ωp,1 +
√

2π(ωs,1 − ωp,1)

⌋
. (3.8)

The interpolated filter F1(zL1) narrows the bandwidth of the lowpass filter and

creates several images including a highpass one, that defines the last band of

the filterbank, with the following cutoff frequencies:

ωp,M =
π(M − 1)

M
+ η∆ω, (3.9)

ωs,M =
π(M − 1)

M
− (1 − η)∆ω. (3.10)
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Finally, the lowpass filter G1(z) is computed as

G1(z) :

{
ωG

p,1 = ωp,1, δG
p =

δp

2

ωG
s,1 = 2π

L1
− ωs,1, δG

s = δs

, (3.11)

while the highpass filter GM (z) is designed as

GM (z) :

{
ωG

p,M = ωp,M , δG
p =

δp

2

ωG
s,M = π − 2π

L1
+ ωs,1, δG

s = δs

. (3.12)

Intermediate bands of the uniform equalizer

The intermediate bands are characterized by bandpass filters with the following

normalized cutoff frequencies:

ωsj,m =
π(m − 2 + j)

M
+ (−1)j(1 − η)∆ω, (3.13)

ωpj,m =
π(m − 2 + j)

M
+ (−1)j+1η∆ω, (3.14)

where m = 2, ..., M −1 and j = 1, 2 indicates the first and the second transition

band, respectively. Also in this case the interpolation factor Lm, for m < Υ, is

the even value closest to Lopt
m , obtained by the Equation (3.8) considering the

frequencies ωp2,m and ωs2,m. As mentioned before, the GEQ bands are designed

in pairs (i.e., the first with the last, the second with the second-to-last, and so

on) and each pair shares the same model filter that, for intermediate bands, is

a bandpass filter Fi(z), defined as

Fi(z) :





ωF
s1,i = Liωs1,i, δF

s = δs

ωF
p1,i = Liωp1,i, δF

p =
δp

2

ωF
p2,i = Liωp2,i, δF

p =
δp

2

ωF
s2,i = Liωs2,i, δF

s = δs

, (3.15)

where i = 2, ..., Υ − 1. For each band a filter Gm(z) is applied, as shown in

Figure 3.3. These filters are designed as lowpass filters for the first half of the

filterbank and as highpass filters for the second half, i.e.,

Gi(z) :

{
ωG

p,i = ωp2,i, δG
p =

δp

2

ωG
s,i = 2π

Li
− ωs2,i, δG

s = δs

, (3.16)

Gk(z) :

{
ωG

p,k = π − ωp2,i, δG
p =

δp

2

ωG
s,k = π − 2π

Li
+ ωs2,i, δG

s = δs

, (3.17)
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where i = 2, ..., Υ − 1 and k = M − i + 1.

Central band of the uniform equalizer

The central Υth band is obtained from a lowpass filter FΥ(z) and an inter-

polation factor divisible by four. The cutoff frequencies of the central filter

are obtained following the Equations (3.13)-(3.14) imposing m = Υ. The in-

terpolation factor LΥ is the multiple of 4 closest to Lopt
Υ and less than Lopt

Υ ,

obtained following the Equation (3.8) using the frequencies ωp2,Υ and ωs2,Υ.

The lowpass filter FΥ(z) is designed as

FΥ(z) :

{
ωF

p,Υ = LΥ( π
2 − ωp1,Υ), δF

p =
δp

2

ωF
s,Υ = LΥ( π

2 − ωs1,Υ), δF
s = δs

. (3.18)

Finally, the bandpass filter GΥ(z) is designed as follows:

GΥ(z) :





ωG
s1,Υ = π − 2π

LΥ
− ωs1,Υ, δG

s = δs

ωG
p1,Υ = ωp1,Υ, δG

p =
δp

2

ωG
p2,Υ = ωp2,Υ, δG

p =
δp

2

ωG
s2,Υ = 2π

LΥ
+ ωs1,Υ, δG

s = δs

. (3.19)

Delay computation

The filters of the IFIR filterbank have different lengths, so a synchronization

delay must be applied to each band to synchronize the output signals. The

delay τm of the mth band introduced by the filtering process can be calculated

as

τm =
NF

mLm + NG
m

2
, (3.20)

where m = 1, ..., M , NF
m is the order of the mth filter F (z), NG

m is the order of

the mth filter G(z), and Lm is the mth interpolation factor. It is worth noting

that, for m > Υ, the filters Fm(z) and the respective interpolation factor Lm

are the same as those defined for m < Υ, in accordance with the scheme of

Figure 3.3. Since the GEQ implements a parallel structure, the total delay τ

of the uniform GEQ is defined by the maximum delay among all bands, i.e.,

τ = max {τm : m = 1, . . . , M}. (3.21)

Therefore, the synchronization delay that must be applied to the mth band is

computed as ∆m = τ − τm.
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Experimental results of the linear-phase uniform graphic equalizer

For the experimental tests, three different filterbanks have been designed vary-

ing the number of bands M , i.e., M = 9, M = 21, and M = 31. For all three

configurations, the parameters chosen for the proposed IFIR filterbank are the

following:

• transition band ∆ω = 0.005π,

• coefficient η = 0.53,

• passband attenuation of Ap = 0.01 dB, i.e., a ripple of δp = 0.000575,

• stopband attenuation As = −60 dB, i.e., a ripple of δs = 0.001.

Table 3.1 reports the final filter orders, interpolation factors, and delays of the

designed IFIR filterbank, for three different configurations. For each band, the

delay τm is computed following Equation (3.20). The proposed uniform GEQ

has been compared with other linear-phase uniform implementations, i.e., the

FFT-based equalizer [134], the multirate equalizer of [130], and the equalizer

proposed by Hergum in [131], also based on IFIR filters.

The FFT-based equalizer [127] is obtained by filtering the input signal with

a target function calculated as the sum of the filter response of the proposed

uniform IFIR equalizer. The filtering procedure is achieved by the overlap and

add method with an overlap of 50% [135]. A FFT length of 4096 samples and

Table 3.1: Filters length for the uniform IFIR graphic equalizer.

Band
Filter order of Fm(z) Filter order of Gm(z) Interpolation factor Delay

NF
m NG

m Lm τm

m M = 9 M = 21 M = 31 M = 9 M = 21 M = 31 M = 9 M = 21 M = 31 M = 9 M = 21 M = 31
#1 243 147 123 64 68 66 6 10 12 761 769 771
#2 725 242 186 12 50 58 2 6 8 731 751 773
#3 724 361 247 22 34 52 2 4 6 735 739 767
#4 729 363 370 62 60 28 2 4 4 760 756 754
#5 183 725 369 52 14 40 8 2 4 758 732 758
#6 - 722 369 62 18 60 - 2 4 760 731 768
#7 - 723 738 22 22 14 - 2 2 735 734 745
#8 - 723 736 12 30 14 - 2 2 731 738 743
#9 - 725 737 64 50 18 - 2 2 761 750 746
#10 - 725 737 - 146 20 - 2 2 - 798 747
#11 - 121 738 - 60 26 - 12 2 - 756 751
#12 - - 738 - 146 32 - - 2 - 798 754
#13 - - 737 - 50 44 - - 2 - 750 759
#14 - - 739 - 30 72 - - 2 - 738 775
#15 - - 744 - 22 210 - - 2 - 734 849
#16 - - 123 - 18 48 - - 12 - 731 762
#17 - - - - 14 210 - - - - 732 849
#18 - - - - 60 72 - - - - 756 775
#19 - - - - 34 44 - - - - 739 759
#20 - - - - 50 30 - - - - 751 753
#21 - - - - 68 26 - - - - 769 751
#22 - - - - - 20 - - - - - 747
#23 - - - - - 18 - - - - - 746
#24 - - - - - 14 - - - - - 743
#25 - - - - - 14 - - - - - 745
#26 - - - - - 60 - - - - - 768
#27 - - - - - 40 - - - - - 758
#28 - - - - - 28 - - - - - 754
#29 - - - - - 52 - - - - - 767
#30 - - - - - 58 - - - - - 773
#31 - - - - - 66 - - - - - 771
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a frame size of 8192 samples have been chosen to ensure an error comparable

to the proposed GEQ. The multirate equalizer of [130] implements a subband

structure derived from a prototype filter of order Np. Different filter orders

have been imposed for the three configurations to obtain an acceptable error,

i.e., Np = 1295 when M = 9, Np = 1343 when M = 21 and Np = 1363

when M = 31. In addition, also the 9-band uniform equalizer of [131] has

been considered since it is based on IFIR filters. Hergum’s approach of [131] is

different from the proposed one and it is based on a tree structure built starting

from a model filter of order Nh and appropriate interpolation factors. For the

comparison, an order of Nh = 102 has been imposed to obtain performances

similar to the proposed method.

The comparison has been carried out using a sampling frequency of Fs =

48 kHz. Figure 3.4 shows the frequency magnitude responses of the three cases

with different values of M , imposing random gain settings, and comparing

the proposed equalizer with the multirate GEQ. In the magnitude response

comparison, only the multirate GEQ is reported because the FFT-based GEQ is

derived from the proposed one, so it exhibits the same frequency response, while

Hergum GEQ has different center frequency bands. Looking at the frequency

(a) (b)

(c)

Figure 3.4: Magnitude response comparison between the multirate GEQ and
the proposed uniform GEQ, with (a) M = 9, (b) M = 21, and (c)
M = 31, and random gains [14 18 6 10 6 15.5 9.5 14 19] dB. For
M = 21 and M = 31 the gains are repeated until the number of
bands.
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responses of Figure 3.4, it can be seen as the proposed GEQ has a frequency

response similar to the multirate approach, which is the one with the lowest

error. In particular, both equalizers are characterized by very steep transition

bands, as shown in Figure 3.5(a), and linear phase, as proved by the phase

responses of Figure 3.5(b).

Table 3.2 shows the comparison results in terms of maximum error, com-

putational complexity, and latency for the configuration with M = 9. The

error is calculated as the maximum difference, in dB, between the desired and

the obtained gains at the center frequencies, defined in Equation (3.2), con-

sidering all the possible configurations with ±12 dB [136], which leads to 512

cases in total when M = 9. The error is considered acceptable when it is be-

low 1 dB, according to previous publications that applied the same method to

have a quantitative estimation of the GEQ accuracy [136, 137]. In addition,

in [138,139], listening experiments have proven that the audible peak level for

octave filters is below 1 dB when white noise is considered as input, while the

just noticeable difference in the deviation of the magnitude response is higher

than ±1 dB with other signals, as declared also in [140]. The computational

cost of the proposed equalizer is evaluated in terms of the number of multipli-

cations, computed as

n◦mult. =
3M + 1

2
+

(M+1)/2∑

m=1

NF
m +

M∑

m=1

NG
m, (3.22)

and in terms of the number of additions, i.e.,

n◦add. =

(M+1)/2∑

m=1

NF
m +

M∑

m=1

NG
m, (3.23)

where NF
m and NG

m are the order of the mth filters F (z) and G(z), respectively.

(a) (b)

Figure 3.5: (a) zoom of the magnitude response and (b) phase response of the
multirate and the proposed GEQs shown in Figure 3.4(a).
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Table 3.2: Performance of the proposed uniform GEQ in terms of maximum er-
ror, number of multiplications and additions per output sample, and
latency (in samples), in comparison with other linear-phase GEQs,
considering M = 9 bands.

Equalizer Error [dB] Mul Add Latency
FFT-based 0.47 100 144 4 857
Multirate 0.07 25 209 25 189 2 686
Hergum IFIR 0.40 2 987 2 958 765
Uniform IFIR (proposed) 0.47 2 990 2 976 761

As shown by the Equation (3.22), the filter F (z) is considered only in the

first half of the filterbank. Finally, latency is given by the maximum delay

calculated following Equations (3.21)-(3.20), i.e., the maximum value of τm

shown in Table 3.1.

Analyzing the obtained results in Table 3.2, all the GEQs present an error

below 0.5 dB, broadly below the acceptability limit of 1 dB. The multirate ap-

proach reaches the lowest error of 0.07 dB, but it has a computational complex-

ity too large for real-time applications. The FFT-based equalizer uses a single

filter obtained from the proposed structure, so it has the same performances

in terms of frequency response, and error, while the computational load and

the latency are not the same due to the different implementations. In fact, the

FFT-based equalizer is the less expensive in terms of the number of operations

(with only 100 multiplications and 144 additions per output sample), while the

proposed method needs 2 990 multiplications, and 2 976 additions per output

sample, similar to the equalizer of Hergum [131]. Moreover, the proposed GEQ

offers the lowest latency of 761 samples, i.e., 16 ms, with a sampling frequency

of Fs = 48 kHz. The latency of the FFT-based approach is the highest since it

is given by the sum of the FFT-length of 4096 with the latency of the final filter

of the proposed filterbank, i.e., 761, resulting in 4 857 samples (or 101 ms).

The main drawbacks of the proposed uniform GEQ are the uniform band

division and the high computational cost. In fact, a logarithmic band division

is preferred in GEQs and the elevated computational load is due to the use of

brick-wall filters (i.e., very steep transition bands), that are not necessary for

GEQ filterbanks.

3.1.3 Linear-phase octave graphic equalizer

As said, uniform GEQs are not much employed in audio applications since a

logarithmic band division is preferred due to the human perception of sound

and the nature of music. To face the drawbacks of the uniform GEQ described

in the previous section, this section proposes the new design of [23] for an octave
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GEQ with the following ten band center frequencies, or command frequencies:

31.25 Hz, 62.5 Hz, 125 Hz, 250 Hz, 500 Hz, 1.0 kHz, 2.0 kHz, 4.0 kHz, 8.0 kHz,

and 16.0 kHz. The bands are numbered from lowest to highest using index

m = 1, 2, 3, ..., 10. This design uses the sample rate of Fs = 48 kHz, which is

common in professional and mobile audio.

Filter structure

The overall scheme of the proposed linear-phase octave-band equalizer is shown

in Figure 3.6. The proposed structure is a tree structure that reminds the one

obtained by classic wavelet transformation [141]. The highest band is obtained

by the signal path at the top of the figure, while the lowest one by the path at

the bottom. The final output is computed by summing the branch outputs.

The filterbank of Figure. 3.6 is designed starting from a half-band lowpass

prototype FIR filter HLP(z) of even order N and odd length N + 1. The

impulse response of the prototype filter must be symmetric (i.e., have a linear

phase) by the definition of FIR filters, and the delay D to the center point of

the prototype filter, in samples, is D = N/2. The highest band (i.e., the tenth

band) of the equalizer H10(z) is designed as a complementary highpass filter

HHP(z) of the prototype filter, so H10(z) = HHP(z), where

HHP(z) = z−D − HLP(z). (3.24)

Due to the fact that integer interpolation factors are used, the cutoff frequency

of the lowpass filter is fc = 12 kHz, which is half of the Nyquist limit 24 kHz.

In the proposed design, this corresponds to the cutoff frequency of the highest

band, which, in an octave GEQ, is the band edge between the 8-kHz and 16-kHz

HLP(z)

HLP(z
2)
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4)

HLP(z
8)
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Figure 3.6: Block diagram of the proposed parallel graphic equalizer for ten
octave bands. The signal path at the top produces the highest
band (16 kHz) whereas the bottom one produces the lowest band
(31.25 Hz).
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HLP(z)

x
z-D +

-

+ y

≡ x y
HHP(z)

Figure 3.7: Scheme of the complementary filter.

octave bands equaling to
√

8 × 16 ≈ 11.3 kHz. Therefore, the cutoff frequency

of the proposed highest band filter is slightly shifted with respect to the usual

octave-band filterbanks. This does not affect the final realization or accuracy

of the graphic equalizer, as it is only required to monitor the magnitude error

at the command frequencies.

According to Equation (3.24), the filter HHP(z) can be implemented using a

delay line and a subtraction, once the lowpass filtered signal going to the lower

bands has been computed using HLP(z), as shown in Figure 3.7. In addition

to computational efficiency, another advantage of complementary filters is the

fact that the total response is completely flat, when the neighboring band

filters have the same gain, as shown in Figure 3.8. Hergum also pointed out

this advantage in his study [131].

The rest of the bands of the filterbank are obtained with stretched versions

of the prototype filter, such as HLP(z2) and HLP(z4), which are prepared by

inserting one or three zero samples between every two coefficients of the pro-

totype FIR filter, respectively [142]. The general scheme of delay and filtering

operations for the mth band is presented in Figure 3.9(a). The Z transform of

the mth band output signal Ym(z) is obtained from the input signal X(z) as

follows:

Ym(z) = Hm(z)X(z), (3.25)

where Hm(z) is the transfer function of the mth band and is computed as

Hm(z) = z−∆m [z−DLm − HLP(zLm)]Gm(z), (3.26)

Figure 3.8: Magnitude response of the prototype lowpass filter, its complemen-
tary highpass filter, and the total response of their sum.

65



Chapter 3 Equalization and Multichannel Systems for Audio Enhancement

HLP(z
Lm)

z- mz-DLm +
-

+

xm-1

xm ym
Gm(z)

x

HHP(z
Lm)

(a)

HLP(z) HLP(z
2)

x=x10 x9 xm+1 xm

Gm(z)

HLP(z
Lm+1)

(b)

Figure 3.9: (a) filters and delay lines associated with a single band for m =
2, 3, ..., M , cf. Fig. 3.6, and (b) details of the transfer function
Gm(z).

and the mth interpolation factor Lm is calculated as

Lm = 2(M−m) = 2(10−m), (3.27)

and the transfer function Gm(z), which is shown in detail in Figure 3.9(b), is

composed of the cascade of all previous band filters:

Gm(z) = HLP(z)

M−1∏

k=m+1

HLP(zLk ), (3.28)

with m = 2, 3, ..., M and M = 10. Looking at Figure 3.9(a), the input signal

x(n) is first filtered by the filter Gm(z) and the resulting intermediate signal

xm(n), shown for each band in Figure 3.6, is then filtered by HHP(zLm) that

is implemented through a delay line and a subtraction, according to Equa-

tion (3.24). Note that in Figure 3.9(a), when m = 9, the signal x10(n) cor-

responds to the input signal x(n), which is also seen in the top left corner

in Figure 3.6. Figure 3.10 shows a design example of the sixth band, with

a center frequency of 1 kHz. In this case, the transfer function of the sixth

band H6(z) is obtained by the concatenation of the filter G6(z) and the filter

HHP(zL6) = z−DL6 − HLP(zL6).

A synchronization delay ∆m, also shown in Figure 3.9(a), must be applied

in order to align all the band outputs, and is determined as

∆m = τ − [2(M+1−m) − 1]D = τ − [2(11−m) − 1]D, (3.29)
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(a)

(b)

Figure 3.10: Example of the design of the magnitude response of the band filter

centered at 1 kHz. Cascading the filters (a) G6(z) and HHP(zL6) =
z−DL6 − HLP(zL6) results in (b) the band filter H6(z).

where τ is the total delay of the equalizer in samples:

τ = [2(M−1) − 1]D = 511D. (3.30)

In Figure 3.6, the synchronization delays ∆m are shown one upon the other on

the right-hand side, next to the command gain factors gm. In the highest band

(the top signal path in Figure 3.6), the total delay of 511D samples is formed

by the cascade of the delay line z−D and the synchronization delay z−510D. In

the lowest band, the synchronization delay is formed by the cascade of all the

delay lines between the input (top left corner in Figure 3.6) and the output y1

(bottom right corner in Figure 3.6), which have the lengths D, 2D, 4D, 8D,

16D, 32D, 64D, 128D, and 256D. This adds up to 511D samples of delay.

The lowest band filter of the equalizer is obtained as a byproduct when the

signal x2(n) is filtered with the prototype filter stretched by a factor of 28, or

256, as shown in Figure 3.6. The resulting signal x1(n) does not require further

processing, as it is the output signal y1(n) of the lowest band filter. The filter

HLP(z256) also implements the largest input-output delay, so a synchronization

delay is unnecessary in the two lowest bands, as seen in Figure 3.6.

Finally, as presented in Figure 3.6, the desired gain factor gm of each band is
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applied and the total response of the equalizer y(n) is obtained as a weighted

sum of all band output signals:

y(n) =

M∑

m=1

gmym(n). (3.31)

Since the band filters determine the gain on their own band very accurately,

optimization of filter gains is unnecessary, and command gains can directly be

used as weights gm. This is an advantage with respect to recursive GEQs,

for those applications where command gains are varying constantly, such as

unmasking EQs for ambient noise [143].

Prototype Filter Design

The overall performance of the proposed GEQ depends on the prototype filter

HLP(z), which is imposed to be a half-band lowpass filter. A peculiarity of

half-band filters is that every second sample of the impulse response is zero by

definition, except for the middle coefficient [142]. In this way, a half-band filter

of order N actually contains only Nnz = N/2 + 2 non-zero coefficients. This

characteristic allows for reducing the computational cost by avoiding multipli-

cations with zero coefficients during the filtering computation. Moreover, the

linear phase characteristic implies that the impulse responses are symmetric,

approximately halving the number of multiplications.

The FIR filter could be designed by optimization methods, as the least

squares or the Remez algorithm [144], or by other efficient possibilities, such as

a method based on iterated sine [145]. In contrast, in this work the filter is de-

signed using the windowing technique [144], which is the simplest method, but

effective for the proposed system. Starting from the cutoff frequency fc = 12

Table 3.3: Window function tested for the design of the prototype filter.
Window Equation
Rectangular w(n) = 1

Bartlett w(n) = 2
N

[
N
2 −

∣∣n − N
2

∣∣
]

Hamming w(n) = 0.54 − 0.46 cos
(

2πn
N

)

Hanning w(n) = 0.5
[
1 − cos

(
2πn
N

)]

Blackman w(n) = 0.42 − 0.5 cos
(

2πn
N

)
+ 0.08 cos

(
4πn
N

)

Kaiser w(n) =

I0

(
β

√
1−

(
2n
N

−1
)

2

)

I0(β)
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kHz, the prototype filter coefficients are computed as

hLP(n) = w(n)

[
sin

(
ωc(n − D)

)

π(n − D)

]
, (3.32)

where ωc = 2πfc/Fs, w(n) is the window function applied, and D = N/2 is the

delay of the filter, with N the filter order, so the filter length is N + 1.

In this study, several window functions w(n) have been tested for the design

of the prototype filter: rectangular, Bartlett, Hamming, Hanning, Blackman,

and Kaiser windows, reported in Table 3.3. The rectangular and the Bartlett

windows are the simplest ones, but they are characterized by a modest atten-

uation in the stopband. For this reason, they do not guarantee an acceptable

performance and are not involved in the following. The Hamming and Hanning

windows have similar properties in terms of transition band and attenuation.

The Blackman method ensures the largest attenuation but has a wide transition

band. Regarding the equation of the Kaiser window [146], I0 is the zeroth-order

modified Bessel function of the first kind, and the attenuation depends on the

Figure 3.11: Design of the prototype filter with the Kaiser window with β = 4.
The filter order is N = 18 (i.e., 19 samples long), but it has only
Nnz = 11 non-zeros coefficients (shown with black dots).

Table 3.4: Coefficients of the FIR prototype filter of Fig. 3.11.

Index Value Index Value
0 0.00313 10 0.31158
1 0 11 0
2 -0.01338 12 -0.08718
3 0 13 0
4 0.03593 14 0.03593
5 0 15 0
6 -0.08718 16 -0.01338
7 0 17 0
8 0.31158 18 0.00313
9 0.5
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parameter β. In general, a bigger β guarantees a higher attenuation in the stop-

band of the filter [146]. In view of this, only Hamming, Hanning, Blackman,

and Kaiser methods are considered in the following. Figure 3.11 and Table 3.4

show an example filter design, using the Kaiser window with a length of 19

samples and a coefficient β = 4. Thus, the final filter has an order of N = 18

and the number of non-zeros elements is Nnz = 11.

Experimental results of the linear-phase octave graphic equalizer

The proposed equalizer is first evaluated in terms of error of the magnitude

response, comparing different orders and four windowing methods for the pro-

totype filter design: Hamming, Hanning, Blackman, and Kaiser. Table 3.5

shows the performance of the proposed octave equalizer varying the orders N

and the design of the prototype lowpass filter. The latency and the compu-

tational complexity are proportional to the filter order. For the experiments,

a sampling frequency of 48 kHz has been used. For the Kaiser window, the

parameter value β = 4 is chosen for all the simulations after empirical studies,

since it ensures the lowest error when using low filter orders, i.e., when having

as low computational cost as possible. Lower values of β do not guarantee

sufficient attenuation to obtain acceptable accuracy. Instead, higher values of

β ensure a better attenuation, but the error of the total equalizer becomes

acceptable only by increasing the filter order.

Table 3.5: Performance of the proposed equalizer with varying orders N and
designs of the prototype lowpass filter. The designs having their
maximum error below 1 dB are highlighted.

N Latency Mul
Add Window

Error
(Nnz) τ (sym) [dB]

4599 108

Kaiser 0.79
18 109 Hamming 2.44

(11) (64) Hanning 0.99
Blackman 5.92

6643 144

Kaiser 1.03
26 145 Hamming 1.99

(15) (82) Hanning 1.13
Blackman 0.76

13797 270

Kaiser 0.82
54 271 Hamming 0.96

(29) (145) Hanning 0.91
Blackman 0.05
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Similarly to the uniform equalizer of the previous section, the error is calcu-

lated as the maximum difference between the desired and the obtained gains at

the octave center frequencies, considering all the possible configurations with

±12 dB, which leads to 1024 cases in total [136]. Moreover, when two adjacent

bands have the same gain, the error is computed as the maximum deviation

from the straight line that connects the two gains at the center frequencies. As

explained in the experimental results of Section 3.1.2, the error is considered

acceptable when it is below 1 dB, according to [136, 137], in which the GEQ

accuracy is calculated in the same way.

In Table 3.5, N = 18 is the lowest filter order considered, since it uses the

shortest window that leads to a 1-dB accuracy. Empirical tests proved that

shorter windows lead to larger errors. Looking at Table 3.5, it is worth noting

that sometimes the error increases with the increase of the filter order. In par-

ticular, this happens with Kaiser and Hanning windows which are characterized

by a lower attenuation. In fact, the increase of the filter order N makes the

transition band steeper but produces more lobes in the stopband maintaining

the same attenuation, as shown in Figure 3.12. These lobes can cause a wider

ripple on the total response of the GEQ that may make the error exceed 1 dB,

especially when the command gain is −12 dB. The latency τ is the delay in

samples of the total equalizer and is computed following Equation (3.30).

The filtering is implemented by avoiding the operations with zero elements of

the filter, so the number of multiplications for each output sample is calculated

as

n◦ mult. = (M − 1)Nnz + M, (3.33)

where Nnz is the number of non-zero elements of the prototype filter and M =

10 is the number of bands. The number of multiplications can be further

Figure 3.12: Design of the prototype lowpass filter varying the order N , using
a Kaiser window function with β = 4.
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reduced by accounting for the symmetry of the impulse responses as

n◦ mult. (sym) = (M − 1)
Nnz + 1

2
+ M. (3.34)

Finally, the number of additions is computed as follows:

n◦ add. = (M − 1)Nnz + M − 1. (3.35)

Analyzing the results of Table 3.5, the Blackman technique with Lwin = 57

shows the lowest error (0.05 dB), but the computational cost (541 operations

per sample) and the latency (13 797 samples, or 287 ms) are the highest. A

latency that large is unacceptable for some applications, such as live sound

or sound with moving images; however, for audio playback, without visual

or other references, even such a latency may be acceptable. The Hamming

window has the worst performance in terms of both computational cost and

error. Finally, the Hanning method with N = 20 and the Kaiser method

with N = 18 both guarantee an acceptable error (below 1 dB) with the lowest

computational cost (64 multiplications and 108 additions, or 172 operations per

output sample). The Kaiser technique shows a lower error equal to 0.79 dB,

which is thus considered the best design and is used in the comparison with

the other methods. The total latency of the equalizer is τ = 4599 samples, or

95.8 ms at the sample rate of 48 kHz.

Figure 3.13 shows the output signals of each band of the proposed equalizer

Figure 3.13: Band filter impulse responses of the proposed GEQ, using the
Kaiser window, from the highest band (top) to the lowest one
(bottom).
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(a) (b)

Figure 3.14: (a) Magnitude responses of the band filters with all the command
gains (circles) at 0 dB and (b) its details between −0.5 dB and
0.5 dB. The solid black line shows the total response.

as a response to a unit impulse from the highest band (on the top of the figure)

to the lowest one (on the bottom). All band filters are seen to be symmetric,

which implies a linear phase response.

Figure 3.14 shows the magnitude frequency response of each band and the

total frequency response of the equalizer when all the gains are set to the same

value of 0 dB. The use of complementary filters guarantees a completely flat

total response. Even if the single band presents a ripple, the total response is

flat thanks to the compensation of the stopband ripples of the adjacent filters,

as shown in Fig. 3.14(b).

Figure 3.15 shows example magnitude frequency responses of three different

test configurations:

a) the zigzag command settings (±12 dB);

b) the special zigzag setting: [12 -12 -12 12 -12 -12 12 -12 -12 12] dB, which

is declared the most difficult case for the equalizer of [147];

c) an arbitrary setting [8 10 -9 10 3 -10 -6 1 11 12] dB.

In Figure 3.15, the response obtained by applying the Blackman window

with N = 54 and the one obtained with the Kaiser window with N = 18 are

reported. Although the Blackman window with N = 54 guarantees the lowest

error (0.05 dB), the final equalizer shows steeper transition bands. However,

sharp transitions lead to a lengthening of the impulse response, and, thus,

more audible pre-ringing for linear-phase filters, which can ruin the important

transients of musical instrument sounds.

Figure 3.16 shows total impulse responses of the proposed GEQ for the first

configurations of Figure 3.15 comparing the Blackman widow and the Kaiser

window. All the impulse responses in Figure 3.16 are symmetric, which also

proves the linear phase of each band filter and the total response of the equal-

izer. The proposed system has been tested also varying the sampling frequency

73



Chapter 3 Equalization and Multichannel Systems for Audio Enhancement

(a) (b)

(c)

Figure 3.15: Magnitude response of the proposed equalizer for two different
prototype filters, considering (a) the zigzag configuration (±12
dB), (b) the gains [12 -12 -12 12 -12 -12 12 -12 -12 12] dB, and (c)
the arbitrary gains [8 10 -9 10 3 -10 -6 1 11 12] dB.

Fs. A sampling frequency of 44.1 kHz produces a slight decrease of the center

frequencies with the ratio of 44.1/48 = 0.918, but otherwise, the same perfor-

mance is obtained using the same filter coefficients. However, higher sampling

rates, such as 88.2 kHz and 96 kHz, would require a larger prototype filter order

N to guarantee an acceptable error.

The proposed octave equalizer is also compared with previous linear-phase

FIR octave GEQ designs in terms of error, computational cost, and latency.

The FFT-based equalizer of Schöpp and Hetze [127] and a single FIR GEQ

[119] obtained from the proposed structure are included in the comparison.

Other linear-phase multirate state-of-the-art approaches, such as the multirate

GEQ of [130], have not been considered in the comparison, since they have a

very large latency and computational cost not competitive with the proposed

method, as shown for the uniform GEQ in Table 3.2.

The FFT-based equalizer of [127] consists in the design of a target frequency

response of the equalizer that depends on the desired gains and on the filtering

of the input signal with that frequency response using the overlap and add

method with an overlap of 50% [135]. Here, the target frequency response

is calculated by summing the filter responses of the proposed IFIR structure.

The FFT length of 16384 is chosen to obtain the same response and the same
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(a) (b)

Figure 3.16: Impulse response of the proposed equalizer designed using (a) the
Blackman window with an order of N = 54 and (b) the Kaiser win-
dow with an order of N = 18 for the configuration of Fig. 3.15(a).

error as the proposed implementation, so the frame size of the overlap and add

method has a length of 8192 samples.

The single FIR method, similarly to the FFT-based one, is formed as the

sum of the filter responses of the proposed IFIR structure and executes the

time-domain convolution. The length of the single FIR filter is 9199, and it

produces the same error as the proposed equalizer.

Table 3.6 compares the proposed equalizer and the other two methods in

terms of latency and computational cost. For each method, the table shows

the latency in samples of the total equalizer and the number of multiplications

and additions per output sample. All three methods have exactly the same

transfer function, and thus, the same error equal to 0.79 dB, as shown in Table

3.5.

The FFT-based and the single FIR methods use the same filters, but apply

different implementations. Table 3.6 shows that the FFT method presents

the largest latency because of the frame-based FFT processing that introduces

an algorithmic delay of 16384 samples in addition to the filter group delay of

4599 samples. The latency could be reduced using the zero-latency partitioned

convolution [148, 149]. In that case, the latency would be the same as that of

Table 3.6: Performance of the proposed octave equalizer (with the Kaiser win-
dow design) compared with other linear-phase octave GEQs. The
symmetry has been accounted for in the number of multiplications.
The best result in each column is highlighted.

Method Error [dB] Mul Add Latency
Single FIR 0.79 4 600 9 198 4 599
FFT-based 0.79 116 168 20 983
Octave IFIR (proposed) 0.79 64 108 4 599
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the proposed method but the computational cost would be larger. Table 3.6

also shows that the FFT GEQ needs considerably more multiplications and

additions (284 operations, in total) than the proposed method (172 in total).

The proposed method thus requires 39% less operations per sample than the

FFT method.

The time-domain filtering carried out with the single FIR presents the same

latency as the proposed method, but 80 times larger computational complexity,

which is seen by comparing the number of multiplications and additions in Ta-

ble 3.6. The proposed method shows the best performance in terms of latency

(4599 samples or 95.8 ms, which is 78% less than the FFT method) and com-

putational complexity (172 operations per sample, of which 64 multiplications

and 108 additions).

The computational complexity of the proposed equalizer is competitive even

with IIR filters. The state-of-the-art IIR octave GEQ uses 50 multiplications

per sample [150], that is 78% of the multiplications needed by the proposed

GEQ (64 multiplications per sample). The required delay memory is much

larger in the proposed method than in IIR equalizers, however. Additionally,

the proposed GEQ does not require any operations, when the command gains

are changed, whereas, in IIR-based GEQs, the filter gains must be optimized,

e.g., using a neural network [111,151].

The fairly large latency of the proposed method, almost 100 ms, seems large

but it is acceptable in audio playback. It still raises the question of whether this

much latency could cause a synchronization problem when sound is associated

with the video. However, an ITU recommendation states that the detection

threshold for latency of sound with respect to vision is 125 ms and the accept-

ability threshold is 185 ms [152]. This implies that the latency of the proposed

method by itself does not exceed the detection threshold in audiovisual syn-

chronization.

3.1.4 Low-latency quasi-linear-phase octave graphic equalizer

Aiming at reducing the latency of the linear-phase octave GEQ proposed in

the previous section, a low-latency quasi-linear-phase GEQ [24] is presented in

this section. The scheme of the proposed equalizer is shown in Figure 3.17.

The total structure is a hybrid implementation obtained combining IIR and

x yIIR IFIR EQ
M=9

y

Low-Shelf

HIIR(z)

Figure 3.17: Scheme of the proposed hybrid graphic equalizer.
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FIR filters. This structure introduces a zero-latency IIR filter to reduce the

number of FIR filters that cause the latency increase. In particular, the input

signal x(n) is filtered by an eighth-order IIR low-shelving filter that designs the

first band of the GEQ. Then, the output of the IIR part yIIR(n) is filtered by

the octave IFIR GEQ that implements M = 9 bands, from the second to the

tenth, using the structure of [23], described in Section 3.1.3. The design of the

IIR filter and the IFIR filterbank is explained below.

IIR equalizer

The first band of the equalizer is obtained through an 8th-order lowpass IIR

shelving filter, that is designed following the implementation of [137]. The order

of the IIR shelving filter is chosen as NI = 8 in order to guarantee a transition

band steep enough not to affect the subsequent frequency bands. The dB-gain

of the IIR filter is set to

Γ = Γ1 − Γ2, (3.36)

where Γ1 and Γ2 are the desired dB-gains of the first and the second band,

respectively. The gain of the second band is subtracted to restore the low-

frequencies gains to zero since the second band is designed as a lowpass filter

in the IFIR structure. The linear value of the IIR filter gain is defined as

g = 10Γ/20.

For the design of the shelving filter, the normalized digital cutoff frequency

is set to the geometric mean of the neighboring center frequencies, that is,

ωc =
√

ω1ω2, (3.37)

where ω1 = 2π · 31.25/Fs and ω2 = 2π · 62.5/Fs, with 31.25 Hz and 62.5 Hz the

center frequencies of the first and the second band, respectively. This results

in a cutoff frequency in Hertz of approximately 44 Hz that corresponds to the

center point between the two first center frequencies on a logarithmic axis.

The transfer function of the low-shelving IIR filter HIIR(z) comprises cascade

second-order sections, and it is obtained as

HIIR(z) =

NI/2∏

i=1

(
1 + 2V

ζ
(
ζ + γi + 2ζz−1 + (ζ − γi)z

−2
)

1 + 2ζγi + ζ2 + (2ζ2 − 2)z−1 + (1 − 2ζγi + ζ2)z−2
+

+ V 2 ζ2
(
1 + 2z−1 + z−2

)

1 + 2ζγi + ζ2 + (2ζ2 − 2)z−1 + (1 − 2ζγi + ζ2)z−2

)
,

(3.38)
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where V = NI

√
g − 1 and γi = cos (αi), with

αi =

(
1

2
− 2i − 1

2NI

)
π. (3.39)

Looking at Equation (3.38), the three terms of the product describe a unique

second-order section, since the denominators of the second-order terms are

identical. The constant ζ is used to map the desired digital cutoff frequency

ωc to the analog one Ωc = 2NI

√
g and it is computed as

ζ =
1

2NI

√
g

tan

(
Ωc

2

)
. (3.40)

Once the IIR filter is designed, the output signal of the IIR equalizer yIIR(n) is

obtained by filtering the input signal x(n) with the obtained filter as shown in

Figure 3.17, so the Z transform of the output YIIR(z) is obtained as follows:

YIIR(z) = HIIR(z)X(z). (3.41)

IFIR equalizer

The IFIR structure is a modification of the one of [23], described in Section

3.1.3. The scheme of the IFIR part is shown in Figure 3.18 and it is derived

from a half-band lowpass prototype FIR filter HLP(z) of even order N , and

delay D = N/2, as for the octave GEQ of Section 3.1.3, where the design of

the prototype filter is analyzed. The difference is that, in this case, the IFIR

structure designs only nine bands from the second to the tenth. In fact, in

comparison with the previous structure of Figure 3.6, the last branch at the

bottom, which produces the output y1(n) of the first band, is deleted in Figure

3.18 and the synchronization delays of the branches are reduced by half.

Similarly to the linear-phase octave GEQ of Section 3.1.3, the mth band

output signal Ym(z) is obtained as

Ym(z) = Hm(z)YIIR(z), (3.42)

where YIIR(z) is the output of the IIR filter, described above, and Hm(z) is the

transfer function of the mth band, computed following Equations (3.26)-(3.28),

with m = 2, 3, . . . , M + 1, and M = 9.

The synchronization delay of the mth band ∆m, which is needed to align all

the band outputs, is determined as

∆m = τ − [2(M+2−m) − 1]D = τ − [2(11−m) − 1]D, (3.43)
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Figure 3.18: IFIR GEQ structure implementing the bands from the second to
the tenth (M = 9). It is a modification of a previous 10-band
GEQ, shown in Fig. 3.6.

where τ is the total delay of the equalizer in samples:

τ = [2(M−1) − 1]D = 255D, (3.44)

which is half of the delay of the linear-phase octave GEQ of Equation (3.30).

In Figure 3.18, the synchronization delays ∆m are shown one upon the other on

the right-hand side, next to the command gain factors gm. In the highest band

(the top signal path in Figure 3.18), the total delay of 255D samples is formed

by the cascade of the delay line z−D and the synchronization delay z−254D. In

the second band (the lowest of the IFIR equalizer), the synchronization delay is

formed by the cascade of all the delay lines between the input (top left corner

in Figure 3.18) and the output y2 (bottom right corner in Figure 3.18), which

have the lengths D, 2D, 4D, 8D, 16D, 32D, 64D and 128D. This adds up to

255D samples of delay.

The second band filter of the equalizer is obtained as a byproduct, when the

signal x3(n) is filtered with the prototype filter stretched by a factor of 27, or

128, as shown in Figure 3.18. The resulting signal x2(n) does not require further

processing, as it is the output signal y2(n) of the second band filter. The filter

HLP(z128) also implements the largest input-output delay, so a synchronization

delay is unnecessary in the two lowest bands, as seen in Figure 3.18. Finally,

gain factor gm of each band is applied and the total response of the equalizer

y(n) is obtained as a weighted sum of all band output signals from the second

band to the tenth:

y(n) =

M+1∑

m=2

gmym(n), (3.45)

where ym(n) is the output of the mth band, calculated by Equation (3.42).
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Performance of the hybrid octave graphic equalizer

The performance of the hybrid octave GEQ has been evaluated by implement-

ing a lowpass shelving IIR filter of order NI = 8 and an IFIR filterbank of

M = 9 bands based on a half-band lowpass prototype FIR filter HLP(z) of

order N = 18, designed with the Kaiser window with β = 4. A sample rate of

Fs = 48 kHz has been used. Figure 3.19 shows the magnitude response of the

IIR filter HIIR(z), of the IFIR filterbank with M = 9 and of the total equalizer

with a zigzag command setting (±12 dB). In the figure, the red circles corre-

spond to the desired gain of each mth band gm at the related center frequency.

The gain Γ of the IIR filter, depicted by the blue curve in Figure 3.19(a), is set

to 24 dB (12 + 12 dB), according to Equation (3.36).

In the same way as the previous GEQ, the error in the frequency response can

be calculated as the maximum difference between the desired and the obtained

gains at the octave center frequencies, including all the possible configurations

with ±12 dB, which leads to 1024 cases in total [136]. For the hybrid GEQ,

the resulting error is 0.76 dB, lower than the acceptability limit of 1 dB [136,

137]. The computational cost, evaluated by the number of operations per

output sample, depends on the filtering with the IFIR filterbank and on the IIR

filtering. The number of operations of the IFIR part is obtained by Equations

(a)

(b)

Figure 3.19: Magnitude responses of (a) the IIR part of the equalizer and the
IFIR part and (b) the total proposed hybrid equalizer after the
gains computation with the zigzag configuration (±12 dB).
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(3.34) and (3.35), where Nnz = N/2 + 2 is the number of non-zero elements

of the half-band filter of order N = 18, and M = 9 is the number of IFIR

bands. Moreover, the 8th-order shelving IIR filter (NI = 8) adds 5NI/2 = 20

multiplications and 4NI/2 = 16 additions to the total number of operations,

considering a cascade of four (corresponding to NI/2) second-order sections

implemented with the direct form II. The resulting number of multiplication of

the hybrid equalizer is 77 multiplications and 112 additions per output sample.

Finally, the latency of the system is introduced only by the FIR part of the

equalizer and it is computed following Equation (3.44), where D = N/2 = 9

is the delay in samples of the prototype filter. The resulting latency is 2 295

samples, corresponding to 48 ms with a sampling frequency of 48 kHz. Further

experimental results of the hybrid GEQ are reported in the following section,

in comparison with the previously presented GEQs.

3.1.5 Comparison of the proposed graphic equalizers

In this section, the performances of the three presented graphic equalizers are

compared in terms of error, computational complexity, and latency. Table 3.7

summarizes the results discussed in the previous sections. Although the uni-

form GEQ presents the lowest error of 0.47 dB and latency of 761 (or 16 ms),

the computational cost is too high and not competitive with the other struc-

tures. Moreover, as underlined above, uniform GEQs are not much employed

in audio applications, and a logarithmic band division is preferable.

Comparing the two octave GEQs, the error of the hybrid solution of 0.76 dB

is slightly lower than the error introduced by the IFIR equalizer of 0.79 dB,

but both the implementations guarantee an acceptable error below the limit of

±1 dB. The computational complexity of the hybrid equalizer is a bit higher

than the octave IFIR GEQ. In fact, the octave IFIR equalizer needs a total of

172 operations per input sample (64 multiplications and 108 additions), while

the hybrid method needs 189 operations (77 multiplications and 112 additions).

Finally, the latency of the hybrid equalizer is reduced by 50% in comparison

with the octave IFIR GEQ. In fact, in the hybrid equalizer, only the last nine

bands are designed with FIR filters (i.e., M = 9), so the total delay is 255D (cf.

Table 3.7: Comparison of the performances of the three proposed GEQs. The
best result for each column is highlighted.

Method Error [dB] Mul Add Latency
Uniform IFIR 0.47 2 990 2 976 761
Octave IFIR 0.79 64 108 4 599
Octave hybrid IIR/IFIR 0.76 77 112 2 295
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Equation (3.44)). On the contrary, in the linear-phase octave equalizer, all the

ten bands are designed with FIR filters (i.e., M = 10) and the resulting delay

is doubled obtaining a value of 511D (cf. Equation (3.30)). Using a prototype

filter of order N = 18, the delay is D = 9, so the IFIR equalizer introduces a

latency of 4 599 samples (or 96 ms), while the hybrid GEQ shows a latency of

only 2 295 samples (or 48 ms). This reduction allows the equalizer to be more

competitive in real-time applications, where a big latency is not tolerated.

The two proposed octave GEQs are also compared in terms of magnitude

response, impulse response, and group delay. Figure 3.20 shows example mag-

nitude frequency responses of the three different test configurations used also

in Section 3.1.3, which considers a zigzag command setting (±12 dB), a special

zigzag setting, and an arbitrary setting. As can be seen in Figure 3.20, the

magnitude response of the hybrid equalizer perfectly overlaps the response of

the IFIR equalizer except in the transition of the first band, where the shelving

filter is applied. In fact, in the hybrid GEQ, the first band is narrower than

the first band of the IFIR GEQ. However, this characteristic does not affect

the performance of the final GEQ, since the desired gain at the first center

frequency is always reached.

Figure 3.21 shows the total impulse response of the hybrid equalizer com-

(a) (b)

(c)

Figure 3.20: Magnitude response of the hybrid equalizer compared with the
total IFIR equalizer, with (a) the zigzag configuration (±12 dB),
(b) the gains [12 -12 -12 12 -12 -12 12 -12 -12 12] dB, and (c) the
arbitrary gains [8 10 -9 10 3 -10 -6 1 11 12] dB.
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(a) (b)

Figure 3.21: Impulse response of (a) the linear-phase octave IFIR equalizer and
(b) the hybrid equalizer with the configuration of Fig. 3.20(a),
which is slightly asymmetric.

Figure 3.22: Comparison between the group delay functions of the hybrid equal-
izer and the linear-phase octave IFIR equalizer with the configu-
ration of Fig. 3.20(a).

pared with the IFIR equalizer. This comparison highlights that the nonlinear-

phase IIR filters barely affect the symmetry of the total impulse response, but

allow to reduce the delay by half. The latency reduction introduced by the

hybrid solution is shown also in Figure 3.22, where the group delays of the two

implementations are compared. The IFIR equalizer presents a constant group

delay of 95.8 ms, which means it has a linear phase. The hybrid equalizer in-

troduces a nonlinearity in the phase at the lower frequencies up to 100 Hz, but

at higher frequencies, the group delay assumes a constant value of 47.8 ms.

83



Chapter 3 Equalization and Multichannel Systems for Audio Enhancement

3.2 Room response equalization

Room response equalization aims at improving the quality of sound reproduc-

tion by compensating the undesired effects introduced by the room environment

and the reproduction system. The basic idea of RRE systems is to measure

the room impulse response and obtain the equalization curve through its inver-

sion. However, several methods for equalization curve calculation exist in the

literature.

3.2.1 Background on room response equalization

Automatic EQs are usually applied for room response equalization (RRE), so

they require the measurement of the RIR. They can be classified into fixed and

adaptive approaches. Fixed EQs are based on a priori design of the equalization

curve before the filtering procedure [7, 153–156]. However, a real environment

is a time-varying, weakly non-stationary system [154], so the RIR changes with

the position [153] and with time [154]. For this reason, adaptive solutions can

be found in the literature to solve the problems linked to environmental varia-

tions. Both fixed and adaptive EQs can be applied to single-point systems (i.e.,

single-input single-output SISO and multiple-input single-output MISO) [155]

or multi-point systems (i.e., single-input multiple-output SIMO, multiple-input

multiple-output MIMO) [7, 157]. The single-point equalization works only in

a reduced area around the measurement point since the RIR is measured in

a single position. Differently, the multi-point EQ is effective in a wider area

because it is obtained from several measurements of the RIRs in different posi-

tions. One of the first adaptive RRE approaches was proposed by Elliot et al.

in [158], where the equalizer is obtained from the minimization of the sum of

the squared errors between the equalized signal and the delayed input signal.

Ferreira et al. [159] have introduced the subbands division of the signal to de-

sign a single-point equalizer that is obtained from the update of the subband

filter weights. In this way, the system is robust towards peaks and notches

of the room transfer function (RTF). In [160, 161], the approach of [159] has

been extended to multi-point systems by considering the warped frequency

domain. However, all the adaptive equalization methods described above are

applied to a single sound source. When multichannel systems are involved, the

non-uniqueness problem occurs. A possible way to solve this problem is to min-

imize the inter-channel coherence [162,163], but this procedure could introduce

significant distortions [164]. In [165, 166], a technique for reducing the inter-

channel coherence has been applied without modifying the audio quality. The

RRE of [165,166] is obtained through the design of a prototype in the warped

frequency domain. This method guarantees good performance at low frequen-

cies and a reduced computational cost. In [167], the inter-channel coherence
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is minimized by a technique based on the missing fundamental phenomenon,

and RIR estimation is obtained by applying a normalized least mean square

(NLMS) optimization. Finally, in [25] a subband adaptive structure, based

on [97], has been introduced for the impulse response identification to develop

a multichannel and multiple position adaptive room response equalizer.

3.2.2 Adaptive multichannel equalization system

This section presents a subband implementation of a multichannel and multiple

position adaptive room response equalizer (RRE), proposed in [25]. The pro-

posed system provides an iterative estimation of the room impulse responses

and, at the same time, a multipoint equalization. The system repeats the

approach presented in [167] with a variation in the room response identifica-

tion that is performed considering a multirate subband approach in order to

reduce the computational cost and to improve the convergence speed. The

block diagram of the proposed approach is shown in Figure 3.23. In the case of

more than one loudspeaker, convergence problems can occur due to the channel

correlation. These problems are very common in multichannel acoustic echo

cancellation because of the possible errors in the identification of the acoustic

paths [168, 169]. In this context, a method to reduce the inter-channel coher-

ence must be exploited, as described in [170]. Furthermore, the identification

of room responses is achieved by subband adaptive filtering using the structure

presented in [97]. In this way, P · Q room responses between the P loudspeak-

ers and the Q microphones are estimated and then exploited for the equalizer

design. The outputs yp of the system are obtained from the inputs xp, with

p = 1, ..., P , as 


y1

...

yP


 =

[
HEQ

]
·
[
HD

]
·




x1

...

xP


 , (3.46)
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Figure 3.23: Block diagram of the proposed multichannel and multipoint adap-
tive equalizer.
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+

Figure 3.24: Multichannel decorrelation procedure, where HLP(z) and HHP(z)
are the lowpass and highpass filters, respectively, Up(z, n) is the
adaptive notch filter, Ap(z, n) is the time-varying allpass filter for
the pth channel, and Hpre(z) and Hde(z) are the pre-emphasis and
de-emphasis filters, respectively.

where HD characterizes the decorrelation process, and HEQ contains the equal-

ization curves calculated after the room impulse response identification pro-

cedure. The three steps of the algorithm, i.e., input signals decorrelation,

subband room response identification, and multipoint equalizer design are de-

scribed in the following.

3.2.3 Input decorrelation

The multichannel input signals decorrelation is obtained by the psychoacoustic

criteria of the missing fundamental [171], as reported in [172]. This psychoa-

coustic phenomenon is associated with the human capability of perceiving the

fundamental frequency although it is not actually present in the signal. More-

over, second-order time-varying allpass filters are included in this approach to

expand the solution to the entire frequency spectrum [172]. The scheme of the

correlation algorithm is reported in Figure 3.24, in which each input channel

xep
(n) of the decorrelation block, being p = 1, · · · , P , is divided into two sub-

bands [167].

Hence, after a decimation operation of Ld, an adaptive notch filter Up(z, n) is

applied in the lower frequencies while a second-order time-varying allpass fil-

ter Ap(z, n) is applied in the high-frequency spectrum causing an alteration of

the signal phase. This method allows us to accurately identify each processed

channel yp(n).

In the low-frequency band, the notch filters are created by P second-order lat-

tice structures in order to remove the P fundamental frequencies. The pth

notch filter is described as

Up(z, n) =
1 + 2kp(n)z−1 + z−2

1 + kp(n)[1 + αp(n)]z−1 + αp(n)z−2
, (3.47)
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where p = 1, · · · , P represents the channel index, kp(n) is the adaptive co-

efficient connected to the tracked frequency fp(n) and αp(n) is the pole-zero

contraction factor that controls the bandwidth of the filter [173]. The central

frequency of the notch filter can change at each new sample to track the time-

varying fundamental frequency that must be deleted. Thus, decorrelation is

guaranteed in the whole low-frequency band providing results similar to a set

of time-varying allpass filters [174].

The contraction factor αp(n) is related to each channel and the time-varying

vector α(n) = [α1(n), · · · , αP (n)] provides disparity among channels even if

the fundamental frequency is the same. In particular, a right circular shift of

one sample s[α(n), 1] = [αP (n), α1(n), · · · , αP −1(n)] is applied to the vector

α(n) every K samples [172], as explained in the following equation:

α(n) =

{
s[α(n − 1), 1] if

(
n − K

⌊
n
K

⌋)
= 0

α(n − 1) otherwise,
(3.48)

with the vector α(0) = [0.95 0.55] at time instant n = 0. The adaptive coef-

ficient kp(n) is included in the interval (−1, 1) to avoid the divergence of the

filter and is represented by the following sigmoid function:

kp(n) =
2

1 + e−γp(n)
− 1, (3.49)

being γp(n) ∈ R. The tracking of the fundamental frequency is obtained by

finding γp(n) that minimizes the output energy of the filter in (3.47), as de-

scribed in [175]. In this way, the filter of (3.47) is completely determined and it

is capable of removing the fundamental frequency. It is possible to derive this

fundamental frequency fp(n) with the knowledge of the sampling frequency Fs

and of the downsampling factor Ld, considering the following equation:

fp(n) =
Fs

Ld

· 1

2π
cos−1[−kp(n)]. (3.50)

Moreover, the low-frequency band could contain also some harmonics, so a

pre-emphasis filter Hpre(z) is used in order to improve the method in the low

frequencies, and a de-emphasis filter Hde(z) is applied to annul the effect of the

first. These filters are described as follows:

Hpre(z) =
1

1 − νz−1
(3.51)

Hde(z) = 1 − νz−1, (3.52)

being 0 < ν < 1.

Considering the high-frequency range, the phase of the input channels is
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changed by the application in each channel of P second-order time-varying

allpass filters. The transfer function of the p-th allpass filter is described by

the following equation [176]:

Ap(z, n) =
k2

p(n) − 2kp(n)z−1 + z−2

1 − 2kp(n)z−1 + k2
p(n)z−2

, (3.53)

so, it is identified by a pole with a multiplicity of 2 connected to the coefficient

kp(n) of Equation (3.49). This characterization of the allpass filter allows us

to maintain the spatial perception of the speech [174] because the restriction

|kp(n)| < 1 guarantees stability and causality of the filter and ensures that

the inter-aural time delay difference between the two ears is lower than the

well-known “just noticeable inter-aural delay” [177]. As described in [172], the

alteration in sound direction is negligible as the maximum variation in the time

of arrival is about 40 µs for all frequencies.

3.2.4 Subband room response identification

The architecture used for the room response identification is based on the

subband adaptive filtering structure with critical sampling of [97]. Figure 3.25

shows the subband structure considering P = 2 loudspeakers and one of the mi-

crophones (i.e., Q = 1). The structure is the same as described in Section 2.3.3,

where it is used for the adaptive crosstalk cancellation algorithm. Therefore,

starting from a prototype filter p(n) of order Np, cosine modulated analysis

and synthesis filterbanks G and F, respectively, are designed considering M

subbands. The double analysis filterbank GG is derived from G and consists

of M filters Gk(z)Gk(z) for k = 0, . . . , M − 1, and M − 1 filters Gk(z)Gk+1(z)

for k = 0, . . . , M − 2 [98]. As a consequence, considering as input signal the

signal of the pth loudspeaker yp(n) with p = 1, ..., P , the outputs of the filter-

bank after the downsampling operation are 2M − 1 signals derived as follows

in Z-domain:

Yp,k,k(z) = Yp(z
1

M )Gk(z
1

M )Gk(z
1

M ) (3.54)

for k = 1, . . . , M − 1, and

Yp,k,k+1(z) = Yp(z
1

M )Gk(z
1

M )Gk+1(z
1

M ) (3.55)

for k = 1, . . . , M − 2.

These signals constitute the inputs of a bank of adaptive filters. The coeffi-

cients of the adaptive sub-filters from the pth input to the qth microphone are

collected in the vector Wq,p,k. The order of each adaptive sub-filter should be

at least Nw = (Ns + Np + 2)/M [97], where Ns is the order of the entire system

that must be identified and Np is the order of the prototype filter p(n). The
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sub-filters are characterized by a uniform frequency bandwidth of π/M and a

center frequency of π/(2M) and are obtained through the minimization of the

sum of the instantaneous subband squared errors, represented by

Jq(n) =

M−1∑

k=0

E2
q,k(n), (3.56)

where q = 1, ..., Q and Q is the number of microphones. The error signals are

obtained by the following relation

Eq,k(n) = Dq,k(n − ∆) −
P∑

p=1

Zq,p,k(n), (3.57)

where Dq,k(n) is the desired signal of the kth subband for the qth microphone,

∆ =
Np+1

M is the delay introduced by the filterbank G, and Zq,p,k(n) is defined

M

GG
Y1

G

Y1,k,k'

z-

Wq,1,0

Wq,1,1

Wq,1,0

Wq,1,

Wq,1,M-1

z-

+

+

GG
Y2 Y2,k,k'

Wq,2,0

Wq,2,1

Wq,2,0

Wq,2,M-1

Wq,2,M-2
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+

+
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+

+

+

+

Zq,1,0

F
Zq
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Figure 3.25: Subband RIRs identification procedure with P = 2 for the qth
microphone.
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as
Zq,p,k(n) = Yq,k,k(n)Wq,p,k(n) + Yp,k−1,k(n)Wq,p,k−1(n)

+ Yp,k,k+1(n)Wq,p,k+1(n).
(3.58)

The filters Wq,p,k are adapted according to the following equation:

Wq,p,k(n + 1) = Wq,p,k(n) + µp,k

[
Yp,k,k(n)Eq,k(n)

+ Yp,k−1,k(n)Eq,k−1(n) + Yp,k,k+1(n)Eq,k+1(n)
]
.

(3.59)

The step sizes µp,k are normalized by the sum of instantaneous powers of the

signals involved in the adaptation of the coefficients, i.e.,

µp,k =
µ

ε + Pp,k,k + Pp,k−1,k + Pp,k,k+1
, (3.60)

where ε is a small positive constant to avoid division by zero and the power is

estimated as

Pp,k,k′(n + 1) = ηPp,k,k′(n) + (1 − η)Y 2
p,k,k′(n), (3.61)

with η a constant in the range (0, 1). Finally, the reconstructed frequency

response between the pth loudspeaker and the qth microphone Ĥq,p(z) is com-

puted as the sum of the interpolated sub-filters Wq,p,k(zM ), filtered by the

synthesis filterbank F, i.e.,

Ĥq,p(z) =

M−1∑

k=0

Wq,p,k(zM )Fk(z), (3.62)

with Fk(z) the kth filter of the synthesis filterbank. The computational com-

plexity of the subband identification algorithm is lower than a full band LMS

approach as reported in [97]. In particular, the overall number of multiplica-

tions per input sample required for the filtering and adaptation of the sub-filters

Wq,p,k(zM ) is computed as

2(3M − 2)(Ns + 1)

M2
+

2(3M − 2)(Np + 1)

M2
, (3.63)

where the first term corresponds to the filtering operations and the second

term corresponds to the adaptation procedure, with Ns the length of the full

band system. For high-order adaptive filters, the dominant term in the above

expression is 6Ns/M , which is about M/3 times smaller than the number of

multiplications required by the fullband LMS algorithm (2Ns) as reported in

[97].
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3.2.5 Multipoint equalizer design

The proposed identification procedure has been tested with a multipoint equal-

ization technique [156]. This approach allows for enlarging the listening sweet

spot taking into consideration different microphone positions. A quasi-anechoic

environment has been employed to obtain also a general equalization of the used

loudspeakers [178]. The prototype function is derived from the combination of

quasi-anechoic IRs, derived from a gated version (up to the first reflection)

of the responses, with the IRs recorded in the real environment. Figure 3.26

shows the equalization approach used in the presented work that follows these

steps:

1. For each loudspeaker, Q impulse responses of order Ns are measured in

the zone that must be equalized.

2. A pre-processing is applied exploiting the quasi-anechoic IR spectrum for

frequency greater than a certain transition frequency and the original

(ungated) IR spectrum below the same transition frequency. This opera-

tion is performed by applying the following equation to each RIR, in the

frequency domain:

Hq,p(ejω) = Ĥq,p(ejω) · wlf(e
jω) + H̃q,p(ejω) · whf(e

jω), (3.64)

where Ĥq,p(ejω) is the frequency response of the original estimated RIR,

H̃q,p(ejω) is the frequency response of the gated RIR, wlf(e
jω) and whf(e

jω)

are the half Hann windows used for selecting the lowpass and highpass

frequency bands, respectively. The linear combination in Equation (3.64)

is used to equalize only the direct sound in the mid- and high-frequency

range, which determines localization and most of the timbre perception,

while full equalization is applied in the modal frequency range [165].

3. The magnitude frequency responses of the measured IRs are estimated

through Q FFTs of NFFT samples.

4. A smoothing operation is applied to the magnitude frequency responses,

simulating the poorer frequency resolution at higher frequencies of the

RIRs
measurement

Pre-processing FFT
Magnitude
response

smoothing

Prototype
calculation

Prototype
inversion

Inverse FFT
(IFFT)

Impulse
response

truncation

1 2 3 4

5678

Figure 3.26: Multi-point room response equalization procedure.
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human auditory system. The approach of [179] has been used to ob-

tain a nonuniform frequency magnitude spectrum smoothing of the fre-

quency response Hq,p(ejω), resulting in the smoothed frequency response

Hsmq,p
(ejω), with q = 1, . . . , Q and p = 1, . . . , P . In this way, a broader

equalized zone is achieved by exploiting a less precise equalization at

higher frequencies resulting from the nonuniform resolution, which de-

creases with increasing the frequency.

5. A prototype response of the involved acoustic environment is derived

taking into account all smoothed IRs. The prototype frequency response

Hprp
(ejω) of the pth loudspeaker is obtained using an arithmetic mean of

the zero-phase smoothed frequency responses as

Hprp
(ejω) =

1

Q

Q∑

q=1

Hsmq,p
(ejω), (3.65)

with Hsmq,p
(ejω) the smoothed transfer function from the pth loudspeaker

to the qth microphone.

6. A frequency domain inverse filter is obtained through the use of a fre-

quency deconvolution with regularization technique [180] applied to the

prototype as

Hinvp

(
ejω

)
=

H∗

prp

(
ejω

)
∣∣∣Hprp

(ejω)
∣∣∣
2

+ χ
, (3.66)

being H∗

prp
(ejω) the complex conjugate of Hprp

(ejω), and χ the regu-

larization factor, which avoids excessive gains often appearing at high

frequencies. In the experiments, a small regularization factor with value

χ = 10−5 is applied. The equalization filter frequency response of length

K is computed in the unwarped domain by interpolating with a cubic

spline [161] the values of Hinvp
(ejω).

7. The inverse FFT of the interpolated frequency response is performed,

obtaining the time domain equalization curve.

8. Finally, the resulting sequence is truncated to determine the final equal-

ization filter for the pth loudspeaker.

This equalization technique is an effective approach that guarantees a reduced

computational complexity, making it suitable for real-time applications. In fact,

the computational load mainly depends on the inverse FFT operation, which

is characterized by a computational complexity of the order of W log W , where

W is the number of frequency bins of the final equalization filter magnitude

response [180].
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3.2.6 Experimental results of multichannel equalization

For the experiments, two real rooms are employed. Figure 3.27 shows the size

of the room with loudspeakers and microphone positions. The microphones

are placed distance was set to 30 cm and they were placed at 1.2 m height.

Professional equipment was used following the procedure described in [167].

More in detail, measurements have been performed using a professional ASIO

sound card and microphones with an omnidirectional response. A personal

computer running NU-Tech platform has been used to manage all I/Os [84].

The impulse responses have been derived using a logarithmic sweep signal ex-

citation [181] at 48 kHz sampling frequency. These responses are then used as

terms of comparison in the identification procedure.

For the adaptation procedure, a filter length of 4096 samples (i.e., an order

of Ns = 4095) has been considered, working on frames of 8192 samples, with

M = 256 subbands and a sampling frequency of Fs = 48 kHz.

The equalizer is designed in the warped domain considering W = 8192 fre-

quency points and the final length of the equalizer is 1024 samples. The equal-

ized frequency range goes from 10 Hz to 20 kHz with the same sampling fre-

quency of 48 kHz. The stereo input signals used for the presented results are

the following soundtracks:

I) “International Geophysical Year” from Donald Fagen (for experiments 1

and 3),

II) “I Sat by the Ocean” from Queens Of The Stone Age (for experiments 2

and 4).

Two songs have been chosen as input signals in order to evaluate the algorithm

performance with variable inputs in a real scenario. This is a very important
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Figure 3.27: Loudspeakers and microphones positions (a) in room A, for exper-
iments 1 and 2, and (b) in room B, for experiments 3 and 4.
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aspect since the identification algorithm must work during sound reproduction

without altering the sound perception.

Four experiments have been carried out employing different soundtracks in

the two rooms, i.e.,

• Experiment 1: soundtrack (I) in room A,

• Experiment 2: soundtrack (II) in room A,

• Experiment 3: soundtrack (I) in room B,

• Experiment 4: soundtrack (II) in room B,

where room A is referred to Figure 3.27(a), and room B is shown in Figure

3.27(b). Figures 3.28, 3.29, 3.30, and 3.31 show the four magnitude responses

relative to the four paths between the one loudspeaker, and the four micro-

phones, considering the four experiments, respectively. The Figures report

the magnitude responses related to the right loudspeaker for experiments 1

and 3 (cf. Figures 3.28 and 3.30, respectively) and to the left loudspeaker for

experiments 2 and 4 (cf. Figures 3.29 and 3.31, respectively). The impulse

responses identified by the proposed algorithm imposing M = 1 and M = 256

subbands are compared with the ones measured with the logarithmic sweep

signal procedure. The good performance obtained in terms of identification is

also confirmed by the results reported in Figure 3.32, where the difference be-

tween the magnitude frequency response of the identified IR and the magnitude

response of the measured IR is shown.

It is evident that the subband structure is capable of identifying the impulse

responses and, increasing the number of subbands, it is possible to obtain a very

accurate estimation of the responses. This is confirmed by all experiments thus

considering different inputs. Furthermore, the use of the subband structure

allows us to obtain a higher convergence rate with the increase of the number

of subbands M , as verified by the mean squared error (MSE) evolution, shown

in Figure 3.33.

This is due to the fact that increasing the number of subbands, the signal

is divided into small frequencies parts where it is more stationary and where

it is possible to use a more suitable stepsize exploiting Equations (3.60) and

(3.61). However, increasing the number of subbands could lead to an increase

in the memory usage of the hardware system, increasing the parallel computa-

tional load. A compromise between identification performance and hardware

capability should be evaluated.

Figure 3.34 shows the results for the four experiments and for each chan-

nel in terms of smoothed real room magnitude responses Hsmq
(ejω) (with

q = 1, 2, 3, 4) identified with the subband procedure, the prototype response

Hpr(e
jω) calculated with M = 1 and the one determined with M = 256, and
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(a) (b)

(c) (d)

Figure 3.28: Experiment 1: Magnitude frequency responses comparison be-
tween the measured IRs, the IRs identified with M = 1, and the
IRs identified with M = 256 for the right loudspeaker channel.
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Figure 3.29: Experiment 2: Magnitude frequency responses comparison be-
tween the measured IRs, the IRs identified with M = 1, and the
IRs identified with M = 256 for the left loudspeaker channel.
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(a) (b)

(c) (d)

Figure 3.30: Experiment 3: Magnitude frequency responses comparison be-
tween the measured IRs, the IRs identified with M = 1, and the
IRs identified with M = 256 for the right loudspeaker channel.

(a) (b)

(c) (d)

Figure 3.31: Experiment 4: Magnitude frequency responses comparison be-
tween the measured IRs, the IRs identified with M = 1, and the
IRs identified with M = 256 for the left loudspeaker channel.
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(a) (b)

(c) (d)

Figure 3.32: Difference between the real room magnitude responses and the
identified room magnitude responses for M = 1 and for M = 256
considering one microphone with reference to the right channel, in
the case of (a) experiment 1, (b) experiment 2, (c) experiment 3,
and (d) experiment 4.

Figure 3.33: MSE for the subband identification with M =1, 64, 128, 256, 512,
1024, considering white noise as the input signal.

the equalization curves Hinv(ejω) obtained from the single band identification

(i.e., M = 1) and the subband identification (i.e., M = 256). The subband

identification implies a different resolution of the equalization curve that can

increase the quality of the final equalization procedure with respect to the

single-band identification. This is also demonstrated by the spectral deviation

(SD) measure reported in Tables 3.8 and 3.9. The SD gives a measure of the

deviation of the magnitude response from a flat one [182], considering each

IR before (initial SD) and after the equalization (final SD), as also reported
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 3.34: Comparison between the four room magnitude responses Hsmq,p
,

the equalization curve Hinv for M = 1, the prototype response Hpr

for M = 1, the equalization curve Hinv for M = 256, the prototype
response Hpr for M = 256 for the right channel (first column) and
left channel (second column), in the case of (a)-(b) experiment 1,
(c)-(d) experiment 2, (e)-(f) experiment 3, and (g)-(h) experiment
4. A smoothing factor of 1/12 has been applied.
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Table 3.8: SD evaluation considering the single band identification (M = 1)
and the subband identification (M = 256) for all four experiments
with a frequency range of 10Hz-20kHz.

Experiments Initial SD Final SD Final SD
M = 1 M = 256

EX1 - right channel 10.96 2.60 2.59
EX1 - left channel 9.50 2.66 2.65
EX2 - right channel 10.96 2.60 2.59
EX2 - left channel 9.50 2.66 2.65
EX3 - right channel 10.41 2.65 2.64
EX3 - left channel 12.17 2.59 2.58
EX4 - right channel 10.41 2.65 2.64
EX4 - left channel 12.17 2.59 2.58

in [103]. The SD of the frequency response H(ejω) is calculated as [182]

SD =

√√√√ 1

k2 − k1 + 1

k2∑

k=k1

(
10 log10

∣∣H(ejωk )
∣∣ − D

)2

, (3.67)

where

D =
1

k2 − k1 + 1

k2∑

k=k1

10 log10

∣∣H(ejωk )
∣∣, (3.68)

where k1 and k2 are the lowest and highest frequency indexes, respectively, of

the considered band. The initial SD is computed imposing H(ejω) = Hpr(e
jω),

while the final SD is calculated with H(ejω) = Hpr(e
jω) · Hinv(ejω). In Tables

3.8 and 3.9, the initial and the final SD values are reported for each experiment

and for each channel, comparing the single band with the subband structure.

In particular, Table 3.8 shows the results obtained in the full frequency range

between 10 Hz and 20 kHz, while Table 3.9 takes into account only the low-

frequency range from 10 Hz and 200 Hz. It is evident that the subband identi-

fication procedure allows for a reduction of the SD in comparison with the case

with M = 1. This reduction is even more emphasized in the low frequencies, as

shown in Table 3.9, while the improvement in the broadband case is marginal,

as shown in Table 3.8.
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Table 3.9: SD evaluation considering the single band identification (M = 1)
and the subband identification (M = 256) for all four experiments
with a frequency range of 10Hz-200Hz.

Experiments Initial SD Final SD Final SD
M = 1 M = 256

EX1 - right channel 4.09 3.98 3.79
EX1 - left channel 3.91 2.81 2.64
EX2 - right channel 4.09 3.90 3.79
EX2 - left channel 3.91 2.65 2.63
EX3 - right channel 3.80 3.43 3.20
EX3 - left channel 3.78 3.25 2.95
EX4 - right channel 3.80 3.36 3.20
EX4 - left channel 3.78 3.33 3.00
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3.3 Crossover network for multichannel systems

In multichannel systems, crossover networks are used to split the input signal

into different frequency ranges that are reproduced by different drivers of the

same loudspeaker or different loudspeakers of a multichannel system. Figure

3.35 shows a two-way loudspeaker system composed of a tweeter (for higher

frequencies) and a woofer (for lower frequencies). Conventional high-quality

crossover networks are designed in order to verify the following four require-

ments [183]:

I. flatness in the magnitude of the combined outputs,

II. adequate steep cutoff rates of the individual filters in their stop bands,

III. symmetric and uniform polar response for the combined output,

IV. acceptable phase response for the combined output, the most desirable

characteristic being phase linearity.

The effectiveness of a crossover network is based on the fulfillment of these re-

quirements, along with the performance in terms of latency and computational

cost [184].

3.3.1 Background on crossover networks

Crossover networks are employed to divide the signal into two or more frequency

ranges that are reproduced by different loudspeakers [15,185–187]: sub-woofer

(for frequencies lower than 100 Hz), woofer (between 100 Hz and 300 Hz),

mid-range (300 Hz - 3 kHz) and tweeter (3 kHz - 20 kHz). Similar to graphic

equalizers, crossover networks can be considered as filterbanks [188] and are

classified into minimum-phase and linear-phase approaches. The main differ-

ence is that the main function of GEQs is to modify the spectral balance,

Tweeter

Woofer

Design Axis
t1

t2

d

Listening Point

Figure 3.35: Two-way loudspeaker system diagram for calculating the polar
response, when the driver distance is d and the flight times from
the two drivers to the listening point are t1 and t2.

101



Chapter 3 Equalization and Multichannel Systems for Audio Enhancement

whereas a crossover network must minimize the band leakage, precisely seg-

regating each band into its own signal, which is consequently processed and

played separately. Conventional high-quality crossover networks are designed

in order to have a flat magnitude of the combined outputs, steep cutoff rates,

symmetric polar response, and acceptable phase response (i.e., linear at least

in the crossover region) [183]. In the literature, many approaches for the de-

sign of minimum-phase crossover networks can be found, e.g., networks de-

rived from analog models [189, 190], allpass-based techniques [183, 191, 192],

polynomial-based approaches [193–195], and systems based on hybrid IIR/FIR

digital filters [184, 196, 197]. Considering analog models, IIR Linkwitz-Riley

filters [190] are the most used since they guarantee all the requirements ensur-

ing a reduced computational cost. They are derived from the cascade of two

identical Butterworth filters [189]. This configuration allows obtaining a flat

magnitude response of the combined outputs that is not achieved with a But-

terworth crossover network. Although IIR filters are widely used, they do not

ensure a completely linear phase, so linear-phase crossover networks can be de-

veloped using FIR filters. Linear-phase solutions can be categorized into time-

domain approaches [198], multirate approaches [199], and frequency-domain

approaches [200]. The main drawback of FIR filters is the high computational

cost.

3.3.2 Linear-phase crossover network

In this section, the multi-way crossover network of [26] is presented. It is

based on IFIR filters, described in Section 3.1.2, where they are used for the

deployment of graphic equalizers. Similarly to a GEQ, the crossover network

splits the signal into P frequency bands, but without applying gains to the

band signals. Moreover, crossovers provide P outputs that are reproduced by

different drivers, while a GEQ has a single output obtained by the band signals

sum.

Filter design

The scheme of the proposed P -way crossover network is shown in Figure 3.36.

The cutoff frequencies of the P bands of the crossover are fc1
, fc2

, ..., fcP −1
,

where fc1
is the cutoff frequency of the first lowpass filter and fcP −1

is the

cutoff frequency of the last highpass filter. Starting from P − 1 basis lowpass

filters H1(z), H2(z), ..., HP −1(z) with cutoff frequencies of fc1
, fc2

, ..., fcP −1
,

respectively, the combination of these lowpass filters and their highpass com-

plementary filters allows to obtain the P outputs of the crossover network. The

basis lowpass filters Hi(z) are IFIR filters obtained, as shown in Figure 3.37,
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Figure 3.36: Scheme of the proposed P -way crossover network. H1(z), H2(z),
..., HP −1(z) are the IFIR basis lowpass filters with cutoff frequen-
cies of fc1

, fc2
, ..., fcP −1

, respectively.

≡ xi+1 xiHi(z) Fi(z
Li) Fi(z)

xi+1 xi

Figure 3.37: Design of the ith basis lowpass filter of the proposed crossover
network using IFIR method, with i = 1, ..., P − 1.

as

Hi(z) = Fi(z
Li)Fi(z), (3.69)

where Fi(z) is the ith model filter, with i = 1, 2, ..., P − 1. The model filter

is designed with the windowing method using the Kaiser window with a shape

parameter β = 10 [201]. The design of the filter Fi(z) is achieved considering a

cutoff frequency of fF
ci

= Lifci
, where fci

is the cutoff frequency of the desired

lowpass filter and Li is the interpolation factor. In the proposed system, the

order Ni of the filter Fi(z) must be an even value, because the filter delay,

that is Ni/2 must be an integer value to allow the time synchronization of the

crossover outputs. For this reason, Ni is chosen as the even number closest to

the optimum order Niopt
, as follows:

Ni = 2Niopt
− 2

⌊
Niopt

2

⌋
, (3.70)

and Niopt
is calculated by the following Equation given by [201], i.e.,

Niopt
=

⌊
ASB − 8

2.285∆ωi

⌉
, (3.71)
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where the brackets b·e denote the rounding to the closest integer value, ASB is

the stopband attenuation and ∆ωi is the width of the transition band, which

is imposed to be twice the cutoff frequency of the model filter fF
ci

, e.g.,

∆ω =
4πfF

ci

Fs

=
4πLifci

Fs

, (3.72)

where Fs is the sampling frequency. To further reduce the computational com-

plexity and the memory allocation, in this work the interpolator filter G(z) is

imposed equal to the model filter F (z), e.g.,

G(z) = F (z). (3.73)

Equation (3.73) can be applied when the filter F (z) is designed in order to

eliminate the images of the interpolated version F (zL). Empirical tests proved

that this characteristic is achieved when the equation 2Lfc = Fs/L − 2fc is

satisfied, which means computing the interpolation factor as

Li =

⌊
−fc +

√
f2

c + 2fcFs

2fc

⌉
. (3.74)

In the case of Li = 1 the Equation (3.69) is not applied and the filter Hi(z)

is designed as a single FIR filter, so it is equal to the filter Fi(z), e.g., Hi(z) =

Fi(z). The respective highpass filter HH
i (z) with cutoff frequency fci

is obtained

as the complementary filter of Hi(z) as follows:

HH
i (z) = z−Di − Hi(z), (3.75)

where Di is the delay calculated as

Di =
NiLi + Ni

2
. (3.76)

The use of complementary filters allows reducing the computational complexity

and guarantees a flat magnitude response of the combined outputs, verifying

the requirement I on magnitude flatness. Taking into account Figure 3.36, the

kth output of the crossover network Yk(z) is computed as

Yk(z) = [Xk(z)z−Dk−1 − Xk−1(z)]z−∆k , (3.77)

where Xk−1 is obtained as

Xk−1 = X(z)

P −1∏

i=k−1

Hi(z), (3.78)
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with k = 2, ..., P and considering XP (z) = X(z). The synchronization delay

∆k is applied starting from the third band and is defined as

∆k =

k−2∑

i=1

Di, (3.79)

with k = 3, ..., P and Di is the delay introduced by the ith basis filter and it

is calculated following Equation (3.76). The output of the first band Y1(z) is

simply equal to X1(z) that is obtained by Equation (3.78).

Finally, the total delay of the crossover network τ is computed as

τ =
P −1∑

i=1

Di. (3.80)

The computational complexity is given by the number of operations per output

sample. The number of multiplications of the proposed crossover network is

computed as

n◦ Mul =

P −1∑

i=1

biNi + bi, (3.81)

and the number of additions is calculated as follows:

n◦ Add =

P −1∑

i=1

biNi + 1, (3.82)

where Ni is the order of the ith model filter Fi(z), N is the number of ways

of the crossover and bi is a parameter that depends on the value of the ith

interpolation factor Li as follows:

bi =

{
2, if Li > 1,

1, if Li = 1.
(3.83)

Experimental results of the crossover network

The proposed crossover has been tested considering a 4-way configuration (i.e.,

P = 4) with the following cutoff frequencies: fc1
= 120 Hz, fc2

= 1 kHz, and

fc3
= 8 kHz and a sampling frequency of Fs = 48 kHz. In this case, three

basis lowpass filters H1(z), H2(z), and H3(z) have been designed using the

IFIR technique, as explained above, obtaining the following interpolation fac-

tors: L1 = 14, L2 = 4 and L3 = 1, and the following filter orders: N1 = 92,

N2 = 38, and N3 = 20. The evaluation has been carried out by examining the

four requirements listed at the beginning of this section, comparing the pro-

posed crossover with the Linkwitz-Riley approach [190], with the time filtering
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of equivalent FIR filters and with the FFT implementation. The Linkwitz-

Riley crossover network [190] is obtained considering 4th-order filters. The

FIR crossover is obtained by implementing the same scheme of Figure 3.36,

but the basis filters Hi(z) are designed as normal FIR filters with the Kaiser

window with a shape parameter of β = 10 and the following orders: N1 = 1282,

N2 = 154, N3 = 20. The FFT method is obtained by calculating the frequency

response of each band of the FIR crossover and applying the overlap and save

algorithm with an FFT length of 1024 samples. Table 3.10 shows the results

obtained by the experimental tests. In the table, the checkmark means the

verification of the requirement, while the distortion index (DI) quantifies the

level of distortion and it is calculated as

DI =
max |T (ejω)|dB + min |T (ejω)|dB

2
, (3.84)

where T (z) is the sum of all the bands’ frequency responses of the crossover.

The DI should take values close to 0 dB to have a flat response. The Linkwitz-

Riley crossover guarantees only requirements II and III.

Regarding the magnitude flatness, Figure 3.38(a) shows the magnitude fre-

quency response of the combined outputs comparing Linkwitz-Riley with the

proposed system, confirming the results obtained for the distortion index.

In fact, Linkwitz-Riley presents a distortion of 0.5 dB, while the proposed

crossover shows a completely flat response. Figure 3.38(b) shows the com-

parison in terms of the magnitude frequency response of the four bands. In

the proposed approach, the stopbands at the low frequencies have a smaller

attenuation than the Linkwitz-Riley crossover, while the high frequencies are

Table 3.10: Comparison between crossovers, evaluating the requirements, the
distortion index, the latency, and the computational cost
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Figure 3.38: Comparison between 4th order Linkwitz-Riley crossover with
the proposed IFIR crossover considering the following 4 bands:
<120Hz, 120Hz-1kHz, 1kHz-8kHz, >8kHz. Fig. (a) is the to-
tal magnitude frequency response of the combined outputs of the
crossover, while Fig. (b) shows the magnitude frequency response
of each band.

more attenuated. However, a good suppression of the low frequencies that

reach the last driver (generally a tweeter) and could damage the loudspeaker

is obtained. For this reason, requirement II on the cutoff rate is verified by

both techniques. Figure 3.39 shows the polar diagrams corresponding to the

considered cutoff frequencies of the 4-way crossover, comparing the proposed

IFIR crossover with the Linkwitz-Riley method. The figure is obtained taking

into account the total response HT(ω, θ) of the system at frequency ω and angle

θ (cf. Figure 3.35), computed as [202]

HT(ω, θ) =
4∑

k=1

Ck(ejω)e−jω(tk−t1), (3.85)

where Ck(ejω) is the frequency response of the kth band, and tk is the flight

times from the kth driver to the listener position, with k = 1, ..., 4. The two

methods produce almost identical polar responses, which verify requirement

III. Figure 3.40 shows the group delay of the total 4-way crossover, comparing

the Linkwitz-Riley method with the proposed one. As expected, the proposed
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Figure 3.39: Polar plot of the considered 4-way crossover network using (a) the
Linkwitz-Riley method and (b) the proposed IFIR method for the
design of the filters, considering a distance between loudspeakers
of 5 cm and distance from the origin of 1 m.
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Figure 3.40: Group delay of the 4-way crossover network, comparing 4th order
Linkwitz-Riley crossover with the proposed IFIR crossover.

crossover presents a constant group delay, i.e., a linear phase and this means

a symmetric time response, satisfying requirement IV. Regarding the latency

and computational cost, the Linkwitz-Riley method presents the lowest com-

putational cost and the lowest latency, as expected, with only a total of 68

operations per output sample and a latency of 185 samples (i.e., 3.9 ms). All

the other linear-phase methods (i.e., FIR and FFT) are based on the proposed

system changing the implementation, so they verify all four requirements but

they differ in computational cost and latency. The FIR method is the most

expensive in terms of the number of operations reaching a total of 2 918 op-

erations per output sample, while the FFT implementation shows the highest

latency of 1 748 samples (i.e., 36.4 ms). The proposed method has a latency of

795 samples (i.e., 16.6 ms) similar to the FIR method and requires a total of 568

operations per output sample (of which 285 multiplications and 283 additions),

which is smaller than both the FIR method and the FFT implementation.
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3.4 Conclusions of audio equalization

Audio equalization techniques for audio rendering enhancement have been an-

alyzed in this chapter. The importance of ensuring a linear phase in graphic

equalizers has been underlined and, based on this assumption, three linear-

phase graphic equalizers have been presented. They are all based on IFIR

filters to reduce the computational complexity. The first GEQ uses a uniform

filterbank in which every band has the same width. Experimental results have

proven the effectiveness of the IFIR approach in GEQs development, how-

ever, the uniform band division is not suitable for graphic equalizers, and the

computational cost of the uniform GEQ is still too high for real-time audio ap-

plications. Therefore, an octave band GEQ has been developed by exploiting

IFIR and complementary filters. The octave GEQ implements a tree structure

derived from a half-band prototype filter, so the performance of the complete

equalizer depends on the design of the prototype filter. The windowing method

has been applied for the prototype design and the Kaiser window shows the

best results. The final GEQ has exhibited excellent performance, especially in

terms of computational complexity. However, the latency is quite high (just

below 100 ms). To reduce the latency, a hybrid FIR/IIR GEQ has been devel-

oped starting from the octave graphic equalizer. With the hybrid GEQ, the

latency is reduced by half by designing the first band with a lowpass shelving

IIR filter and relaxing the constraint on phase linearity. In fact, the linear phase

is guaranteed above 100 Hz, while the computational cost remains considerably

low. Regarding room response equalization, a subband implementation of a

multichannel and multiple-position adaptive equalizer has been presented in

this chapter. A subband structure is used for the identification of the room

impulse responses in two real rooms considering two loudspeaker channels and

four microphones. Experimental results have shown that the subband struc-

ture can identify more accurately the RIRs with a higher number of subbands,

increasing the convergence rate. Then, the identified RIRs are used to ob-

tain a prototype curve that has to be equalized in the frequency domain. The

equalizer design is performed in the warped frequency domain to guarantee

computational saving. Four experiments have been carried out employing dif-

ferent soundtracks as input signals and different environments, proving that the

identification with the subband structure can produce better performances also

in terms of equalization in comparison with the single-band approach. When

multichannel systems are involved, loudspeakers may reproduce different fre-

quency bands and crossover networks can be applied to divide the input signal

spectrum. In this context, the implementation of a linear-phase crossover net-

work based on IFIR filters has been presented. The proposed crossover has

been compared with the Linkwitz-Riley approach and with other linear-phase
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implementations and has exhibited lower computational complexity than other

linear-phase techniques. Experimental results have shown that the proposed

crossover network satisfies all the requirements in terms of flatness of the mag-

nitude response of the combined outputs, steep cutoff rates, symmetric polar

response, and linear phase response.

110



Chapter 4

Active Noise Control for Audio

Enhancement

Active noise control is a technology that can improve the listening experience.

It works by producing sound waves that are the exact opposite of the noise

that is interfering with the sound of the desired audio. This process is known

as destructive interference and it cancels out the unwanted noise, allowing

the desired audio to be heard more clearly. ANC can be used for several

applications, such as reducing noise from an engine or other machinery or

reducing external noise from a noisy environment. With the reduction of the

noise produced by external sources, the quality of the audio rendering is greatly

enhanced. In this chapter, an innovative subband active noise control system

is presented. The chapter is organized as follows. Section 4.1 presents the

background on ANC systems that can be found in the literature. Section 4.2

explains the proposed subband active noise control system. Section 4.3 shows

the experimental results of the proposed approach considering different types

of noise. Finally, Section 4.4 concludes the chapter.

4.1 Background of active noise control

Active noise control systems can be classified into feedforward and feedback

structures, as shown in Figure 4.1. A tutorial review of ANC systems is pre-

sented in [16]. Feedforward structures use a reference microphone (in addition

to the error microphone) to capture the primary noise signal [203], as shown

in Figure 4.2(a), and can be divided into narrowband and broadband systems,

according to the characteristics of the primary noise. Feedback systems do not

include a reference microphone, but use only the signal measured by the error

microphone [204], as shown in Figure 4.2(b). In the literature, both fixed and

adaptive solutions can be found. However, adaptive filters are more suitable

because they follow the variations of the acoustic path. One of the most used

adaptive algorithms in ANC systems is the least mean square (LMS) algorithm,

but usually, it generates instability [205]. The secondary source, that repro-

111



Chapter 4 Active Noise Control for Audio Enhancement

Figure 4.1: Active noise control systems classification.

duces the “antinoise” signal, introduces a secondary path between the control

source and the error microphone which has to be evaluated. In particular, the

ANC system is usually built on filtered-x least mean square (FxLMS) [206–208]

algorithm. In [207, 208], the FxLMS approach is applied for the reduction of

snoring noise. Snoring noise can reach a volume of 90 dB and can cause several

problems, such as loss of productivity, reduction of attention, and unsafely driv-

ing [209, 210]. Recently, several studies have highlighted the strong similarity

between the snoring activity and the vocal signal [211, 212]. In fact, the snor-

ing signal is characterized by a fundamental frequency followed by high-order

harmonics [212], like the vocal signal, and most of the power is concentrated

at lower frequencies. In particular, the inspiration produces a signal between

100 Hz and 200 Hz, while the expiration is focused between 200 Hz and 300 Hz.

Hence, the fundamental frequency to be eliminated resides between 100 Hz and

300 Hz.

Figure 4.3 shows a block diagram of a feedforward ANC system based on

FxLMS algorithm, in which x(n) represents the primary noise, s(n) is the im-

pulse response of the secondary path and w(n) is the filter to be adapted with

an LMS algorithm, controlling the residual noise e(n) captured by the error

microphone. The system of Figure 4.3 can be improved with the introduction

Error
Microphone

Reference
Microphone Canceling

Loudspeaker

ANC
x(n) e(n)

y(n)

Noise
Source

Primary
Noise

(a)

Error
Microphone

Loudspeaker

e(n) y(n)

Noise
Source

Primary
Noise

Feedback
ANC

(b)

Figure 4.2: Single-channel (a) feedforward and (b) feedback ANC systems.
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)
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Figure 4.3: Scheme of a simple ANC system based on FxLMS.

of an online estimation of the secondary path s(n). In fact, the secondary path

is time-varying, as the primary path, due to atmospheric changes or loudspeak-

ers and microphones damage. The literature offers two techniques for online

secondary path modeling. The first is based on the injection of additional ran-

dom noise v(n) [213], while the second uses the output y(n) to estimate the

secondary path [214]. The first solution presents a better performance in terms

of convergence rate, speed of response to variations of the primary noise, updat-

ing duration, and computational cost [215]. In particular, the system proposed

by Eriksson in [213] involves also a supplementary adaptive filter to model

s(n), in addition to the introduction of a white noise uncorrelated with the

primary noise x(n). However, the additional noise could perturb the secondary

path calculation and reduce the convergence rate. To solve this problem, two

alternatives are proposed in [216] and [217], respectively. The first method, pro-

posed by Bao et al., aims at canceling the interference of the additional noise by

introducing another adaptive filter [216]. However, the noise v(n) degrades the

convergence on the adaptation of the new filter. The second method, proposed

by Kuo et al., tries to reduce the noise interference by adding an adaptive error

filter [217]. However, the effect of the additional noise on the filter w(n) is

examined neither in [216] nor [217]. Contrarily, this aspect is investigated by

Zhang et. al. in [6], where three cross-updated filters are employed. This sys-

tem is improved in [27] by introducing the delayless subband structure of [218]

in the primary path estimation in order to increase the convergence rate and

reduce the error. The same approach is then implemented in real-time in [28].

4.2 Subband active noise control system

This section presents the subband active noise control system with online sec-

ondary path estimation proposed in [27,28], where snoring noise has been used

for experiments. The scheme of the proposed ANC algorithm is shown in Fig-

ure 4.4. Starting from the approach of [6], where an ANC system with online
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secondary path estimation is proposed, a subband adaptive filtering (SAF)

structure has been added in the primary path estimation. The SAF technique

implements a delayless subband structure [218], which allows the improvement

of the entire ANC system.

4.2.1 ANC with online secondary path estimation

The proposed ANC approach is based on the filtered-x LMS technique with the

online secondary path estimation [6]. The scheme of the proposed algorithm is

shown in Figure 4.4. In this section, the SAF structure is not taken into ac-

count, so w(n) is a single filter updated through a LMS algorithm, as proposed

in [6]. The input signal x(n) is filtered by the estimated secondary path ŝ(n).

The secondary path estimation is achieved by additional uncorrelated noise

injection to the output of ANC controller that may perturb the primary path

estimation. A solution to this problem has been proposed in [6], by calculating

the error for the primary path estimation e′(n) as

e′(n) = e(n) − ŝ(n) ∗ v(n), (4.1)

where v(n) is the injected uncorrelated noise, ŝ(n) is the estimated secondary

path and e(n) is calculated as

e(n) = d(n) − s(n) ∗ y(n) + s(n) ∗ v(n), (4.2)

where d(n) is the desired signal, y(n) is the output of the ANC controller and

s(n) is the real secondary path. In the ideal case, when ŝ(n) = s(n), the

s(n)

s(n)
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w0 

Weight Trasform
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Figure 4.4: Scheme of the proposed ANC system with secondary path modeling
and delayless subband algorithm.
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error becomes e′(n) = d(n) − s(n) ∗ y(n) and the perturbation caused by the

additional noise is removed. The error e′(n) is used in the main adaptive filter

as the error signal for w(n) and as the desired signal for the additional adaptive

filter h(n). In fact, these filters have the following updating equations:

w(n + 1) = w(n) + µwx′(n)e′(n), (4.3)

and

h(n + 1) = h(n) + µhx(n)[e′(n) − z(n)], (4.4)

where z(n) = h(n) ∗ x(n) is the output of filter h(n), x(n) is the noise signal,

x′(n) is the noise signal filtered with secondary path and µw and µh are the

step size of the filters w(n) and h(n), respectively. The update equation of the

secondary path estimation uses v(n) as input signal and es(n) as error signal,

as follows:

ŝ(n + 1) = ŝ(n) + µsv(n)es(n), (4.5)

where µs is the step size of the filter ŝ(n) and es(n) is computed as follows:

es(n) = g(n) − û(n), (4.6)

where g(n) = e(n) − z(n) and û(n) is noise injected filtered by ŝ(n).

4.2.2 Subband adaptive filtering

The proposed system introduces a delayless subband adaptive filtering (SAF)

structure in the primary path estimation, as shown in Figure 4.4. The SAF

approach improves the convergence rate of the ANC controller, but also the

convergence rate of the whole system, due to the dependence among the three

adaptive filters, i.e., w(n), ŝ(n), and h(n). The delayless subband adaptive

filter algorithm is implemented as proposed in [218]. The signal x′(n), that is

the input x(n) filtered by ŝ(n), and the error e′(n), obtained by the Equation

(4.1), are decomposed in subband by the analysis filterbank H(z), derived from

a prototype filter of order Np and described as follows:

H(z) = [H0(z), H1(z), ..., HM−1(z)]T , (4.7)

where Hk(z) is the transfer function of the kth analysis bandpass filter of order

Np, with k = 0, ..., M − 1 and M the number of subbands. The weights of

the kth subband wSAF
k (n) are updated following the normalized LMS (NLMS)

algorithm, i.e.,

wSAF
k (n + 1) = wSAF

k (n) + µw

x′∗

k (n)e′

k(n)

ε + ||x′

k(n)||2 , (4.8)
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where x′∗

k (n) is the complex conjugate of the input signal of the kth subband

x′

k(n), µw is the step size, ε is a small number to avoid division by zero, and

e′

k(n) is the error of the kth subband. The fullband filter w(n) is obtained by

implementing the following steps:

• the subband weights are transformed by the calculation of M FFT of

length (N +1)/L, where N is the order of the fullband filter and L = M/2

is the decimation factor;

• the complex samples of FFT are stacked to form the first half of the array

of the fullband filter;

• to complete the array, the central point is set to zero and the second half

of the array is obtained by the complex conjugating and reversing the

first half of the array;

• the inverse FFT of length (N + 1) is performed to obtain the fullband

filter w(n).

4.3 Experimental results of the ANC system

The proposed algorithm has been evaluated through several experiments by

comparing it with the reference ANC system of [6], which does not use a sub-

band implementation. The primary path and the secondary path are measured

from the setup of [208] inside a semi-anechoic chamber and they are modeled

as FIR filters of order N = 255 (i.e., with a length of 256 samples). The ex-

perimental tests have been carried out first with white noise and then with a

snoring signal as input, evaluating:

• the estimation of the primary path,

• the estimation of the secondary path,

• the relative error ε(n) of the primary path estimation,

• the error of the secondary path estimation es(n),

• the residual error e(n) of the whole ANC system.

The relative error of the primary path estimation is calculated as

ε(n) =
||w(n) − p(n)||

||p(n)|| , (4.9)

where p(n) is the impulse response of the primary path. The error of the

secondary path estimation es(n) is computed by Equation (4.6), and the error
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of the total system e(n) is derived from Equation (4.2). For both the algorithms

(i.e., the proposed SAF approach and the approach of Zhang [6]), the length of

the filters is 512 taps for w(n) and 256 taps for the adaptive filter of secondary

path ŝ(n) and for h(n). For the subband structure, the order of the prototype

filter is Np = 511 with white noise, and Np = 255 with snoring noise.

4.3.1 Results on white noise

The proposed algorithm has been compared with the system of Zhang [6], used

as a reference, first using white noise as input. The optimal values of the step

sizes for both the algorithms (i.e., the proposed and the reference) has been

found after a large number of simulations. For the reference algorithm, the

optimal values for the step size are the following: µw = 0.002, µs = 0.002,

µh = 0.001, while for the proposed algorithm, the following values have been

found: µw = 0.008, µs = 0.004, µh = 0.001. Moreover, for the proposed SAF

structure, a number of subbands of M = 128 has been chosen.

In Figure 4.5, the time and frequency responses of the estimated primary path

are shown, comparing the measured impulse response p(n) with the weights

w(n) estimated with the reference algorithm and with the proposed system.

The proposed approach perfectly fits the measured IR, while the reference ap-

proach has some difference in the low-frequency range, especially below 200 Hz.

At higher frequencies, both approaches correctly adapt to the primary path.

The convergence rate is improved too, as shown in Figure 4.7(a), where the

Figure 4.5: Comparison between the measured primary path, the primary path
estimated by the reference algorithm of [6], and the primary path
estimated by the proposed approach in the time domain (above)
and in the frequency domain (below) with white noise as input.
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Figure 4.6: Comparison between the measured secondary path, the secondary
path estimated by the reference algorithm of [6], and the sec-
ondary path estimated by the proposed approach in the time do-
main (above) and in the frequency domain (below) with white noise
as input.

(a) (b)

(c)

Figure 4.7: Comparison between the reference algorithm of [6] and the proposed
algorithm, evaluating (a) the relative error of the primary path
estimation, (b) the error of the secondary path estimation, and (c)
the MSE in relation to the input signal x(n), with white noise as
input.

relative error ε(n), calculated following the Equation (4.9), is reported.
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The comparison between the measured secondary path s(n) and the weights

of the adaptive filter ŝ(n) of the reference and the proposed algorithms is shown

in Figure 4.6. In this case, both methods exhibit a frequency response that per-

fectly fits with the secondary path. However, also in this case, the proposed

approach shows a higher convergence rate, proved by the evolution of the sec-

ondary path estimation error es(n), shown in Figure 4.7(b). As it can be

clearly seen, the application of the SAF structure improves the performance of

the secondary path estimation too. Figure 4.7(c) shows the ANC performance

in terms of residual noise e(n). The final residual noise of both algorithms is

the same and this is due to the injection noise. However, the proposed ap-

proach has a better performance in terms of convergence rate as a result of the

application of the SAF technique.

4.3.2 Results on snoring noise

After the validation with white noise, the proposed algorithm has been tested

considering the snoring noise as input. The snoring signal has been downloaded

from [219]. Even in this case, several simulations have been achieved to find

the optimal values of step size. For the reference algorithm, the found values

are the following: µw = 0.003, µs = 0.0013, µh = 0.001 and for the proposed

algorithm are: µw = 0.014, µs = 0.001, µh = 0.001. For the SAF structure,

a number of subbands of M = 64 has been selected. Considering the primary

path estimation, both algorithms perfectly reconstruct the time and frequency

Figure 4.8: Comparison between the measured primary path, the primary path
estimated by the reference algorithm of [6], and the primary path
estimated by the proposed approach in the time domain (above)
and in the frequency domain (below) with snoring noise as input.
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Figure 4.9: Comparison between the measured secondary path, the secondary
path estimated by the reference algorithm of [6], and the sec-
ondary path estimated by the proposed approach in the time do-
main (above) and in the frequency domain (below) with snoring
noise as input.

(a) (b)

(c)

Figure 4.10: Comparison between the reference algorithm of [6] and the pro-
posed algorithm, evaluating (a) the relative error of the primary
path estimation, (b) the error of the secondary path estimation,
and (c) the MSE in relation to the input signal x(n), with snoring
noise as input.
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responses, as shown in Figure 4.8. However, evaluating the convergence rate of

the primary path, the proposed algorithm exhibits a significant improvement,

as shown in Figure 4.10(a), where the error ε(n), calculated by Equation (4.9)

is reported. Regarding the secondary path estimation, both the reference and

the proposed algorithms correctly fit the time and the frequency responses, as

shown in Figure 4.9. A small difference is visible below 10 Hz, but it it not

relevant for snoring. The convergence rate of the secondary path is greatly

improved with the proposed algorithm, as reported in Figure 4.10(b), where

the error es(n), defined by Equation (4.6), is shown. Finally, Figure 4.10(c)

shows the residual noise e(n), in comparison with the input snoring noise. The

proposed algorithm reaches a residual noise of about 10 dB lower than the

reference approach, with a better convergence rate.

4.4 Conclusions of active noise control

In this chapter, an active noise control system with online secondary path

estimation has been presented. The system aims at improving a reference

algorithm by applying an adaptive subband structure in the primary path esti-

mation. Experiments have been carried out to compare the proposed approach

with the reference using white noise and snoring noise as input signals. For

both the noises, the primary and the secondary path estimations are evaluated

in terms of impulse and frequency responses and errors. Results have shown

that the subband structure improves the estimation of the primary path in

terms of estimated response, error, and convergence rate. Moreover, also the

estimation of the secondary path produces better results than the reference

algorithm, proving that the SAF approach, applied only to the primary path,

enhances the performance of the whole ANC system. This aspect is also con-

firmed by the evaluation of the residual noise, which, in the proposed system,

is about 10 dB lower than the reference technique.
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Conclusions

In this thesis, innovative systems for immersive audio rendering enhancement

have been presented. In particular, a comparative analysis of HRTF mea-

surements has been described in Chapter 2, comparing the transfer functions

acquired by different in-ear microphones in different positions with the ones

measured by a standard head and torso simulator. Results have shown that

the position and the type of the microphone affect the HRTF at higher frequen-

cies. Successively, a binaural synthesis system based on HRTF interpolation

has been proposed, aiming at reducing the measurement procedure and im-

proving the spatial resolution. The interpolation algorithm is based on the

division of the impulse responses into early reflections and reverberant tails.

The transition between the early reflections and the reverberant tail is defined

by the mixing time, which can be fixed or calculated. The system has been im-

plemented in real-time and tested in a semi-anechoic environment, considering

HRTFs, and in a real environment, employing BRIRs and adding an automatic

mixing time calculation based on the Jarque-Bera test. The results on HRTFs

have proved the effectiveness of the proposed algorithm in comparison with a

reference technique, and the experiments on BRIRs have confirmed the rela-

tion between the distance and the mixing time, verifying the necessity of an

automatic mixing time calculation.

The binaural system has been also adapted for the reproduction over loud-

speakers, by adding the RACE algorithm. The introduction of the crosstalk

canceller is needed to reduce the interference signals between loudspeakers with

the aim of performing a reproduction similar to the one obtained with head-

phones. The system has been evaluated through listening tests and has proved

the effectiveness of the introduced CTC technique. However, the RACE algo-

rithm is a fixed CTC method which assumes that the listener does not move

during the reproduction. Therefore, an adaptive CTC system, based on a

subband structure, has been proposed. Differently from RACE, the proposed

adaptive CTC algorithm requires the knowledge of the four HRTFs that charac-

terize the four acoustic paths between the loudspeakers and the listener’s ears.

The proposed system detects the listener’s head position by means of a head
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tracker and calculates the exact HRTFs by applying the interpolation among a

reduced set of HRTFs pre-measured in the listening area. The CTC filters are

then calculated through a subband structure. Experiments have shown that a

higher number of subbands improves the performance of the crosstalk canceller

and reduces the error of the system.

Chapter 3 is focused on audio equalization systems, which are essential for

audio rendering enhancement. Equalization can be achieved through several

approaches. In this thesis, graphic equalizers and an adaptive multichannel

room response equalization (RRE) system have been presented. More in detail,

three different GEQs have been presented based on linear-phase interpolated

FIR filters. In particular, a linear-phase uniform GEQ, a linear-phase octave

GEQ, and a low-latency quasi-linear-phase octave GEQ have been proposed.

The uniform equalizer implements a parallel filterbank in which the bands have

the same width, while the octave GEQs use a tree structure of interpolated

filters that designs a ten-band filterbank with a logarithmic band division,

more suitable for audio equalization. The quasi-linear-phase GEQ is designed

by a hybrid FIR/IIR structure, derived from the linear phase octave GEQ by

designing the first band with a lowpass IIR shelving filter. In this way, the

linear phase is guaranteed only above about 100 Hz, but the latency is reduced

by half. Experimental results have also shown that the uniform GEQ has

the highest computational complexity, while the octave GEQs have proven a

greater performance.

Successively, an adaptive multichannel and multiple positions room response

equalization system has been presented. The system is capable of adaptively

identifying the RIRs of different points in the equalization zone by implement-

ing a subband structure. The equalization is then achieved by inverting a

prototype frequency response, calculated by the combination of the smoothed

measured frequency responses. Experimental results have evaluated the identi-

fication algorithm comparing the subband implementation with the single-band

one, proving that a better identification is obtained with the subband struc-

ture. In addition, it has been shown that a good RIR estimation is also re-

flected in the equalization performance. In multichannel systems, several loud-

speakers are involved and, generally, they can reproduce different frequency

bands, so crossover networks are needed. In this context, a linear-phase dig-

ital crossover network has been presented using interpolated FIR filters for

multichannel systems. The proposed crossover can split the signal into multi-

ple frequency bands defined by the selected cutoff frequencies. The proposed

crossover has been compared with the most used Linkwitz-Riley crossover net-

work and other linear-phase implementations. Experiments have shown that

the proposed structure can verify all the requirements needed for a high-quality

crossover network and presents a lower computational complexity than other
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linear-phase techniques.

Finally, since audio rendering can be improved also by noise reduction, a

subband active noise control system with online secondary path estimation

has been presented in Chapter 4. The ANC system is based on a previous

algorithm, used as a reference, and a subband structure has been applied to

the estimation of the primary path. Experiments have been carried out using

white noise and snoring noise to evaluate the primary and secondary path

estimation, the error, and the convergence rate. It has been shown that the

subband implementation improves the performance not only on the primary

path estimation but also on the secondary path estimation and on the total

system, especially at the low frequencies.
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