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Abstract

We lay down plans to study how Inductive Reasoning Ability (IRA) affects the analyzing and understanding
of Program Visualization (PV) systems. Current PV systems do not take into account the abilities of the
user but show always the same visualization independently of the changing knowledge or abilities of the
student. Thus, we propose IRA as an important skill when comprehending animation, which can be used
to model the students and thus to adapt the visualization for different students. As an initial step we plan
to check if IRA correlates with ability to answer program related questions during program visualization.
We discuss the possible benefits of using IRA modeling in adaptive PV.
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1 Introduction

Inductive reasoning is one of the important characteristics of human intelligence:

Thurston regarded inductive reasoning as one of the seven primary mental abilities

[23] that are accounted for intelligent behaviors. Merriam-Webster on-line dictio-

nary defined induction as an “inference of a generalized conclusion from particular
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instances”. Pellegrino and Glaser [19] noted that the induction reasoning ability

can be extracted in most aptitude and intelligent tests and is the best predictor for

academic performance. Harverty et al. [7, p. 250] cited several other researches

that viewed inductive reasoning as an significant factors for problem solving, con-

cept learning, mathematic learning, and development of expertise, and Heller et al.

[8] research showed that inductive reasoning is necessary ability for extracting the

knowledge of problem solving in physics.

Despite its recognized importance underlying the learning process, little effort

is spent on research to support the inductive reasoning process taking place in

virtual learning environments [13]. This paper describes a project to incorporate

modeling and support of learner’s inductive reasoning ability in Jeliot - a program

visualization system to help learning Java. If an inductive reasoning ability proves

to be a good indicator of programming learning, program visualization tools could

adapt their contents according to the students inductive reasoning ability. The

paper is a continuation of the road map laid down in [2] and can be seen as an

initial step towards an adaptive or smart program visualization system.

This paper starts with an introduction to the research done in inductive rea-

soning ability (Section 2. Following in Section 3 there is a description of Jeliot 3

and the modifications done to support the experiment described in Section 4. We

end the paper with a discussion of the possible implications of the findings we may

come across.

2 Inductive Reasoning Ability

The term induction is derived from the Latin rendering of Aristotle’s epagoge that is

the process for moving to a generalization from its specific instances [20]. Bransford

et al. [4] pointed out that generalizations aimed at increasing transferability (ability

to apply to a different context) can result in (mathematical) models, or global

hypothesis in terms of Harverty et al. [7]. These can be later applied to a variety

of contexts in an efficient manner.

Zhu and Simon [25] pointed out that the learners have to induce how and when to

apply the problem solving method in worked-out examples. In reality, the learners

also need to induce where to apply with a contextual awareness. The induction

here requires the learners to (1) recognize the similarities and differences of the

parameters in the current and the experienced contexts, (2) recognize and match

pattern of current context to the experienced context(s), and/or (3) recognize/create

the hypothesis/method that can be applied to solve the problem.

Point (1) requires information filtering, encoding and classification. In the early

stage of an inductive reasoning task, one needs to see what attributes are relevant

to the task at hand. Selected attributes are then encoded into meaningful chunks so

that classifications or categories can be created. It is an iterative process to proceed

from the selection of attributes to the forming of categories. In situations where a

classification is sought, e.g., when solving a well-defined problem, the meaningfulness

of classification is already a sufficient condition for one to stop this iteration, whereas
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if one is not confident with what the classifications should be, e.g. exploration of a

novel domain, one may need to extend this iterative process to include hypothesis

testing.

The pattern finding in point (2) is detection of co-variation from a stack of

samples or past experiences as explained by Holland et al. [9]. In the research done

by Heller et al. [8], the instructors believed that the attainment of problem solving

skill in physics comes from reflective practices to extract knowledge from previous

experiences of working on other problems or from sample problem solutions. Point

(3) corresponds to the hypothesis generation activity in categorization of Harverty

et al. [7]. Hypothesis generation differs from mere guessing in an important ways

- having a rationale behind the hypothesis. The rationale of the hypothesis is

primarily derived from the observed pattern. Use of analogy also plays an important

role for inductive reasoning.

3 Jeliot 3

Jeliot 3 [15] is a program visualization system that animates the execution of Java

programs. It has been used as an lecturing aid by teachers and a learning aid by

students. Jeliot is currently used in classrooms [3] and in distance education [10].

Different problems have been identified in these contexts.

In classrooms, the mediocre students seem to benefit from the utilization of

the program visualization tool the most. However, for the weakest and strongest

students, Jeliot 3 in its current form might not be that helpful and useful. On

the one hand, the visualization in Jeliot is still too complex and hard to grasp for

the weakest students. On the other hand, the strongest students do not need the

visualization as much and would like to use it only as needed or their learning might

be even harmed because of this.

In distance education, students are studying alone and can have problems with

learning and motivation. For visualization tools, this means that the use of the

system should be both motivating and give students support in order to overcome

barriers or even become a partial replacement of a teacher. As there is no teacher

explaining the program visualization and the related programming concepts for the

students, the tool should assume this role and provide explanations and hints to

students as needed.

In order to know how to support students during the learning process on indi-

vidual basis, we plan to use adaptation based on both students performance and

cognitive traits.

3.1 Question generation in Jeliot

Students can be engaged and motivated to explore and make sense of it by asking

prediction questions during the visualization [5,17]. Furthermore, interaction and

question answering during multimedia learning have a positive influence on problem-

solving ability in the domain [6].

We have implemented an automatic prediction question generation facility into
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Jeliot 3 [16]. Question generation is achieved by analyzing the program trace

(MCode) before it is visualized because the correct answer is also available. During

the visualization the question is popped up before the evaluation of the selected

expression has started. The question display and processing is based on the work of

Rößling and Häussge [22], namely AVInteraction. Students’ answers are saved into

a database together with the information related to the question such as related

programming concepts. We aim to use the information collected about student’s

performance to analyze the skill development in different programming concepts and

model student’s cognitive traits in order to adapt the visualization to the abilities

of the student.

3.2 Modeling the student in Jeliot

Student modeling provides the means to track the students’ activities while using

a learning tool and analyze students behavior and possible abilities and known

concepts. Our devised system will contain both a domain model, and a student

model. The domain model will contain a reduced set of Java concepts derived from

the Java Learning Object Ontology (JLOO) [12]. This set of concepts will still

retain the “pre-requisite” relationships amongst concepts suggested in the JLOO.

To record the student’s performance, the system will use an overlay user model:

the model will consist of pairs containing a concept from the domain model and

the student’s ability to understand it. Abilities will be measured as the number of

times the student has been asked about a certain concept, and number of correct

and incorrect answers.

In the system, when a student answers correctly two or more questions related

to the same Java concept, the user model will mark that concept as understood. We

believe that already the second correct answer will minimize the “chance factor”,

nevertheless it does not necessarily mean that the concept is fully understood. Only

concepts that have their “pre-requisite” concepts understood will be available for

the system to generate questions.

4 Experiment Design

In this section, we propose an experiment to investigate the relationship between the

students’ IRA determined with psychometric test and their learning performance

while using the previously described program visualization environment, Jeliot 3.

The students of a Programming I course in ViSCoS project, a 2 year-long web-

based Computer Science study program, will be the experiment participants. At

the beginning of the course students will complete Web-IRA, a task to analyze the

IRA of the students. Web-IRA consists of questions which are divided into three

categories: (1) series extrapolation where students are asked to find out what is the

next item in a series - testing the ability to generate hypothesis, perform comparison

[1]; (2) analogical reasoning where students are often given a pair of related items

and are asked to use this as an analogy to find another pair of related items - testing

the ability to filter attribute relevance and map relevant attribute from one context
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to another [24], and (3) exclusion where the students are asked to detect irregularity

among the items - testing the ability to classify and test hypothesis [11].

The programming course is divided in weekly lessons, and concepts are dis-

tributed across them. For the experiment purposes, user model concepts will be

also tied with the week they are explained, i.e. before a concept is learned students

are asked to answer questions related to the concept (pre-test) and after the stu-

dents have learned about the concept they will be presented with questions related

to the same concept (post-test).

On week 2, they will be introduced to Jeliot 3 and the experiment. Each students

will use a web start version of Jeliot, which will connect to an on-line version of

the student model. Jeliot 3 will be updating the user model as the questions are

answered.

Following weeks will introduce concepts at a fast pace. Students will be given

a brief introduction to them and asked to visualize the program using Jeliot 3 and

answer the questions. To motivate students to perform as well as they can points

are granted based on the correct answers. As said before, only a reduced set of

concepts will be used in the domain model. For the experiment, we will have two or

three concepts that will make Jeliot generate questions about them. For example, in

week 4 Logical Statements and Comparison Operations will be the chosen concepts.

At the end of the course, the Web-IRA could be completed again by the students,

to test the reliability of the test itself.

The experiment is designed in a way that the student’s behavior can be analyzed

in terms of inductive reasoning ability. However, two major sources of bias can be

predicted: student’s prior knowledge and the case when a student does not make

mistakes. If the student knows a concept and commits no mistake we can not

analyze the effort required to induce/learn the concept. During the analysis, the

first bias can be removed statistically by data (grade) from other courses students

had taken. The analysis will not include data gathered from student who made no

mistake.

After removing the potential biases, the following procedure will be carried out

in the analysis:

(i) Data gathered in Web-IRA will be standardized; and student’s data gathered

in Jeliot 3 will be matched with information from data gathered in Web-IRA.

(ii) The standardized Web-IRA will allow separation of students into groups, for

example, groups of low, medium, or high IRA.

(iii) Pattern of behaviors in different groups can be searched by either statistical

mean (average number of mistakes), decision-tree based classification algorithm

such as ID-3 [21], or neural network.

5 Discussion and Future Work

It can be argued that deductive reasoning plays a more important role when learning

programing than inductive reasoning. In programming lectures, teachers provide
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students with a set of rules about what programming statements mean and their

effects in the execution of a program. This set of rules can be seen as the special

structure for deductive reasoning on how to program. However, learners find prob-

lems to match these rules without any previous knowledge. This fact can hinder

learning as it produces belief bias, i.e., they are more likely to consider an argument

as false when they are unable to relate it to their previous knowledge. As students

test the examples and program the exercises, the special structure starts to consoli-

date. We argue that it is the inductive reasoning that produces such consolidation.

Co-relating IRA and programming visualization comprehension is just another

step in acknowledging the importance of cognitive skills in programming. Pea and

Kurland [18] summarized the work on programming aptitude tests and pointed

how inductive skill was a good indicator of future ”programming success (p. 45). If

the link between IRA and programming abilities can be determined, it could have

several implications in the Computer Science field. One of the possible implications

of the result is that Web-IRA could be used to predict the success for students

taking programming courses. Moreover, it could be interesting to further study

how much Jeliot 3 could help those students with a low IRA.

But the results could imply as well that if reasoning patterns can be found in

Jeliot 3, they can be built into the pedagogical module of Jeliot 3 which would then

be able to classify students into groups (low, medium, or high IRA). It entails that

Jeliot 3 alone will be able to model students’ IRA without the need of data from

Web-IRA.

5.1 Personalization of Program Visualization tools

The experiment described here is part of a bigger effort to make program visualiza-

tion tools aware of personal differences. A investigation done on Jeliot 3 [14] showed

that students could not always fully understand the animations. To help students

understanding the animations and the concepts behind, it was suggested to add ex-

planations and questions to the animation. This will require a proper modeling of

the student’s ability and previous knowledge. Otherwise, the expanded animation

will not cover the needs of a specific student. For this experiment, we will implement

the student model that will gather the information about a student’s knowledge,

and decide which questions are more suitable for the students. A further iteration

in the development of the tool will add textual explanations of the animations and

the programming concepts involved in them.

If a link between IRA and program visualization comprehension were to be

found, animations, questions and explanations could be tailored to the student’s

IRA. It is hypothesized that students with lower IRA will benefit of further expla-

nations or hints. For example, animations of certain concepts could be ignored after

a number of times the student has seen it. The number of repetitions should be

linked to the student’s IRA; a student with high IRA should not require the same

information repeated as many times as a student with lower IRA. However, this will

require further experimentation to fully prove that hypothesis.
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