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In this paper we describe K2, a comprehensive simulation model of Earth’s
radiation belts that includes a wide range of relevant physical processes.
Global MHD simulations are combined with guiding-center test-particle
methods to model interactions with ultra low-frequency (ULF) waves, substorm
injections, convective transport, drift-shell splitting, drift-orbit bifurcations, and
magnetopause shadowing, all in self-consistent MHD fields. Simulation of local
acceleration and pitch-angle scattering due to cyclotron-scale interactions is
incorporated by including stochastic differential equation (SDE) methods in
the MHD-particle framework. The SDEs are driven by event-specific bounce-
averaged energy and pitch-angle diffusion coefficients. We present simulations
of electron phase-space densities during a simplified particle acceleration event
based on the 17 March 2013 event observed by the Van Allen Probes, with a focus
on demonstrating the capabilities of the K2 model. The relative wave-particle
effects of global scale ULF waves and very-low frequency (VLF) whistler-mode
chorus waves are compared, and we show that the primary acceleration appears
to be from the latter. We also show that the enhancement with both ULF and
VLF processes included exceeds that of VLF waves alone, indicating a synergistic
combination of energization and transport processes may be important.

KEYWORDS

radiation belts of magnetized planets, wave-particle interaction, energetic particles,
magnetospheric plasma waves, quasilinear and non-linear theory, numerical simulation

1 Introduction

The inner magnetosphere supports a host of physical processes driving acceleration,
transport, and loss of radiation belt electrons, including acceleration and transport by
drift-interaction with ultra low-frequency (ULF) waves, local acceleration and loss by
cyclotron-interaction with higher frequency (VLF and ELF) plasma waves, transport
due to substorm activity and large-scale convection, and loss by particle scattering
into the atmosphereor interaction with the magnetopause. A fundamental challenge in
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constructing physical models of the radiation belts is capturing this
broad range of processes across many different time and spatial
scales.

Recent radiation belt research has been summarized in two
comprehensive reviews, and references therein, by Li and Hudson
(2019) and Ripoll et al. (2020). As described in those reviews, the
main current method of modeling Earth’s radiation belts is solution
of a three-dimensional Fokker-Planck equation that uses quasilinear
diffusion coefficients, as in the following codes: the ONERA
Salammbô code (e.g., Beutier and Boscher, 1995;Maget et al., 2015),
the BAS (British Antarctic Survey) code (e.g., Glauert et al., 2014),
the AFRL code (e.g., Albert et al., 2009), the UCLA code (e.g.,
Li et al., 2016; Ma et al., 2016), the VERB code (Shprits et al., 2009;
Drozdov et al., 2015), the LANL DREAM-3D code (e.g., Tu et al.,
2014), the CEA CEVA code (e.g., Ripoll et al., 2016), the STEERB
code (e.g., Su et al., 2011), and the REM SDE (stochastic differential
equation) code developed at RiceUniversity (Zheng et al., 2014) that
was later developed into the UBER SDE code (Zheng et al., 2021).

Although 3-D radiation belt diffusion codes have had success
in reproducing some features of radiation belt observations,
there is still much work to be done to assess their quantitative
agreement between the simulations and observations (Tu et al.,
2019), and there are still some basic unanswered questions
regarding the applicability of the diffusion approach, particularly
for the use of radial diffusion (see Lejosne and Kollmann (2020),
for example). Specifically, the following questions are active
research areas: What are the relative roles of local acceleration
and radial transport? (as discussed in Drozdov et al. (2022),
for example.) Is there sufficient phase randomization to justify
a quasilinear diffusion approach? What are the relative roles
of diffusive versus advective transport? How important are
nonlinear wave-particle interactions, either for cyclotron-frequency
wave-particle interactions or for drift-frequency wave-particle
interactions?

In this Methods paper we describe K2, a comprehensive
radiation belt modeling code especially designed for event
simulations, that contains the basic physics of radial transport,
local acceleration, and loss; all of which are important processes
in solving the questions of the previous paragraph (Elkington et al.,
2004; Chan et al., 2010).The code is named after themountain K2 in
the northwestern Karakoram Range, the second-highest mountain
on Earth. This paper outlines the method used in the K2 modeling
framework, and provides an example of its use in the context of
the geomagnetic storm beginning on 17 March 2013. This event
was chosen because it is a well-known radiation belt enhancement
event (Li W et al., 2014; Tu et al., 2014), and because the chorus
wave diffusion coefficients that are an important input to the K2
code were available from the NSF Geopsace Environment Modeling
(GEM) QARBM (Quantitative Assessment of Radiation Belt
Models) focus group challenge (Ma et al., 2018). In the subsequent
sections, we describe the general MHD/test particle method and
history; give an overview of the SDE method used to simulate
local wave-particle interactions; discuss how event-specific chorus
wave diffusion coefficients may be obtained and implemented
with a test particle method; and follow up with a discussion
of initial simulation results for the 17 March 2013 geomagnetic
event.

2 MHD-particle simulations and
stochastic differential equations

2.1 MHD-particle simulations

MHD-particle simulations have been used to elucidate the
physics and dynamics of the radiation belts for a broad range
of phenomena, including the effects of CMEs/shocks in the solar
wind (Li et al., 1993; Hudson et al., 1998; Elkington et al., 2002;
Hudson et al., 2015; Li et al., 2015), radial transport driven by ULF
waves (Elkington et al., 1999; Elkington et al., 2003; Fei et al., 2006),
effects of substorms and advective injections of particles from the
plasma sheet (Birn et al., 1997; Kim et al., 2000; Elkington et al.,
2005; Kress et al., 2014; Merkin et al., 2019), and in recent plasma
sheet, ring current and radiation belt simulations (Sorathia et al.,
2018; Sorathia et al., 2021).

We now summarize the main features of the MHD-particle
methods that form the basis for the K2 framework, based on
our earlier work (Elkington et al., 2002; Elkington et al., 2004). The
MHD model uses solar wind conditions observed at L1 to provide
time-dependent, event-specific upstream boundary conditions for
the MHD model, and the magnetohydrodynamic state vector is
solved on a grid. An example of the output of an MHD simulation is
indicated in Figure 1, showing an equatorial snapshot of the electric
and magnetic field values (color scale and contours, respectively),
and the direction and relative magnitude of magnetospheric plasma
flow velocities (vectors). Flow channels associated with substorm
activity are clearly shown in the pre- and post-midnight tail
regions. Such activity is difficult to model in diffusive Fokker-
Planck simulations of the radiation belts because those models do
not contain magnetospheric fields with these spatial and temporal
scales and they do not contain associated non-diffusive advective
transport. In contrast, effects of such activity on radiation belt
particles are a natural feature of the MHD-particle method. Solar
wind conditions driving the MHD simulation are indicated in the
right-hand panels of Figure 1.

The test particle portion of the MHD-particle method uses
the electric and magnetic field values from the MHD simulation,
interpolated in space and time from the MHD solution grid
to each test particle’s location, and these values are used to
advance the particle’s position in time using a 3d guiding center
approximation. The validity of the guiding center approximation
must be checked at each point in the particle’s trajectory to ensure
that the instantaneous particle gyroradius is much smaller than both
parallel and perpendicular gradients in the local magnetic fields,
and that the gyrofrequency is much larger than the corresponding
temporal changes in the local fields. These particle simulations may
comprise 105-106 test particles representing a range of energies and
pitch angles, and may be conducted either forward or backward in
time (e.g., Kress et al., 2015). By assigning a phase-space density
to each test particle based on either initial or boundary conditions
and invoking Liouville’s theorem, the aggregate dynamics of the
radiation belts may be simulated as a function of driving solar wind
conditions.

We note that the accuracy of any MHD/particle simulation
will be limited by the accuracy of the underlying geomagnetic
field model. For example, inadequate representation of the ring
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FIGURE 1
Snapshot of the equatorial results of an MHD simulation driven by the upstream solar wind conditions in the right-hand panel. Contours of constant
magnetic field strength are shown, with plasma flow velocities indicated by vectors and the associated electric field magnitude indicated on the color
scale. The location of several spacecraft at this time is also shown.

or tail current in an MHD model will lead to a reduction in
the stretching and overall morphology of individual field lines
(e.g., Wiltberger et al., 2000), and thus lead to inaccurate drift
and bounce trajectories. Similarly, inaccuracies in the cold plasma
distribution in the innermagnetosphere will change the propagation
characteristics of Alfvénic wave activity in these regions, leading
to errors in the rates and effect of radial transport in the
simulation.

2.2 Stochastic differential equations

The application of SDEs to solving radiation belt Fokker-
Planck equations has been developed and described by Tao et al.
(2008), Tao et al. (2009), Selesnick et al. (2013), Zheng et al. (2014),
Zheng et al. (2021), and references therein. Essentially, an n-
dimensional Fokker-Planck equation is equivalent to n SDEs.
Solving the SDEs generates an ensemble of randomwalk trajectories,
and each of those trajectories carries information about the phase-
space density from either a boundary or from an initial condition, as
illustrated in Figure 2. Using SDEs, complicated general boundary
conditions and initial conditions can be implemented easily, and the
solution of the SDEs is highly parallelizable.

In this work, we incorporate cyclotron-frequency wave-particle
interactions into an MHD-particle simulation code by following
Hamiltonian guiding center particle motion (Brizard and Chan,
2001; Tao et al., 2007), and by using SDEs to give random kicks to
the equatorial pitch angle and momentum of each particle (or to
an equivalent pair of particle variables, such as the first adiabatic

invariant and the parallel momentum). The random kicks are made
according to bounce-averaged diffusion coefficients for the wave-
particle interactions (details of the coefficients are given in the next
section). The SDEs used in K2 that advance the equatorial pitch-
angle α0 and momentum p of each particle from an “initial” value
(before the kick) to a “final” value (after the kick, corresponding to
a time interval Δs) are (Tao et al., 2008):

α f = αi + b1Δs+ σ11
√ΔsN1 + σ12

√ΔsN2 (1)

p f = pi + b2Δs+ σ21
√ΔsN3 + σ22

√ΔsN4 (2)

where N1, N2, N3, and N4 are Gaussian random numbers with zero
mean and unit variance, and on the σ and b coefficients we use a
subscript 1 for α0 and a subscript 2 for p. For convenience we make
the choice σ12 = 0, and then the other σ coefficients are:

σ11 = √2D11/pi, σ21 = √2D12/√D11,

σ22 = √2D22 − σ2
21,

(3)

and the b1,b2 coefficients are given by

b1 (t,α0,p) =
1
Gp

∂
∂α0
(GD11/p) +

1
G

∂
∂p
(GD12/p) (4)

b2 (t,α0,p) =
1
Gp

∂
∂α0
(GD12) +

1
G

∂
∂p
(GD22) . (5)

We have the freedom to choose σ12 = 0 because i) the matrix σ
only needs to satisfy the condition σσT = a [where σT is the transpose
and where a is a diffusion matrix that appears in Equation 2 of
Tao et al. (2008)], but that condition is not sufficient to uniquely fix σ;
and ii) as described below Equation 5 of Tao et al. (2008), because of
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FIGURE 2
An illustration of SDE random walk trajectories, followed backwards in time from a phase-space position X at time t. A trajectory may either encounter
a boundary (the red and blue trajectories) or an initial condition (the black trajectory), and contributions from those locations are summed to find the
overall phase-space density at X and t. For a Dirichlet boundary condition the value at the boundary contributes directly, and for a Neumann boundary
condition the trajectory is reflected and then followed until it encounters a Dirichlet boundary or an initial condition (Tao et al., 2008).

Levy’s theorem, different choices of σ generate equivalent stochastic
processes that yield the same solution of the diffusion equation.

Consistent with the magnetic dipole field approximations
assumed in the diffusion coefficients themselves, the Jacobian is
given by the dipole formula G = p2T(α0) sin(α0)cos(α0), where the
normalized bounce period isT(α0) ≈ 1.3801730− 0.639693sin4/3(α0)
(Schulz and Lanzerotti, 1974).

Quantitatively assessing the effect of these dipole field
approximations is difficult without doing the full non-dipolar field
calculations. Orlova and Shprits (2010) have calculated diffusion
coefficients in a Tsyganenko 89c (non-dipolar) magnetic field, and
they compared corresponding scattering rates with those calculated
in a dipole field. They demonstrated that on the dayside the effects
of a non-dipolar magnetic field are negligible at distances less than
six Earth radii, and on the nightside the diffusion coefficients may
significantly depend on the assumed field model. We regard the
dipole approximation as temporary at this stage–we assume it is
reasonable in the inner magnetosphere, but the non-dipolar effects
should be studied in future work (with the caveat that the amount of
computation involved in calculating the diffusion coefficients would
increase significantly).

3 Implementation in K2

3.1 Chorus wave diffusion coefficients

The K2 model can use any set of pre-computed diffusion
coefficients for wave-particle interactions using the SDE method
(2.2). In this paper we use a set of event specific chorus diffusion
coefficients for the 17 March 2013 geomagnetic storm from
Ma et al. (2018). These coefficients are calculated using quasilinear
theory, with the chorus wave intensity estimated from National
Oceanic and Atmospheric Administration (NOAA) Polar Orbiting

Environmental Satellites (POES) measurements of precipitating
and trapped electron fluxes using the method in Li et al. (2013)
and Ni et al. (2014). The diffusion coefficients used in this study
do not include the effects of a changing ωpe/ωce ratio, which
can substantially affect the wave power estimated from POES
observations (Longley et al., 2022).The set of coefficients inMa et al.
(2018) are calculated separately for upper and lower band chorus
with Gaussian frequency and wave normal angle distributions
in each band. The limited orbital coverage of POES means the
coefficients are binned in 1 hour time increments, L values of
3.0,3.5,… ,7.0, and MLT bins of 00:00-04:00, 04:00-08:00, 08:00-
12:00, and 20:00-24:00. The diffusion coefficients are assumed 0 in
the 12:00-20:00 MLT interval. This assumption is made because the
frequent presence of whistler waves in plumes in the afternoon to
dusk sector introduces a higher level of uncertainty in the POES
technique, which used the empirical plasmatrough density model
(Sheeley et al., 2001) to infer chorus wave amplitudes. Pitch angle
is resolved in 2° intervals from 1° to 89° with an additional point
at 89.5°, and energy is resolved from 0.1 keV to 10 MeV with 71
values equally spaced. Figure 3 shows the pitch angle, momentum,
and mixed diffusion coefficients at several times for an L-shell of 5,
and MLT in the range of 00:00-04:00.

Diffusion coefficients are computed in the framework of the
Fokker-Planck equation, with units of 1/s. For use in K2, we convert
precomputed coefficients to the Langevin equation formalism
in Section 2.2. To avoid discretization errors, we compute the
derivatives with respect to momentum in log space using

∂
∂p
→

d (logE)
dp

∂
∂ (logE)

(6)

A centered finite difference is used for both the ∂/∂p and
∂/∂α0 derivatives. The diffusion coefficients are computed and
pre-processed independently from K2. K2 then reads in the pre-
processed file at runtime and stores the set of diffusion coefficients
in memory. A linear interpolation provides the diffusion coefficient
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FIGURE 3
The chorus wave diffusion coefficients are plotted for several times during the event on 17 March 2013. Here Daa, Dap, and Dpp represent the α0α0,
α0p, and pp diffusion coefficients, and the Dxx label on the color bar represents any of those three coefficients. The coefficients are for an L-shell of 5,
and an MLT range of 00:00-04:00. Note the colorbar and axes are the same in each subplot, and each coefficient is in units of 1/hours.
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at any L-shell, energy, and equatorial pitch angle for a fixed MLT
(magnetic local time) bin.

3.2 Implementing SDE kicks

The SDE method tracking the effects of whistler-mode chorus
on energetic particles is combined with a global 3d test particle
code capable of tracking the radial transport of the particles
under the influence of ULF wave activity, substorm injections,
and perturbations in the solar wind. The fields in this effort were
taken from an MHD simulation of the solar wind/magnetosphere
interaction driven by upstreamboundary conditionsmeasured atL1.
The global MHD code used in this simulation was the Lyon-Fedder-
Mobarry (LFM)MHDcode (Lyon et al., 2004), although themethod
described can use any gridded simulation output or analytic model
of the background electric and magnetic fields.

The test particle code is based on that described by
(Elkington et al., 2002; Elkington et al., 2004). The 3d Hamiltonian
guiding center equations (Brizard and Chan, 2001) are solved using
a Runge-Kutta method with an adaptive time step (Cash and Karp,
1990), with background fields interpolated to the location of each
test particle from a regular grid containing the MHD electric and
magnetic fields as they evolve in time. In the examples shown in this
paper, theMHDfield grids areCartesianwith a uniformgrid spacing
of 0.2RE in all dimensions; basic benchmark tests indicate that errors
in the drift trajectories due to field interpolation are not larger than
those resulting from the relative local truncation error tolerance set
in our adaptive Runge-Kutta solver (here 10–4/step).The test particle
code is capable of being run either in a time-forward or a time-
backward fashion; in this work, we run time-backward to minimize
the number of points in phase space from which particles need to be
initialized. Each particle is run backward in time until it hits either a
boundary condition or initial condition, and a phase-space density
is assigned to that particle based on that boundary/initial condition.
In this work, we use the AE-8max trapped electron model (Vette,
1991) to assign phase-space densities to those particles that intersect
an initial condition. In the current version of K2, time-backward
simulations for longer and longer time intervals become more
computationally costly quite rapidly (approximately quadratically
in the time interval). In future work we plan to investigate ways
to improve the efficiency of K2 to reduce computation time. We
are considering variance-reduction methods and/or source-biasing
methods, and we may apply methods developed by Woodroffe et al.
(2018).

The effects of wave-particle interactions are simulated by
periodically “kicking” the particle pitch angle and momentum in
accordance with Eqs 1, 2. The particle may be allowed to traverse
through several bounce periods before the trajectory is modified
through simulated interaction with chorus waves via the SDE solver,
so long as the time between SDE kicks is much less than a drift
period. For the particle simulations described in this paper, the
number of bounces Nb between kicks was experimentally varied
between Nb = 3 and Nb = 60 with no significant change in the
aggregate results of the test particle results, but with a small increase
in code efficiency as we increased Nb. The results shown here, we
usedNb = 15 as a compromise between code efficiency and temporal
fidelity of the chorus wave interactions.

The time-backward trajectory of each test particle is tracked
throughout its bounce motion, noting the time and spatial location
at which the particle passes through its local magnetic minimum on
each bounce. Once the specified number of bounces, Nb, has been
completed, the particle location, momentum, and time are reset to
the most recent traversal of the magnetic minimum, and Eqs 1, 2
are solved to give updated equatorial pitch angle and momentum.
The Gaussian random number generator used in this step is based
on theMersenne Twister as described in Matsumoto andNishimura
(1998). Once the pitch angle andmomentum is updated, the particle
trajectory continues to be tracked backward in time through the next
interval of Nb bounces, and the next update to the momentum and
pitch angle applied. Examples of the trajectory of individual particles
undergoing combined drift motion and interaction with chorus-
mode whister waves is shown in Figure 4. Here the first adiabatic
invariant (solid line) and energy (dashed line) are shown in the left-
hand panel of the figure, with the equatorial parallel momentum
(solid line) and equatorial pitch angle (dashed line) shown in the
right-hand panel as the particle drifts in time about the Earth. The
local time variation in the effects of the inferred chorus wave activity
is clearly evident in the drift trajectories, with regions of little to no
chorus activity evident in the trajectory plots centered around 500s
simulation time and again centered around ∼1250s simulation time.

The first-order numerical scheme for integrating the SDEs
in Eqs 1, 2 is known as the Euler-Murayama scheme. Because
the transport terms on the right-hand side of those equations
are a small perturbation to the overall guiding center motion,
the first-order errors accumulated in integrating the SDEs with
the Euler-Murayama method become higher-order infinitesimals
in the final results. The insensitivity of the calculated PSD to
the value of ds, as described in the previous two paragraphs,
justifies this approach. We note that there are also higher-than-
first-order schemes of integrating SDEs, but these would greatly
increase the computational cost and would require more stringent
restrictions on the smoothness of the equation coefficients, so
in practice the Euler-Maruyama scheme used in this paper is
by far the most commonly used numerical solver for SDE
calculations.

4 K2 simulations of a storm-time
enhancement event

We have applied the K2 code to an idealized simulation of a
radiation belt enhancement event, with drivers and inputsmotivated
by the 17 March 2013 storm (Li Z et al., 2014). This storm was
characterized by a strong CME shock first depleting the phase-
space density, with a subsequent rapid increase in electron phase-
space density (PSD) and energies beginning first around L = 4
(Thorne et al., 2013; Li W et al., 2014). The solar wind conditions
during this event are indicated in Figure 1 and discussed in more
detail in Li et al. (2015). We used event-specific bounce-averaged
chorus wave diffusion coefficients calculated for the NSF GEM
QARBM (Quantitative Assessment of Radiation Belt Models) focus
group challenge (Ma et al., 2018). In this section we have plotted
K2 simulated PSD profiles, event-specific averaged chorus wave
diffusion coefficients, and the spatial distribution of precipitated
particles.
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FIGURE 4
Example of a particle drifting about the Earth in a dipole field and undergoing interactions with whistler-mode chorus at different local times. In the
left-hand figure, the particle’s first invariant M (blue, solid) and energy W (green, dotted) are shown; in the right-hand figure, the particle’s equatorial
parallel momentum (blue, solid; in units of particle mass times c) and equatorial pitch angle (green, dotted) are shown. The effect of azimuthal
variations in the chorus-based local diffusion coefficients are clearly visible as the particle drifts through local times.

In these K2 simulations we have not yet implemented
contributions to the PSD from a possible low-energy (∼100 keV)
boundary population of particles (analogous to the blue random
walk in Figure 2).Thus the current K2 PSDs are due to contributions
from the initial condition only (the black random walk in Figure 2).
This simplifies the interpretation of the simulated PSD profiles, but
it omits potentially important contributions to PSD and precludes
a comparison with measured PSDs. In later work we plan to
implement a time-varying low-energy PSD boundary condition
(corresponding to a time-dependent seed population for the
radiation belt electrons) and compare K2 simulation results with
measurements from spacecraft missions, such as the NASA Van
Allen Probes mission and the ERG (Arase) mission.

Figure 5 plots K2 values of PSD f(M,K,L) vs. L, for
M = 500 MeV/G and K = 0.056 RE√G, and averaged Dαα diffusion
coefficients vs. L, for UT = 0 to UT = 12 on 17 March 2013. In
these plots L is the distance, in Earth radii, from the center of Earth
to the crossing point of the dipole field line of a given guiding
center particle and the magnetic equatorial plane. Thus L is a dipole
approximation to L*, the Roederer L value. In this work, we attempt
to minimize the effects of this approximation by starting our time-
backward particle simulations from four local times (noon, dusk,
midnight, and dawn) and averaging the results over each of these
local times. In ongoing related work, we are beginning to calculate
PSD as a function of M, K, and L*, but more code development and
testing of those calculations is needed before they are incorporated
into the K2 code. In Figure 5 the black solid line for UT = 0 shows
the initial PSD profile, taken from the AE8MAX empirical model
(Vette, 1991). Also, solid lines are used for UT = 1 to UT = 7, and
dashed lines are used for UT = 8 to UT = 12.

Figure 5A shows PSD profiles calculated in MHD fields with
SDE wave-particle interactions; thus it includes effects of radial
transport and chorus wave-particle interactions. The resulting PSD

profiles vary significantly and in a complicated way in L and
time. In order to better understand these dynamic PSD profiles, in
Figures 5B, C we first isolate the chorus wave-particle interactions
and the radial transport, respectively, and then we will return to a
discussion of Figure 5A.

Figure 5B shows PSD profiles calculated in a static dipole
magnetic field with SDE wave-particle interactions; thus it isolates
effects of chorus wave-particle interactions on the PSD profiles.
At all times, the absence of changes in the PSD profiles for L ≥ 7
is because the QARBM diffusion coefficients are zero there. We
note two main increases in PSD: i) for UT = 1 to UT = 7 PSD
profiles in the range 5 < L < 7 increase (while PSD profiles below
L = 5 are unchanged), and ii) from UT = 8 to UT = 10, PSD
profiles in the range 3.4 < L < 5.4 increase (while PSD profiles in
the range 6 < L < 7 decrease mildly). This results in PSD values
betweenL = 3.4 andL = 7 that are significantly higher than the initial
condition, with a maximum increase near L = 4 by a factor of about
30. Overall, we see that PSD increases predominantly at early times
at large L, and then at late times at small L. In the next paragraph we
argue that the twomainPSD increases can be identifiedwith changes
in the chorus wave diffusion coefficients.

For comparison with Figures 5B, D plots averaged values of the
Dαα diffusion coefficients over the course of the simulation. These
values are plotted as a function of L, and are taken on a surface
of constant K = 0.056 RE√G with M = 500 MeV/G to match the
simulations, and then averaged over the four MLT sectors. We have
plottedDαα values, but corresponding plots ofDαp andDpp have very
similar L and t dependence, as can be seen in Figure 3. Averaged
diffusion coefficients below about 0.042/hour (corresponding to a
diffusion time scale above about 24 h) result in negligible changes
in PSD over this 12-h simulation. Two main features of the L
and t dependence of the averaged Dαα diffusion coefficients can
be identified with the two main PSD increases in Figure 5B. First,
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FIGURE 5
Phase-space density f in units (cm MeV/c)−3, for electrons with M = 500 MeV/G and K = 0.056RE

√G (corresponding to 1.32 MeV electrons with
equatorial pitch angle 62° and mirror point latitude 13.7° at L = 4 in a dipole magnetic field) and averaged Dαα diffusion coefficients. L is a dipole
approximation to the Roederer L value. Times are UT on 17 March 2013. Solid lines are used for UT = 1 to UT = 7, and dashed lines are used for UT = 8
to UT = 12. (A) PSD calculated with MHD fields and SDE wave-particle effects included. (B) PSD calculated with a static dipole magnetic field and SDE
wave-particle effects (to isolate the SDE effects). (C) PSD calculated with MHD fields, but no SDE wave-particle effects (to isolate the MHD-driven radial
transport). (D) Averaged Dαα diffusion coefficients, for comparison with (A,B). See the text for further details.

for L > 5 and UT = 1 to UT = 6 the averaged diffusion rates have
relatively high values (between about 0.042/hour and 1.0/hour), and
this can be identified with the PSD increases described in item i) of
the previous paragraph. Second, for L ≲ 5.4 and for UT = 7 to UT
= 10 the averaged diffusion rates are much higher than at earlier
times for L ≲ 5.4; and this can be identified with the large PSD
increases described in item ii) of the previous paragraph. Therefore,
large increases in PSD can be identified with large local chorus wave
diffusion coefficients.

Figure 5C shows PSD profiles calculated in MHD fields, but
without SDE wave-particle interactions; thus it isolates effects of
MHD-induced radial transport on the PSD profiles.Throughout the
12 h of the simulation the PSD profiles are relatively constant. They
show small deviations from the initial condition for L ≲ 5.5, and

larger, more-variable fluctuations for L ≳ 5.5. The latter are due to
insufficient numbers of particles contributing to the PSD (including
several cases of zero contributions that occur because the particle’s
backward-in-time trajectory does not reach the initial condition),
and as a result, for UT = 8 to UT = 12 PSD values for L ≳ 5.5 are
not reliable. We usually start with around N = 10,000 backward
trajectories to obtain each final value of f. Because the relative error
scales as 1/√N (we checked this numerically) this typically results
in relative errors of around 1%, which we regard as sufficiently small
relative to other errors and uncertainties. Sometimes significant
numbers of time-backward trajectories do not reach the initial
condition and this can give poor statistics; in this case, we run more
backward trajectories, but even then, the statistics may not improve
very much (and the relatively weak 1/√N scaling is costly). Further
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work will be needed to diagnose and improve the low statistics at
these times and L values, but loss by magnetopause shadowing no
doubt plays a role, especially for L ≳ 7.

Revisiting Figure 5A we can now identify and interpret the
main features of the overall PSD evolution in MHD fields with
SDE wave-particle interactions included. First, for UT = 1 to UT
= 7 the PSD profiles between L = 5 and L = 7 increase almost an
order of magnitude, associated primarily with local acceleration,
while the PSD increase for L > 7 is consistent with outward radial
diffusion. Note that the sharp gradient in Figure 5B at L = 7 is
smoothed out within 1 hour. Second, for UT = 7 to UT = 10 the PSD
profiles forL ≲ 5 increase rapidly, also associated primarilywith local
acceleration; in particular, near L = 4.1 PSD increases by an order
of magnitude within 1 hour (from UT = 8 to UT = 9). Note that
combined radial transport and choruswave-particle interactions can
result in PSD increases that are larger than the increase with SDEs
alone (for example, the PSD increase near L = 3.5 at UT = 11 is
larger in Figure 5A than in Figure 5B). Third, for UT = 10-12 the
PSD profiles for L ≳ 7 have decreased compared to UT = 8, probably
due to magnetopause shadowing and outward radial transport, but
these values are less reliable because of low statistics and large error
bars. Further work is needed to better model PSD at these late times
and large L values.

Just as we calculate PSD in Figure 5 from the mean of the PSD
values from all the contributing time-reversed trajectories, we have
calculated the error bars from the corresponding standard deviation
of those PSD values. In general, except for late times and large
L values in Figure 5A, the error bars are mostly smaller than, or
comparable to, the size of the plotting symbols. We also note that
for this Methods paper, we chose to show results for only one pair of
M and K values, in order to demonstrate the capabilities of the K2
code, and we plan to investigate the dependence of our simulation
results on changing values of M and K in future work.

Figure 6 replots the same data as Figure 5 using the same four
panels, but using heatmap plots rather than line plots. Comparing

Figure 5 and Figure 6 we see that the heatmap format can be better
for visualizing certain features of the data. For example, the heatmap
plots better show the noisy low-statistics PSD values and the zero
PSD values seen at late times and large L, particularly in Figures 5A
versus Figure 6A and Figures 5C versus Figure 6C. This is primarily
because the noisy overlapping lines in Figure 5 are difficult to
separate visually. Also, the grey regions of the heatmap plots clearly
show regions with zero values, whereas the zero values are omitted
from the line plots.

In Figure 7 we show how the K2 code may be used to
examine particle loss to the atmosphere as a result of scattering
via interactions with whistler-mode chorus waves. Here, particles
were launched in the interval L = [3.0,8.0] with a constant
initial value of K; in this instance, we chose K = .0561 RE√G
corresponding to a particle mirroring 15° from the SM (solar
magnetic) equatorial plane at L = 6 in a dipole field. Particle
trajectories were tracked in the dynamic MHD fields using
event-specific SDE wave-particle interactions, corresponding to
the situation shown in Figure 5A. Those particle trajectories that
intersected the inner boundary of the MHD simulation domain
at ∼2.3 RE were removed from the simulation, and the location
at which the particles intersected the boundary traced down to
1.1 RE using a dipole approximation. The inner boundary at ∼2.3
RE occurs because below that value the Alfvén speed becomes
fast enough that MHD time steps become prohibitively small,
and the value 1.1 RE corresponds roughly to the top of Earth’s
atmosphere.

Figure 7 marks the location of each precipitated electron as a
function of latitude and longitude, integrated over the full 12 h
duration of the simulation. We note that the density of marks
varies with both latitude and longitude, reflecting the local time
variation of the event-specific local diffusion coefficients used in this
simulation. In particular, we note a relatively high density of marks
in the southern hemisphere between 0 and -5 h LT. This feature
may be appearing because the event-specific diffusion coefficients

FIGURE 6
Phase-space densities f and averaged Dαα diffusion coefficients from Figure 5, re-plotted in L-t heatmap format. The subfigure labels (A–D) correspond
to the same labels in Figure 5. Grey pixels show zero values and white indicates no values were calculated there.
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FIGURE 7
Figure showing the location where individual test particles intersect the inner boundary of the MHD simulation at ∼2.3RE, traced down to 1.1RE using a
dipole approximation. This figure shows how the K2 method can be used to quantify precipitated particle loss during geomagnetic storms.

we use are determined from POES precipitation data, which would
be enhanced near the South Atlantic Anomaly (SAA); we note that
this feature is not in the expected latitudinal range of the SAA
(namely, between about 50° south and the equator), but because the
MHD simulations do not contain the dipole field offset associated
with the SAA, we do not expect to accurately reproduce the SAA
location. We also note a North-South asymmetry in the number of
test particles precipitating into the atmosphere, which we suggest is
a result of the prevailing dipole tilt during this 12 h period of the
simulation.

Test particles are also self-consistently lost from the simulation
as they intersect the magnetopause: during periods of southward
IMF, these test particles fail a check on the conservation of the
first adiabatic invariant as they transition from the northward
fields interior to the magnetopause, to the southward fields in
the magnetosheath and solar wind. During periods of northward
IMF, those test particles intersecting the magnetopause and
not failing the adiabaticity check simply drift with the solar
wind until they reach an outer boundary of the simulation
domain. Further work contrasting the time history and phase-
space density of precipitating particles to those lost to the
magnetopause will allow us to examine the conditions and extent
to which each loss process affects the dynamics of the radiation
belts.

5 Summary and discussion

In summary, the main conclusions of this work are:

1. SDEs provide a powerful and general method to incorporate
stochastic cyclotron-frequency wave-particle interactions into
MHD-particle simulation codes.This includes quasilinear wave-
particle interactions (WPIs) and stochastic nonlinear WPIs.
The methods are adaptable to full-particle, guiding center, and
bounce-center particle tracing.

2. In the K2 code, we have implemented the SDE methods into
a guiding-center MHD-particle simulation code for Earth’s
radiation belts.

3. The K2 code can comprehensively simulate radiation belt
dynamics, including radial transport (which may be diffusive
or non-diffusive), mesoscale magnetospheric field effects (such
as magnetopause shadowing and drift-orbit bifurcation), and
effects of cyclotron-frequency WPIs (such as precipitation losses
to the ionosphere, local acceleration, and cross-term energy and
pitch-angle diffusion).

4. We have performed a K2 radiation belt simulation motivated by
the 17March 2013 storm (e.g., Li W et al., 2014).We used event-
specific bounce-averaged chorus wave diffusion coefficients
calculated for the NSF GEM QARBM (Quantitative Assessment
of Radiation Belt Models) focus group challenge, and plotted
PSD profiles, averaged event-specific diffusion coefficients, and
a spatial distribution of precipitated particles.

5. In this K2 simulation we find that local chorus wave-
particle interactions can give rapid (≲ 1 hour) changes in PSD,
MHD-driven radial transport can smooth out sharp radial
PSD gradients within 1 hour, combined chorus wave-particle
interactions and radial transport can give PSD incresaes greater
than chorus wave-particle interactions alone, and losses seen in
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the simulation are qualitatively consistent with magnetopause
shadowing and chorus wave-induced precipitation.

Compared to other radiation belt models, K2 has a number
of strengths. First, unlike 3D diffusion models, K2 is not bounded
by a last closed drift shell. Second, K2 contains both diffusive
and nondiffusive radial transport. Third, K2 includes effects
of off-diagonal radial-energy and radial-pitch-angle scattering
associated with drift-shell splitting, and Shabansky orbits are
automatically included. Fourth, K2 contains dynamic meso-scale
magnetospheric field effects such as magnetopause shadowing and
subsequent outward radial transport. The K2 code contains similar
basic physics (bounce-averaged particle dynamics and quasilinear
cyclotron wave interactions) to existing 4D radiation belt transport
models described by Jordanova et al. (2008), Fok et al. (2008), and
Shprits et al. (2015), but the main advantage of the K2 code
over those models is the use of dynamic global MHD fields,
which is especially important for event simulations. That said,
K2 is computationally demanding and storage intensive, both in
terms of the underlying global MHD simulations used to drive
the test particles, and the test particle simulations themselves.
The high time resolution required to fully resolve the bounce-
drift motion of the particles makes this method better-suited to
simulating radiation belt dynamics during individual geomagnetic
events, rather than simulating weeks or months of radiation belt
evolution.

We note that the background fields provided by the LFM
MHD simulation code are susceptible to the sources of error
discussed in Section 2.1. In the case of the results presented here,
we used a version of the LFM code that is coupled with the
Rice Convection Model (RCM) (Pembroke et al., 2012). The RCM
provides a representation of the inner magnetospheric ring current,
reducing errors in the stretching and morphology of the global
magnetic field. The RCM also provides a model plasmasphere
that dynamically changes with solar wind driving conditions,
reducing errors in ULF wave propagation and the resulting radial
transport of energetic particles. However, the version of the LFM
used in this manuscript does not include potentially-relevant
physical effects such as self-consistent plasmaspheric refilling via
ionospheric outflow. Coupling the K2 framework to MHD models
with better representations of the ring current and plasmasphere
could improve the overall accuracy of the test particle simulation
results.

While these preliminary results show the promise of the
comprehensive global simulations made possible by K2, there
are still several areas where the current framework may be
improved. For example, the results shown here commonly assume
a dipole field geometry in initializing the particle populations
(e.g., in the calculation of the invariant K and corresponding
initialization latitudes of test particles), as well as in the ordering
of simulation results (e.g., assuming an L corresponding to a
dipole field rather than the MHD fields distorted by external
fields associated with magnetospheric currents). To that end,
we are implementing an efficient iterative method that allows
fast calculation of adiabatic invariants in dynamically-evolving
MHD fields, to be described in another manuscript. Also, we
currently assume a constant low-energy (keV) seed population given
by the AE-8 trapped electron model; future improvements will

use data-driven low-energy seed particle populations to provide
time-dependent boundary conditions based on (where available)
observations. Similarly, a non-zero outer boundary condition
corresponding to energetic particles in the plasmasheet and near-
Earth tail may be implemented tomodel the effects of those particles
that may be convectively trapped in the inner magnetosphere or
injected via substorm activity. With these improvements, we expect
the K2 model to provide a comprehensive framework for simulating
a wide range of physical processes, and allow detailed comparison
of global radiation belt dynamics to those provided by in situ
measurements.
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