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ABSTRACT
The challenge of tracking research productivity and impact is compounded by the 
fragmented ecosystem in which research data outputs are managed, with stakeholders 
such as funders, research centers, government agencies, and academic institutions 
struggling to ensure compliance with mandates for data sharing and other regulatory 
requirements. While data management plans (DMPs) are crucial for effective research 
data management (RDM), their inadequate integration exacerbates fragmentation. 
This paper presents a robust, scalable, persistent identifier (PID)–enabled infrastructure 
that interlinks metadata and updates DOI records, effectively incorporating DMPs to 
bolster data discoverability, reusability, and compliance.
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The data management plan (DMP), while seen by many as an ancillary document during 
a grant application, is a rich source of contextual information that is key to ensuring 
researchers, funders, and institutions follow the best possible and most appropriate research 
data management (RDM) practices. Unfortunately, the current practice is to transmit this 
information to the funder as a PDF or Word file through their web portals. As optimizing internal 
workflows and information sharing is a priority across the research space, retooling DMPs as 
machine-readable and machine-actionable will enable leveraging key information to build 
RDM strategies collectively. Similarly, there is a growing need to streamline workflows, reuse 
information, and reduce the burden on researchers.

Established in 2011 by the California Digital Library (CDL), the DMPTool began as a collaborative 
effort among eight institutions to address the growing need for data management plans 
required by funding agencies. Now, 13 years later, it continues as a free open-source platform 
for creating DMPs and is used by over 380 institutions worldwide.

For the past several years, technical development for the DMPTool has focused on transforming 
the DMP from a static textual document into a machine-actionable source of information 
about key aspects of research to be exchanged between systems. To support this work, in 
2017, CDL was awarded a National Science Foundation EAGER innovation grant to explore 
ways of mapping research project outputs as described in a DMP to the broader ecosystem 
(National Science Foundation 2017). This initial work led the DMPTool team to explore how to 
best capture information about associated outputs (preprints, datasets, protocols, instruments, 
samples, etc.) and map these resources to other related research outputs.

This paper presents a robust, scalable, persistent identifier (PID)-enabled infrastructure that 
interlinks metadata and updates DOI records to bolster data discoverability, reusability, and 
compliance with data sharing mandates. This infrastructure streamlines collaboration by 
addressing core research questions, fostering transparency, and championing open data 
practices, and it significantly alleviates the challenges of tracking and promoting research 
outputs.

To explore this approach, the paper first highlights the importance of tracking research outputs 
linked to DMPs and contextualizes this need within emerging policies governing federally funded 
research projects. Then, the paper presents several ongoing projects employing machine-
actionable DMPs (maDMPs) as illustrative use cases, demonstrating how maDMPs can facilitate 
the creation of scalable, findable, accessible, interoperable, and reusable (FAIR) workflows.

BACKGROUND
Multiple communities seek to understand the impact of research data outputs, but despite 
numerous tools and services, organizations struggle to systematically track research 
productivity and ensure compliance with data sharing mandates (Anger et al. 2022). This stems 
from fragmented information collection and dissemination, challenging data interoperability 
and reusability. This difficulty mainly arises from an ecosystem in which information about 
research is collected and disseminated through separate platforms and scattered across 
multiple sources and services, rendering it inaccessible for interoperability or reusability. As a 
result, each group has a piece of the puzzle, but no one has the complete picture.

Investments have been made in knowledge graphs and databases (Priem, Piwowar & Orr 
2022), yet a community-driven, open infrastructure to share and consume connections 
between scholarly works is lacking. A scalable PID-enabled infrastructure could efficiently track 
research by connecting metadata across sources, providing transparency and facilitating open 
data practices.

Recent years have seen growing recommendations and requirements for data management 
and sharing practices. In the United States, NSF’s 2019 recommendations for PIDs and maDMPs 
(Dear colleague letter 2019) have been expanded upon by various institutions and translated 
into legal requirements by the CHIPS and Science Act (H.R.7178). The NIH Data Management 
& Sharing Policy also supports open data and open science practices (National Institutes of 
Health 2020). Expanding on the NSF recommendations, the Association of Research Libraries 
(ARL), the California Digital Library (CDL), the Association of American Universities (AAU), and 
the Association of Public and Land-grant Universities (APLU) collaborated on an NSF-funded 
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report, Implementing Effective Data Practices: Stakeholder Recommendations for Collaborative 
Research Support, which collected key recommendations for effective data practices to support 
a more open research ecosystem, and this report also focused on using PIDs and maDMPs 
(Chodacki et al. 2020).

With increasing mandates, the focus has shifted toward implementation and compliance. 
Building a robust research data infrastructure to address these needs requires leveraging 
existing community-driven open systems and workflows to track research outputs from 
planning to long-term preservation. Allowing organizations to augment existing metadata 
and update DOI records with relationships to other scholarly outputs will bolster the ability to 
effectively track research in an automated and efficient manner. Tracking research outputs via 
PID-enabled infrastructure can answer many fundamental questions to research discovery and 
reach. For example:

•	 What are the downstream effects of research?
•	 Was a dataset reused or cited in subsequent research?
•	 Was a protocol reused or modified to support additional investigations?
•	 What was the cumulative impact of research conducted at a specific lab or field station?
•	 What were the broader impacts of research on society?

A PID-enabled infrastructure answers such questions by harvesting and connecting the rich 
metadata currently found in many disparate sources throughout the scholarly publishing 
ecosystem. Trusted partners can assert new connections that the wider community can 
leverage. This approach aims to provide transparency in the research process and facilitate 
optimal open data practices by collecting, recording, and redistributing information about 
research outputs.

APPROACH
Developing the technical capacities underpinning this approach to tracking research outputs 
has been in the works for many years, thanks to the active development of the Research Data 
Alliance (RDA) community and many international collaborations. Two principal technologies 
underpin this proposed system: the maDMP and the Event Data system. The benefits of 
coupling these two technologies became apparent as the DMPTool team worked to develop the 
maDMP and partnered with DataCite on the Event Data service. Since DMPs can be structured 
as machine-readable documents, it is now possible to track project updates over time and to 
record these activities in the metadata of the DMP record. For example, a maDMP can track 
where and when related datasets are deposited or how these outputs are reused or cited. 
Other related outputs can also be connected to a project, for example, protocols, samples, and 
instruments.

The Event Data system is a central clearinghouse for trusted sources to assert new information 
about research outputs. The aim of Event Data is to have a community-led system to act as 
that central component. Over the past five years, CDL has partnered with Crossref and DataCite 
to prototype approaches that collect, record, and redistribute additional information about 
research outputs through user dashboards (Dasler & Cousijn 2018). The response has been 
positive, with the endorsement of maDMPs coming from institutions and the RDA and funding 
support from the National Science Foundation. However, there is a need to strengthen the 
technology and the community of practice.

As currently architected, the Event Data system can monitor various sources and record 
an ‘event’ when the service identifies a mention of a research article with a registered DOI. 
Event Data facilitates connections between two DOIs or a DOI and a URL. Some examples 
include connecting a published manuscript to a related dataset(s) or a published protocol with 
a grant ID or related manuscript. These connections are made through metadata using the 
<relatedIdentifier> property, sent back to DataCite, and updated in the DOI metadata.

Although basic infrastructure is in place, expanding the architecture to include additional 
sources and ‘events’ from trusted sources can fill gaps and create new connections for the 
wider community to leverage. For instance, when a proposal is awarded, how can the award 
be connected to the related DMP? Or, if a dataset is published, how can the data publication 
be connected to the grant that sponsored the work or to the samples used to generate the 
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dataset? Only organizations that mint the DOI (e.g., the Dryad data repository) or ‘trusted 
sources’ defined in the Event Data service can assert these connections in the current Event Data 
workflow. While an important security measure, it limits trusted sources from contributing new 
connections or correcting existing ones. Expanding the system aims to address these limitations 
in collecting and exposing relationships between research outputs, enriching metadata within 
the DOI record, and allowing the wider community to benefit from the collective information. 
For example, if achieved, a funding agency could easily assert connections between funded 
projects and their research outputs, or a publisher could utilize Event Data to record relationships 
between articles and related dataset(s).

Only with the open exchange of metadata will it be possible to track grant-funded research 
outputs effectively. This approach to tracking research data relies on open citations, openly 
available metadata, and a more robust Event Data system that allows trusted sources to 
augment information about the scholarly record.

USE CASES
To help illustrate this approach, the following section details three use cases derived from 
CDL’s collaborations over the past four years involving university administrators, field station 
directors, and research teams.

USE CASE: RESEARCH UNIVERSITIES

The upcoming NIH requirements for data management and sharing have added a sense of 
urgency for universities struggling to fully understand and quantify the research their faculty 
and staff undertake. Universities are ultimately responsible for ensuring that their research 
complies with these new policies; they face potential funding loss if they fail to do so. This reality 
has led to a significant uptick in organizations utilizing the DMPTool. The DMPTool team has 
participated in many conversations with research and grant offices that seek tools to provide 
comprehensive insight into research currently being conducted, their associated planned 
outputs, and eventually published resources. University-based administrators require a system 
that creates an audit trail demonstrating compliance with award terms, including open data 
mandates and other regulatory requirements that might apply to different studies. These users 
are also interested in ensuring that all relevant data outputs are correctly associated with their 
affiliation, thus enabling citation counts—a crucial aspect of building incentive-reward systems 
that, along with obligations, will underpin broad adoption.

USE CASE: FIELD STATIONS

The National Science Foundation–funded FAIR Island Project collected user stories on data 
issues from an advisory board of field station directors and staff (Robinson et al. under review). 
These stories illustrate an all too common disconnect between research outputs and the places 
from which they are derived: field observations and samples are only sometimes traceable to/
from papers and datasets or back to the stewards of the places to which they pertain (Davies 
et al. 2021). The failure to maintain linkages between places—at scales from small islands to 
entire continents—and derived data and samples has important impacts on the capacity to 
distribute benefits of the research to society (e.g., to natural resource managers), to accelerate 
other research related to a place (e.g., through reuse of samples and place-based data), and 
to ensure recognition of the value added by field-based institutions and infrastructure (Thomer 
2022).

Questions field station directors and administrators would like to see automatically answered 
through research outcomes being linked back to ‘places’ (e.g., natural reserves, national 
parks, marine protected areas, Long-Term Ecological Research (LTER) sites, or international 
jurisdictions like Antarctica or the high seas) include the following:

•	 What was the impact of research conducted and supported by a station (or place) over 
time? For example, what was the number of publications, number of datasets, number of 
citations by year, and by discipline?

•	 What research outputs resulted from time spent on the station (e.g., data, samples, 
papers)?
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•	 Where were these outputs published?
•	 Were they cited or reused in subsequent publications?
•	 Where was data gathered on the station or in nearby field sites?
•	 What types of research are being conducted?
•	 What permissions or authorizations were obtained, and what outputs resulted from them?

To answer these questions, and many others that emerge when these links are made, the 
FAIR Island Project has experimented with two working field stations on neighboring islands 
in French Polynesia: the Tetiaroa Society Ecostation (on Tetiaroa atoll) and the University of 
California Gump South Pacific Research Station (on Moorea). Based on this experience, the 
project developed a generic Place-Based Data Policy that requires teams accessing a site to 
use PIDs for organizations (RORs) and people (ORCIDs) and to have a DMP (Davies, Chodacki et 
al. 2021).

The team retrospectively created a DMP-ID (utilizing the DMPTool) for the Moorea Biocode 
project (Robinson et al., under review), which ended in 2012. Through the DMP-ID metadata 
for this project, the team added RORs, ORCIDs, and funder information. It updated the DMP 
metadata to include the existing research outputs to reconstruct how the project’s research 
outputs grew over time. One novel use of ROR in this experiment was to include the field station 
ROR as a contributor-type ‘sponsor’ (DataCite Metadata Working Group 2021). Doing so enabled 
a key link between the project, the research outputs, and the station (see Figure 1).

Through this experiment, the team showed initial answers to the questions above for a single 
project at the Tetiaroa Ecostation. By using DOIs, it is possible to share rich metadata via the 
existing DOI research infrastructures. In this project, the DMP-ID was a proxy identifier for the 
project. The team is now exploring adding a project ID and the relationship between project IDs 
and DMP-IDs. With that relationship established, research outputs will be connected through 
machine-actionable links.

USE CASE: RESEARCH TEAMS

Making research easy to find, access, integrate, and reuse (FAIR) requires collaboration among 
researchers, funders, administrators, tools, platforms, and the open scholarly infrastructure. 
DMPTool serves as a hub for these stakeholders, offering templates based on funder requirements 
to help researchers plan, document, and track their outputs. Adding user-generated metadata 
to the PID graph makes the DMP and related outputs more easily discoverable.

Figure 1 DataCite Commons 
dashboard for the Tetiaroa 
Ecostation demonstrates 
an aggregated view of 106 
research outputs connected to 
the Ecostation using ROR and 
DMP-IDs. https://commons.
datacite.org/ror.org/04p8xrf95.

https://commons.datacite.org/ror.org/04p8xrf95
https://commons.datacite.org/ror.org/04p8xrf95
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The FAIR Workflows project is developing an exemplar FAIR and open research workflow based 
on the complete research life cycle. With multiple partners, including DataCite, the Max Planck 
Institute for Empirical Aesthetics, ChronosHub, and the Australian Research Data Commons, 
CDL is working toward creating an end-to-end FAIR workflow for researchers that enables 
tracking of all different components of a research project through PIDs and their metadata. For 
this project, the DMP-ID has become the central identifier for the project, and all related works 
(datasets, protocols, manuscripts, etc.) are connected to the project through related identifiers 
and the Event Data service.

The FAIR Workflows project builds best practices for effective, automated, and open information 
exchange by facilitating metadata exchange and enrichment. When implemented, the 
workflows developed through the project realize the potential of PID infrastructure to allow 
stakeholders such as institutional repositories (IRs) and current research information systems 
(CRIS) to query, contribute, and augment publicly available metadata (Chen, Cousijn & Stathis 
2022). This metadata increases the FAIRness of research outputs by expanding relationships 
to other related works and, importantly, provides a vehicle for the community to contribute 
insights regarding the usage and impact of research outputs (see Figure 2).

OUTLOOK
The DMPTool team continues to expand this new, interconnected, and interoperable approach 
within the application. The team is currently building a new workflow to ingest DMPs created 
outside of the DMPTool to expose this information in a machine-readable format and generate 
a PID for the DMP (the DMP-ID) (see Figure 3). Connections to funder APIs automatically transfer 
relevant metadata to avoid duplication of researcher effort and augment information found in 
a DMP (see Figure 4). With these DMP-IDs, information connected to the project can be shared 
with external sources such as repositories, publishers, funders, and university administrators, 
facilitating automated actions such as notifications and compliance reporting.

Additional information found in external funder APIs and other research systems is added to 
the DMP-ID record throughout a project. For example, integrating the NSF and NIH awards APIs 
links funding and project information. Facilitating these updates allows for tracking of research 
projects as they progress through the research life cycle. It also provides administrators, 
librarians, and other stakeholders insight into research currently being conducted and the full 
spectrum of associated outputs, deliverables, and forthcoming publications.

Event Data serves as a core piece of this workflow. All related outputs associated with a project 
are passed back to DataCite and recorded in the metadata of the DMP-ID as a related identifier. 
By submitting updated metadata to DataCite, this workflow facilitates tracking scholarly outputs, 
bolsters the larger scholarly record, and is openly available for consumption and use by other 
systems. This coupling of maDMPs with the PID-enabled infrastructure of the Event Data service 
enables the effective tracking of projects over time. Furthermore, it allows these relationships to 
be shared with the larger research data ecosystem in an open and interoperable manner.

Figure 2 The FAIR Workflows 
implementation cycle 
illustrates the specific points 
along the research life cycle 
where the project builds PID-
enabled system integrations.
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With the impending NIH requirements for data sharing and the newly passed CHIPS Act, it is an 
opportune moment to build on the existing open infrastructure for a sustainable suite of tools 
that support open data practices. The scholarly community has spent years advocating for 
effective open data policies and invested in building tools and infrastructure to facilitate open 
science practices. Now that significant open data policies are in place, there is a need to ensure 
that the systems developed in response to these policies are based on the same principles of 
openness.
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Figure 3 DMPTool architecture 
for structuring and generating 
DMP-IDs for externally 
created plans. This approach 
enhances the scalability of 
PID generation for DMPs by 
simplifying DMP-ID creation 
and offering PID-enabled 
metadata for research 
projects.

Figure 4 Workflow illustrating 
the DMPTool integration of 
external funder APIs and 
research systems to enrich 
DMP-ID records throughout 
a project’s life cycle. For 
example, it links funding and 
project information from NSF 
and NIH awards APIs, enabling 
tracking of research progress 
and providing stakeholders 
with insights into ongoing 
research, associated outputs, 
deliverables, and future 
publications.
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