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Rainer Fietkau1,2, Christoph Bert1,2 and Florian Putz1,2*
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Purpose: The potential of large language models in medicine for education and

decision-making purposes has been demonstrated as they have achieved decent

scores on medical exams such as the United States Medical Licensing Exam

(USMLE) and the MedQA exam. This work aims to evaluate the performance of

ChatGPT-4 in the specialized field of radiation oncology.

Methods: The 38th American College of Radiology (ACR) radiation oncology in-

training (TXIT) exam and the 2022 Red Journal Gray Zone cases are used to

benchmark the performance of ChatGPT-4. The TXIT exam contains 300

questions covering various topics of radiation oncology. The 2022 Gray Zone

collection contains 15 complex clinical cases.

Results: For the TXIT exam, ChatGPT-3.5 and ChatGPT-4 have achieved the

scores of 62.05% and 78.77%, respectively, highlighting the advantage of the latest

ChatGPT-4 model. Based on the TXIT exam, ChatGPT-4’s strong and weak areas

in radiation oncology are identified to some extent. Specifically, ChatGPT-4

demonstrates better knowledge of statistics, CNS & eye, pediatrics, biology, and

physics than knowledge of bone & soft tissue and gynecology, as per the ACR

knowledge domain. Regarding clinical care paths, ChatGPT-4 performs better in

diagnosis, prognosis, and toxicity than brachytherapy and dosimetry. It lacks

proficiency in in-depth details of clinical trials. For the Gray Zone cases,

ChatGPT-4 is able to suggest a personalized treatment approach to each case

with high correctness and comprehensiveness. Importantly, it provides novel

treatment aspects for many cases, which are not suggested by any human experts.
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Conclusion: Both evaluations demonstrate the potential of ChatGPT-4 in

medical education for the general public and cancer patients, as well as the

potential to aid clinical decision-making, while acknowledging its limitations in

certain domains. Owing to the risk of hallucinations, it is essential to verify the

content generated by models such as ChatGPT for accuracy.
KEYWORDS

large language model, radiotherapy, natural language processing, artificial intelligence,
Gray Zone, clinical decision support (CDS)
1 https://www.acr.org/-/media/ACR/Files/DXIT-TXIT/ACR-2021-TXIT-

Exam—Assembled.pdf
1 Introduction

With the recent advances in deep learning techniques such as

transformer architectures (1), few-shot prompting (2), and reasoning

(3), large language models (LLMs) have achieved breakthroughs in

natural language processing. In these years, many LLMs have been

developed and released to the public, including ChatGPT (2, 4), Bard (4),

LLaMA (5), and PaLM (6). The capabilities of such LLMs range from

simple text-related tasks like language translation and text refinement to

complex ones like decision-making (7) and programming (8).

Like other fields, LLMs have also shown great potential in

biomedical applications (9–11). Several domain-specific language

models have been developed such as BioBERT (10), PubMedBERT

(9), and ClinicalBERT (12). General-domain LLMs with fine-tuning

on biomedical data have also achieved impressive results. For

example, Med-PaLM (6) fine-tuned from PaLM has achieved

67.6% accuracy on the MedQA exam; ChatDoctor (11) fined-tuned

from LLaMA (5) using doctor-patient conversation data for more

than 700 diseases has achieved 91.25% accuracy on medication

recommendations; HuaTuo (13) fine-tuned from LLaMA (5) is

capable of providing advice on (traditional and modern) Chinese

medicine with safety and usability. In addition to fine-tuning, hybrid

models, which combine LLMs with models of other modalities, can

extend the capabilities of general LLMs. For example, integrating

ChatGPT with advanced imaging networks [e.g. the ChatCAD (14)]

can overcome some of its limitation in image processing. Multimodal

models may soon reach the goal of fully automatic diagnosis from

medical images, along with automated medical report generation.

ChatGPT, being the most successful language model so far, has

shown impressive performance in various domains without further

fine-tuning, because of the large variety and amount of training data.

It has been demonstrated successful in dozens of publicly-available

official exams ranging from natural language processing like SAT

EBRW reading and writing exams to subject-specific exams such as

SATMath, AP Chemistry and AP Biology exams, as reported in (15).

ChatGPT is capable of improving its performance using

reinforcement learning from human feedback (RLHF) (16).

Because of its excellent performance on multidisciplinary subjects,

ChatGPT becomes a very useful tool for diverse users. For domain

knowledge in medicine, ChatGPT-3 achieved better than 50%

accuracy across all the exams of the United States Medical

Licensing Exam (USMLE) and exceeding 60% in certain analyses
02
(17); ChatGPT-3.5 was also reported beneficial for clinical decision

support (18). Therefore, ChatGPT possesses the potential to enhance

medical education for patients and decision support for clinicians.

In the field of radiation oncology, deep learning has achieved

impressive results in various tasks (19), e.g., tumor segmentation

(20, 21), lymph node level segmentation (22), synthetic CT

generation (23), dose distribution estimation (24), and treatment

prognosis (25, 26). With the wide spread of ChatGPT and its broad

knowledge in medicine, ChatGPT has the potential to be a valuable

tool for providing advice to cancer patients and radiation

oncologists. Recently, ChatGPT’s performance for the specialized

domain of radiation oncology physics has been evaluated using a

custom-designed exam with 100 questions (27), demonstrating the

superiority of ChatGPT-4 to Bard, another LLM. Nevertheless, the

field of radiation oncology covers diverse topics like statistics,

biology, and anatomy specific oncology (e.g., gynecologic,

gastrointestinal and genitourinary oncology) in addition to

physics. To date, the performance of ChatGPT on radiation

oncology using standard exams has not been benchmarked yet.

Especially, its performance on real clinical cases has not been fully

investigated. Consequently, the reliability of advice on radiation

oncology provided by ChatGPT remains an open question (8).

In this work, the performance of ChatGPT on the American

College of Radiation (ACR) radiation oncology in-training (TXIT)

exam and the Red Journal Gray Zone cases is benchmarked. The

performance difference between ChatGPT-3.5 and ChatGPT-4 is

evaluated. Based on the two evaluations, the confidence zones and

blind spots of ChatGPT in radiation oncology are revealed,

highlighting its potential to medical education for patients and

challenges for aiding clinicians in decision making.
2 Materials and methods

2.1 Benchmark on the ACR TXIT exam

To benchmark the performance of ChatGPT on radiation

oncology, the 38th ACR TXIT exam (2021) is used. The exam

sheet is publicly available on the ACR website1. The TXIT exam
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covers the questions from six primary categories in radiation

oncology: diagnosis, treatment decision, treatment planning,

quality assurance, brachytherapy, and toxicity & management

(28). The exam consists of 300 questions in total with 14

questions containing medical images. All questions are multiple

choices with single answer. Among the 14 questions with medical

images, 7 have a certain text description or list of answers from

which the image content or the correct answer can be deduced (e.g.,

Question 1 as displayed in Figure 1). However, the other 7 questions

(in particular, Questions 17, 86, 112, 116, 125, 143, and 164) are

impossible to answer from the text information alone without

access to the imaging information (e.g., Question 116 as displayed

in Figure 1). Therefore, the later 7 questions were excluded in

our evaluation.

In this study, all questions (questions alone without

additional texts) were entered into ChatGPT. Although no

justification was requested in the input prompt, ChatGPT

automatically provided certain explanations for its responses.

To maintain consistency, no human feedback was given to

ChatGPT. In regard to grading ChatGPT’s answers, Question

71 has two correct answers A and B, while ChatGPT-3.5 and

ChatGPT-4 both gave a single choice answer (A and B,

respectively). Therefore, a score of 0.5 was assigned to this

question for both ChatGPT-3.5 and ChatGPT-4. In addition,

for Question 20 ChatGPT-3.5 suggested A or C depending on

whether bone is considered part of the anatomically constrained

area; For Question 135, ChatGPT-4 suggested that D may also be

a viable option in addition to the correct answer C. For each case,

a score of 0.5 was assigned.

In the initial evaluation of the TXIT exam (where the main

findings are based on), the ChatGPT website interfaces for the

default ChatGPT-3.5 and the advanced ChatGPT-4 were used. They

were accessed in April 2023. While ChatGPT-3.5 was readily

available to the public as the standard version, ChatGPT-4 at the

time of writing came with a usage restriction of 25 messages per 3-

hour window and was not offered free of charge. In the initial

evaluation, a new chat session was recreated after every 5 questions

to avoid memory problems. As the chat history influences

ChatGPT’s responses, for a more fair evaluation, ChatGPT-3.5’s

and ChatGPT-4’s responses on the TXIT exam were assessed again

with the ChatGPT API with a temperature parameter of 0.7 on

August 10-15th 2023, where a new conversation was created after

each question to avoid the influence of chat history.
2 https://www.redjournal.org/content/grayzone
2.2 Benchmark on the Red Journal Gray
Zone cases

Within the field of radiation oncology as for the whole of

medicine, treatment guidelines and available clinical evidence do

not always provide a clear recommendation for every clinical case.

These difficult clinical situations are referred to as Gray Zone cases

(29), leaving room for differences of opinion and constructive

debate in many patient scenarios. The vast collection of the Red

Journal Gray Zone cases (29) provides ample data that can be used

to benchmark the performance of ChatGPT on such real,
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challenging clinical cases, which traditionally have required highly

specialized domain experts and sophisticated clinical reasoning.

In this work, the 2022 collection of the Red Journal Gray Zone

cases2, in total 15 cases, were used for benchmark. Due to the

superior performance of ChatGPT-4 to ChatGPT-3.5 based on the

ACR TXIT exam, ChatGPT-4 was used for this evaluation. For each

case, ChatGPT-4 was set to a role as an expert radiation oncologist

by providing the prompt: “You are an expert radiation oncologist

from an academic center”, followed by the description of each

patient’s situation. For diagnostic medical images, only the text

captions were provided. Based on the given information for the

patient, ChatGPT-4’s most favored therapeutic approach and its

reasoning for the recommended approach were asked. Afterwards,

other experts’ recommendations to this case were provided to

ChatGPT-4 and the following questions were asked:
−Summarize the recommendations of other experts in short

sentences;

−Which expert’s recommendation ChatGPT-4 thinks is the most

proper for the patient;

−ChatGPT-4’s initial recommendation is close to which expert’s

recommendation;

−Whether ChatGPT-4 will update its initial recommendation

after seeing other experts’ recommendations.
For all the Gray Zone cases a clinical expert (senior physician,

board-certified radiation oncologist) evaluated the responses of

ChatGPT-4 both in a qualitative and semiquantitative manner.

The initial and updated recommendations of ChatGPT-4 were

evaluated across 4 dimensions. First, the correctness of the

responses was evaluated on a 4-point Likert scale with the

following levels: 4 = “no mistakes”, 3 = “mistake in detail aspect

not relevant to the validity of the overall recommendation”, 2 =

“mistake in relevant aspect of the recommendation, but

recommendation still clinically justifiable”, 1 = “recommendation

not clinically justifiable, because of incorrectness”. Moreover, the

comprehensiveness of the recommendation was also evaluated on a

4-point Likert scale with the following levels: 4 = “recommendation

covers all relevant clinical aspects”, 3 = “recommendation is missing

some detail information, e.g., in regard to radiotherapy dose or

target volume”, 2 = “recommendation is missing relevant aspect,

but overall recommendation is still clinically justifiable”, 1 =

“recommendation not clinically justifiable, because of

incompleteness”. Finally, novel valuable aspects in ChatGPT-4’s

response, not present in the real clinical experts’ recommendations,

as well as hallucinations were rated in a binary manner (“present”

vs. “not present”). Hallucinations are responses generated by LLMs

in a convincing appearance but actually are incorrect statements

(30). Ratings for initial and revised recommendations were tested

for difference using a paired Wilcoxon test. Aside from the initial

and the final recommendation, all other responses by ChatGPT-4

were evaluated in a qualitative manner.
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3 Results

3.1 Results on the ACR EXIT exam

3.1.1 Overall performance difference between
ChatGPT-3.5 and ChatGPT-4

Across the total of 293 questions, ChatGPT-3.5 and ChatGPT-4

attained accuracies of 63.14% and 74.06% respectively in our initial

assessment via the website interface, both surpassing the standard

pass rate of 60%. In the 5-time repeated assessment via the

ChatGPT API, ChatGPT-3.5 and ChatGPT-4 achieved average

accuracies of 62.05% ± 1.13% and 78.77% ± 0.95%, respectively.

The advanced ChatGPT-4 version exhibited a 16.72% increase in

accuracy compared to the standard ChatGPT-3.5, illustrating its

superior performance in the field of radiation oncology. Out of all

the questions that were answered incorrectly, ChatGPT-3.5 and

ChatGPT-4 were both incorrect for 51 of them. Additionally,

ChatGPT-3.5 was incorrect for 57 questions that were correctly

answered by ChatGPT-4, while ChatGPT-4 was incorrect for 25

questions that were correctly answered by ChatGPT-3.5. Please find

the answers to all the questions in the Supplementary Material. A

copy of answers is available via GitHub3.

Figure 2 illustrates an exemplary instance of question-

answering, where both ChatGPT-3.5 and ChatGPT4 successfully

deliver accurate responses. In general, ChatGPT-3.5 provides longer

answers with a quicker generation speed than ChatGPT-4. In this

example, ChatGPT-3.5 refers to the NSABP B-51/RTOG 1304 trial

(31) for its justification of the answer. Instead, ChatGPT-4 typically

provides an answer with a shorter explanation. More frequently,

ChatGPT-4 includes a cautionary message to prevent users from

being inadvertently led towards potential health hazards, e.g., “It is

important to consult with a radiation oncologist and other members

of the multidisciplinary cancer care team to determine the most

appropriate treatment plan for the individual patient” at the end of

the answer to this exemplary question.
3 https://github.com/YixingHuang/ChatGPT-Benchmark-on-Radiation-

Oncology
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3.1.2 Domain dependent performance
All the questions of the ACR TXIT exam belong to 13 major

knowledge domains, according to the TXIT table of specifications4.

The 13 domains are statistics, bone & soft tissue, breast, central

nervous system (CNS) & eye, gastrointestinal, genitourinary,

gynecology, head & neck & skin, lung & mediastinum, lymphoma

& leukemia, pediatrics, biology, and physics. The accuracies

achieved by ChatGPT-3.5 and ChatGPT-4 for different domains

are displayed in Figure 3. Considering a 60% threshold, ChatGPT-

3.5 only obtained 54.17%, 50%, 57.89%, 41.18%, 58.33%, and 40%

for breast, gastrointestinal, genitourinary, gynecology, head & neck

& skin and pediatrics, respectively. Notably, its accuracy for

gynecology and pediatrics was only around 40%. In contrast, for

statistics, CNS & eye, and biology, ChatGPT-3.5 achieved accuracies

higher than 70%.

ChatGPT-4 attained a worse accuracy than ChatGPT-3.5 for

bone & soft tissue and lymphoma & leukemia with accuracies of

50% and 45%, respectively. Note that there are only 4 valid

questions for bone & soft tissue, and ChatGPT-4 answered 2

questions incorrectly (Question 18: What postoperative RT dose is

recommended for a high grade malignant peripheral nerve sheath

tumor of the upper extremity following R1 resection? Question 19:

What is the recommended preoperative GTV to CTV target volume

expansion for an 8.5 cm high grade myxofibrosarcoma of the vastus

lateralis muscle)?. ChatGPT-4 got the same bad performance

(41.18%) on gynecology. ChatGPT-4 outperformed ChatGPT-3.5

in all other domains, with particularly impressive results of 100%

accuracy for statistics, 90% accuracy for CNS & eye, 83.33%

accuracy for gastrointestinal, and 86.67% accuracy for physics.

3.1.3 Clinical care related performance
Out of all the questions, the majority (totalling 190) are related

to clinical care. Thus, beyond the standard ACR TXIT domain-

dependent performance evaluation, these 190 questions—excluding

those related to statistics, biology, and physics—are further
FIGURE 1

Two exemplary questions (Question 1 and Question 116) from the ACR TXIT exam.
4 https://www.acr.org/-/media/ACR/Files/DXIT-TXIT/ACR-TXIT—Table-

of-Specifications.pdf
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classified into the following clinical care path-related categories:

diagnosis, treatment decision, treatment planning, prognosis,

toxicity, and brachytherapy. The prognosis category covers

questions related to patient survival and tumor recurrence rate/

risk, while the toxicity category covers questions related to side

effects of treatment. Since dosimetry plays a crucial role in radiation

therapy, all the dose-related questions are also grouped into one

common category. Note that the categorization is not exclusive,

which means that one question might belong to more than

one category.

The accuracy distribution of ChatGPT-3.5 and ChatGPT-4

depending on the clinical care categories is displayed in Figure 4.

Considering the 60% threshold, ChatGPT-3.5 passed this threshold

only for diagnosis with a high accuracy of 71.88%. However, the

accuracies for all the remaining categories were 56.72%, 50%,

36.84%, 46.15%, 16.67%, and 46.67%, respectively, all lower than

60%. In comparison, ChatGPT-4 passed the threshold for diagnosis,

treatment decision, treatment planning and toxicity with accuracies

of 81.25%, 62.5%, 71.05%, and 76.92%, respectively. But its

accuracies for brachytherapy and dosimetry were lower than 60%,

which were 16.67% and 56.67%, respectively. Out of all the

categories, both ChatGPT-3.5 and ChatGPT-4 exhibited similarly

unsatisfactory performance on brachytherapy, as they were only

capable of correctly answering the same specific single question
Frontiers in Oncology 05
from the total of six presented. Among other categories, ChatGPT-4

exhibited superior performance compared to ChatGPT-3.5,

particularly in the areas of prognosis and toxicity, where

ChatGPT-4 surpassed its predecessor by 30%.

3.1.4 Performance on clinical trials
Among all the questions, many questions are based on certain

clinical trials [e.g., the Stockholm III (32), the CRITICS randomized

trial (33), the PORTEC-3 trial (34), the German rectal study (35),

and the ORIOLE phase 2 randomized clinical trial (36)] or

guidelines [e.g., the 8th AJCC cancer staging manual (37)]. Such

questions are also grouped into a category called trial/study, and the

accuracies of ChatGPT-3.5 and ChatGPT-4 are displayed in

Figure 4 as well.

ChatGPT-3.5 and ChatGPT-4 obtained the accuracies of

30.77% and 53.85% on the trial/study related questions,

respectively, both of which were lower than 60%. ChatGPT-4

achieved 23% higher accuracy than ChatGPT-3. When we asked

ChatGPT-3.5 and ChatGPT-4 whether they know a certain trial,

e.g., the PORTEC-3 trial (34), both of them will provided a positive

answer “Yes, I am familiar with the PORTEC-3 trial” and provide a

short summary of the mentioned trial. This suggests that both

ChatGPT3.5 and ChatGPT-4 have encountered such trials and

studies in their training data. However, there is still a significant
FIGURE 2

An example of question-and-answer using ChatGPT for the ACR TXIT exam. ChatGPT-3.5 and ChatGPT-4 both provide the correct answer.
However, ChatGPT-3.5 hallucinates the results of the NSABP B-51/RTOG 1304 trial (31), as the final findings are not publicly available yet.
FIGURE 3

The accuracy distribution for ChatGPT-3.5 and ChatGPT-4 depending on the question domain. The absolute number of correct answers for each
domain is marked at the top of each bar. The domain number 1-13 correspond to statistics, bone & soft tissue, breast, CNS & eye, gastrointestinal,
genitourinary, gynecology, head & neck & skin, lung & mediastinum, lymphoma & leukemia, pediatrics, biology, and physics, respectively. The X-axis
labels are shifted to save space.
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risk of them providing inaccurate answers. For example, for

Question 107 (“In the subset analysis of PORTEC-3 trial, patients

with which histology MOST benefited from the addition of

chemotherapy to RT? A. Endometrioid B. Carcinosarcoma C. Clear

cell D. Serous”), ChatGPT-3.5 answered A endometrioid, while

ChatGPT-4 answered B carcinosarcoma, both of which are

incorrect. When we copied and pasted the summary/abstract of

the PORTEC-3 trial (34) into the conversation, i.e., leverage

ChatGPT’s in-context learning capabilities (2), and asked

ChatGPT the question again, both ChatGPT-3.5 and ChatGPT-4

provided the correct answer D based on the given summary.

It is worth noting that in the example of Figure 2, the NSABP B-

51/RTOG 1304 has not been fully published yet and only a meeting

update on the course of the study without any definitive results was

included in the short abstract of (31). Therefore, ChatGPT-3.5 is

hallucinating the results here in Figure 2.
3.2 Results for clinical decision making in
the Gray Zone cases

3.2.1 An exemplary Gray Zone case
ChatGPT-4’s recommendations for one exemplary Gray Zone

case (38) are displayed in Figure 5. In this example, a 55-year-old

woman was treated in the past for mixed invasive lobular and ductal

carcinoma of the left breast developed contralateral nodal recurrence

after an interval of 10 years. More details about this patient can be

found in (38) and its detailed responses to other cases are available in

our GitHub repository. ChatGPT-4 proposed a combination of

endocrine therapy (39) with an aromatase inhibitor and a CDK4/6

inhibitor, regional nodal irradiation, close monitoring and

appropriate supportive care. ChatGPT-4 made such a

recommendation based on the patient’s genotype and historic

treatment. In addition, ChatGPT-4 provided a concise summary of

the five experts’ recommendations, as displayed in Figure 5.

ChatGPT-4 stated that its initial recommendation aligned most

closely with Expert 3’s recommendation because both suggested

focusing on treating the current contralateral axillary nodal

metastases and involved the use of endocrine therapy and a CDK2/

6 inhibitor as part of the systemic therapy. Nevertheless, ChatGPT-4
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favors Expert 2’s recommendation instead of Expert 3’s since Expert

2’s recommendation considers the patient’s suboptimal initial

treatment and the potential benefits of aggressive locoregional

therapy in controlling the disease. Therefore, after seeing all five

experts’ opinions, ChatGPT-4 tended to update its recommendation,

“drawing inspiration from Expert 2’s recommendation”. This

exemplary case demonstrates the potential of ChatGPT-4 in

assisting decision making for intricate Gray Zone cases.

3.2.2 Overall performance based on ChatGPT-4’s
self-assessment

For the Gray Zone cases, the recommendations provided by

clinical experts for each case were voted by other expert raters and

published on the Red Journal website. The distribution of votes for

the 15 cases in the 2022 collection is displayed in Table 1. For

instance, for the first case (40), Expert 1, Expert 2, and Expert 3

received 61.54%, 15.38%, and 23.08% of votes, respectively, out of a

total of 13 votes, while Expert 3 and Expert 4 received no votes. A

total of 59 expert recommendations were evaluated for the 15 Gray

Zone cases, resulting in an average vote of 25.42% (15/59) for each

expert. ChatGPT-4’s initial recommendation for each case typically

shares common points with a specific expert, which has two

implications: (a) ChatGPT-4’s recommendation is comparable to

that of a human expert, and (b) ChatGPT-4’s recommendation

provides complementary information to that of other individual

experts. For certain cases [Case #10 (41), Case #13 (42), and Case

#15 (43)], ChatGPT-4’s recommendation covered points from two

experts, indicating that ChatGPT-4’s recommendation was more

comprehensive. If we consider the closest expert vote to ChatGPT-

4’s recommendation as an approximate evaluation metric,

ChatGPT-4’s recommendation would receive an average vote of

28.76%. Similarly, ChatGPT-4’s preferred recommendation from

other experts received an average vote of 24.99%. Both values

(28.76% and 24.99%) are close to the experts’ average vote

of 25.42%.note

In the evaluation of ChatGPT-4’s recommendations for the

Gray Zone cases, ChatGPT-4 consistently highlights the

significance of a multidisciplinary team in seeking an

individualized treatment plan that is balanced or comprehensive.

Its preferred recommendations typically take into account the
FIGURE 4

The accuracy distribution for ChatGPT-3.5 and ChatGPT-4 depending on the clinical care category. The absolute number of correct answers for
each domamis marked at the top of each bar. The category number 1-8 correspond to diagnosis, treatment decision, treatment planning, prognosis,
toxicity, brachytheraphy, dosimetry, and trial/study, respectively. The X-axis labels are shifted to save space.
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patient’s historic treatment responses, survival prognosis, and

potential risks and toxicity. Additionally, it respects the personal

preferences and priorities of the patient.

3.2.3 Clinical evaluation of ChatGPT-4’s
recommendations

The initial recommendations of ChatGPT-4 generally showed a

similar structure: After a summary of the clinical case, ChatGPT-4

provided its recommendations for the patient vignette; At the end of

the recommendations, more generic, universally agreed statements

e.g., on the value of interdisciplinary discussion, post-treatment

follow-up and supportive treatment, were typically observed (e.g.,

Figure 5). In the initial case summary, ChatGPT-4 typically was able

to capture the relevant aspect of the patient case in a correct
Frontiers in Oncology 07
manner. Errors were rarely observed in the case summary, but

one example can be seen in the exemplary case (Case #8 (38) in

Figure 5). In Figure 5, the patient case was described as “locally

recurrent breast cancer with contralateral axillary lymph node

involvement.” However, this is not fully correct, as the patient had

no local recurrence but only contralateral axillary lymph node

metastasis. As the information on local recurrence is not present

in the case vignette, this is also rated as hallucination (Table 1).

Generally, the initial recommendations of ChatGPT-4 showed a

surprising amount of correctness and comprehensiveness. On a

scale of 1-4, mean correctness of the 15 initial ChatGPT-4

recommendations was 3.5 and mean comprehensiveness was 3.1.

Importantly, no recommendation was rated with the lowest score of

1, meaning that all ChatGPT-4 recommendations were seen as
FIGURE 5

An example of ChatGPT-4’s recommendation for the Gray Zone case #8 (38): A viewpoint on isolated contralateral axillary lymph node involvement
by breast cancer: regional recurrence or distant metastasis? Note that the local recurrence statement in ChatGPT-4’s summary is incorrect.
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clinically justifiable. Hallucinations were common with 13.3% (2/

15) of recommendations.

Interestingly, ChatGPT-4 showed some signs of clinical reasoning,

in which specific features of the case vignette were integrated into the

decision making beyond standard clinical algorithms or in which

recommendations were obtained by multi-step reasoning. For

example in Figure 5, ChatGPT-4 recommended an aromatase

inhibitor (AI) by referring to the patient’s prior intolerance to

Tamoxifen (“[…] considering the prior discontinuation of tamoxifen

due to intolerance, AI would be a better option for this patient. [… ]”).

A quite impressive example for multi-step clinical reasoning can be

found in the recommendation for Case #9 (44) (Supplementary

Material) on a recurrent prostate cancer case, in which an isolated

supraclavicular lymph node showed PSMA-uptake: “The 18F-PSMA

PET/CT shows no evidence of locoregional recurrence but identifies a

hypermetabolic lymph node in the supraclavicular region on the left side.

This finding could represent metastatic involvement, although it is

unusual for prostate cancer to metastasize to this location without

involving pelvic lymph nodes first. [ … ] it is important to consider a

biopsy of the suspicious supraclavicular lymph node to confirm its nature

and guide further management, which might include directed radiation

therapy to the supraclavicular region if it is confirmed to be metastatic”.

Finally, it is interesting to note that we have also observed novel,

valuable aspects in ChatGPT-4’s recommendations that are not
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present in the real clinical experts’ responses with a frequency of

80.0% (12/15). These include the recommendation for considering

tumor-treating field in a patient with grade 2 glioma [Case #10

(45)], the recommendation to incorporate potential drug

interaction when choosing concurrent chemotherapy in a liver

transplant patient [Case #13 (42)], the recommendation for

genomic profiling to find targetable molecular alterations for

systemic therapy in a patient case with oligometastatic breast

cancer [Case #2 (46)] as well as the consideration for additional

immunotherapy in a patient with anal cancer [Case #1 (40)].

In the subsequent conversation with ChatGPT-4 following its

initial recommendation, the LLM generally was able to summarize

the relevant aspects of the clinical experts’ recommendation well. In the

updated ChatGPT-4 recommendation following in-context learning

with the clinical expert recommendations, we observed a significant

increase in correctness (mean, 4.0 vs. 3.5, paired p = 0.020),

comprehensiveness (mean, 3.7 vs. 3.1, p = 0.046), no hallucinations

(0.0% vs. 13.3%) but also reduced novel aspects (33.3% vs. 80.0%).

Interestingly, in the revised ChatGPT-4 recommendation particularly

valuable aspects of the clinical experts’ recommendation were

incorporated. This e.g., includes the recommendation for

neoadjuvant chemotherapy in a patient with metastatic anal cancer

that received prior prostate brachytherapy [Case #1 (40)] to select, if the

patient will benefit from locoregional treatment as well as the
TABLE 1 The performance of ChatGPT-4’s initial recommendations and revised recommendations on the Gray Zone cases.

Case ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Distribution of votes for the Gray Zone clinical expert recommendations:

Expert 1 61.54 20 5.56 7.14 71.43 60 40 8 29.41 60 37.5 62.5 0 25 16.67

Expert 2 15.38 26.67 0 57.14 0 40 20 0 52.94 30 25 12.5 100 50 50

Expert 3 0 33.33 55.56 35.71 14.29 0 40 32 5.88 10 25 12.5 0 25 33.33

Expert 4 0 20 38.89 - 0 – – 20 11.76 – 12.5 12.5 – – –

Expert 5 23.08 – – – 14.29 – – 40 – – – – – – –

GPT-4’s self-assessment:

Closest E3 E2 E1 E1 E4 E2 E1 E3 E3 E1+E2 E3 E1 E2+E3 E2 E2+E3

Favourite E3 E3 E4 E1 E2 E2 E2 E2 E2 E1+E2 E3 E2 E1 E2 E2

Senior physician’s assessment: Initial recommendation

Correctness 4 4 3 4 4 4 3 2 4 3 4 3 4 3 4

Comprehensi. 3 4 3 2 3 2 4 2 4 4 3 3 2 4 4

Novel aspects Yes Yes No Yes No Yes Yes Yes No Yes Yes Yes Yes Yes Yes

Hallucination No No No No No No No Yes No Yes No No No No No

Revised recommendation

Correctness 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4

Comprehensi. 3 4 3 4 4 4 3 4 4 4 3 4 3 4 4

Novel aspects Yes No No Yes No Yes No Yes No No No No No No Yes

Hallucination No No No No No No No No No No No No No No No
frontie
Closest: ChatGPT-4’s initial recommendation is closest to which expert’s recommendation.
Favourite: Which expert’s recommendation is the most proper for the patient.
Comprehensi., Comprehensiveness.
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recommendation to perform bilateral chest wall MRI in a patient case

with contralateral supraclavicular lymph node recurrence from breast

cancer (Case #8 (38) in Figure 5).
4 Discussion

4.1 Potential for medical education in
radiation oncology

Both ChatGPT-3.5 and ChatGPT-4 have demonstrated a

certain level of proficiency in grasping fundamental concepts of

radiation oncology. For instance, both versions of ChatGPT are

proficient in identifying common types of cancer and have a certain

awareness of clinical trials and studies. In the evaluation of Gray

Zone cases, ChatGPT-4 provided reasonable explanations to the

recommended treatment approach and received high ratings for

correctness and comprehensiveness. As such, ChatGPT possesses

the potential to offer medical education on radiation oncology to the

general public and cancer patients, promoting radiation oncology

education into a new stage (47), when the risk of content

hallucination is accounted for by proper verification.
4.2 Potential to assist in clinical
decision making

ChatGPT-4’s decent performance on the topics of diagnosis,

treatment decision, treatment planning, prognosis and toxicity

(Figure 4) and its reasonable responses on the Gray Zone cases

(Figure 5; Table 1) indicate its potential to assist in clinical decision

making. As a single human expert may fail to consider all aspects of

an intricate Gray Zone case, ChatGPT-4’s recommendation can

provide valuable complementary information in certain cases,

potentially leading to a more comprehensive treatment approach.

Especially, ChatGPT is capable of suggesting novel treatment ideas

(novel aspects in Table 1), for example, using tumor-treating field

(45) for the patient case with gliomas (41), which was not suggested

by any of the human experts. Therefore, such general artificial

intelligence like ChatGPT can in turn improve human decision-

making by increasing novelty (48).
4.3 Challenges in clinical decision making
for certain topics

While both versions of ChatGPT exhibited a grasp of essential

concepts in radiation oncology, their knowledge was limited or

superficial when it comes to certain topics such as gynecology,

brachytherapy, dosimetry, and clinical trials, based on the TXIT

exam. Consequently, these areas may elicit a relatively high rate of

false responses when queried in-depth. In the evaluation of the Gray

Zone cases, the recommendations closest to ChatGPT-4’s response

or its favored expert recommendations have received low votes

from the rators for some cases, like Case 1, Case 4, Case 5, and Case

13 in Table 1. Therefore, despite of its potential, ChatGPT still has

certain limitations in clinical decision making.
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4.4 Addressing the risk of hallucination

LLMs can hallucinate information (49) when generating

responses, which becomes a widely-known limitation. Especially,

for the field of medicine, it is critical that the provided information

is correct. We mostly observed hallucinations in the context of

clinical trials and citations. For example in this evaluation,

ChatGPT-3.5 cited results of the NSABP B-51/RTOG 1204 study

(Figure 2), which have not been published yet; ChatGPT-4 falsely

added the local recurrence in the summary of Case #8 in Figure 5.

The tendency of LLMs for hallucinations may be particularly

problematic as they may be missed by the less proficient reader,

since the hallucinations frequently appear very plausible in the

context of the text and are phrased in a convincing manner. Because

of the risk of content hallucination, answers and recommendations

by ChatGPT always need to be verified. Potential solutions to

reduce the risk of hallucination include in-context learning as

well as model fine-tuning on medical studies and guidelines.
4.5 Responses on math need cross-check

Regarding simple math questions like calculating the mode

(Question 6), mean (Question 7), and median (Question 8) of a

sequence, both ChatGPT-3.5 and ChatGPT-4.0 were able to solve

them correctly. However, for exponential/radioactive decay,

although ChatGPT-3.5 and ChatGPT-4 both know the right

mathematical expression, they nevertheless are likely to provide

an incorrect value. For example, for the radioactive decay

calculation in Question 263, both ChatGPT-3.5 and ChatGPT-4

could not obtain the correct value for 2(−100/78.4) = 2(−1.2755) = 0.413,

as displayed in Figure 6. We observed that if this question is asked

multiple times in new conversations, each time a different value will

be generated by ChatGPT-3.5 and ChatGPT-4. When ChatGPT-4

was asked to calculate the intermediate step (1/2)(100/78.4)

specifically, it was able to provide a more accurate answer of

0.4129 and hence updated its previous answer to the correct

answer B 4.1 Ci, while ChatGPT-3.5 still failed with an inaccurate

value 0.2456. It is worth noting that at the time of writing (May

2023), ChatGPT-4 has the new feature of using external plug-ins.

With the enabled plug-in of Wolfram Alpha, ChatGPT-4 can do

mathematical calculation accurately and deliver the correct answer

B directly for Question 263.
4.6 Analysing medical images using visual
input is impossible yet

Despite being equipped with a new feature of visual input,

ChatGPT-4 falls short in its ability to describe the content of

medical images. In the evaluation of the ACR TXIT exam, when

presented with an image such as the one in Question 116 as

depicted in Figure 1 via a URL link, ChatGPT-4 failed to provide

any meaningful context regarding the image. Instead, it provided a

generic response, stating that it could not view images as an AI

language model. While ChatGPT is capable of generating
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descriptions of images based on accompanying text descriptions,

such descriptions may not always align with the actual content of

the image. The same observation was also reported in (50), where

ChatGPT failed to identify retinal fundus images. As such, the

current version of ChatGPT is not capable of analysing medical

images in the same manner as a radiation oncologist and providing

relevant diagnoses and treatment recommendations. Combining

ChatGPT with medical imaging processing networks like ChatCAD

(14) is promising in enhancing its capacity to analyze medical

images in radiation oncology.
4.7 Potential for summarizing guidelines
with in-context learning

In the TXIT evaluation, ChatGPT demonstrated its proficiency in

accurately answering Question 107 when presented with a summary of

the PORTEC-3 trial (34). In the evaluation of Gray Zone cases, ChatGPT

was also able to provide concise summaries of other experts’ opinions

and update its initial recommendation based on other experts’ opinions.

The risk of hallucinationwas reduced after seeing other experts’ opinions.

As clinical guidelines are frequently updated, many clinicians may not be

familiar with the latest details. Fortunately, ChatGPT is adept at

summarizing text documents and, with in-context learning techniques

(2), it is capable of rapidly acquiring new knowledge. When information

is presented in context, ChatGPT can provide suggestions with a high

degree of confidence. Consequently, ChatGPT has the potential to

considerably assist clinicians in understanding updated guidelines and

providing up-to-date treatment recommendations to patients based on

the latest guidelines. Due to the extensive nature of many guidelines, like

the NCCN cancer treatment guidelines, which often exceed the 4k token

limit of the current ChatGPT interface, access to higher token limits, such

as 32k tokens, is necessary for effective utilization in such applications.
4.8 Improvement with further domain-
specific fine-tuning

At the time of this manuscript preparation, ChatGPT is not

qualified as a specialist in radiation oncology yet, since ChatGPT
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still lacks in-depth knowledge in many areas, as revealed by the

TXIT exam and the Gray Zone cases. Similar to other fine-tuned

LLMs like Med-PaLM (6), ChatDoctor (11), and HuaTuo (13), a

radiation oncology domain-specific, fine-tuned LLM can be trained

to better assist radiation oncologists in decision making for real

clinical cases. The vast collection of Red Journal Gray Zone cases

(29) and the latest guidelines provides ample data that can be

automatically extracted for use in training such a domain-specific

model, which is promising as our future work.
4.9 Capacity extension with
external plug-ins

As a LLM, the fundamental function of ChatGPT is text

generation. Hence, it has many limitations in many specialized

tasks, for example, mathematical calculation in Figure 6. Some of

such limitations can be addressed by the new feature of external

plug-ins. Especially, as the training data for ChatGPT-4 dates back

to 2021 September, it has very limited knowledge on the latest

updates of guidelines for radiation oncology. Enabling the internet

browsing function can improve ChatGPT-4’s responses to

such queries.
4.10 Regulatory approvals necessary for
healthcare applications

The potential of LLM chatbots including ChatGPT-4 in

assisting with medical diagnoses and patient care is vast, but

their integration into the medical domain comes with a

responsibility to ensure the highest standards of safety and

efficacy. International consensus, echoing the principles laid out

in proposed regulations from both the EU and the US,

underscores the importance of ensuring bias control ,

transparency, oversight, and validation for AI in healthcare.

However, current LLM chatbots fall short of adhering to these

stringent principles. This disparity underscores the pressing need

for LLM chatbots to undergo a rigorous regulatory approval

process as medical devices. Obtaining this validation not only
FIGURE 6

The incorrect exponential decay values calculated by ChatGPT-3.5 and ChatGPT-4 for radioactive decay in Question 263 of the ACR TXIT exam.
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establishes the accuracy and clinical efficacy of these models but

also instills trust in medical professionals and patients. Gilbert

et al. (51) further emphasize this imperative, advocating for

a standardized regulatory framework that classifies LLM

chatbots within the purview of medical devices, ensuring their

safe and effective use in healthcare applications including

radiation oncology.
4.11 Growing capabilities of ChatGPT

In this ACR TXIT exam evaluation, ChatGPT-4 has

demonstrated its superiority to ChatGPT-3.5 in both the general

radiation oncology field and various knowledge sub-domains,

despite its slower generation speed and limited access. Notably,

the questions on clinical trials suggest that ChatGPT-3.5 and

ChatGPT-4 were trained on similar data sets. Therefore, the

enhanced performance of ChatGPT-4 may be attributed more to

its superior interpretability and generation capabilities than to the

potentially increased amount of training data. In the evaluation of

Gray Zone cases, ChatGPT-4 is able to update its own

recommendation based on other experts’ recommendations. With

ongoing technical advancements, continuously expanding training

data, more feedback via RLHF (16), and more external plug-ins,

future iterations of ChatGPT are expected to deliver even more

impressive performance in all medical fields, including

radiation oncology.
4.12 Limitations of this study

The study in this work is not without its limitations. The ACR

TXIT exam and the Gray Zone cases in this work represent only a

narrow spectrum of knowledge in radiation oncology, as only 293

questions from the TXIT exam and 15 cases from the Gray Zone

collection were evaluated. While the gaps in knowledge such as

gynecology and brachytherapy were detected in this work, other

benchmark tests are likely to find different deficiencies across

medical domains.

Another limitation is that our performance benchmark applies

to ChatGPT-3.5 and ChatGPT-4 in a specific time window (from

April to August 2023). LLMs including ChatGPT are frequently

updated. Therefore, the performance is highly likely to vary when

new updates are applied to ChatGPT in the future.

In the work of (27), the superiority of ChatGPT over Bard in

radiation oncology physics has been demonstrated. Because of its

superior performance, this work focuses on the benchmark of

ChatGPT’s performance in a broader field of clinical radiation

oncology. However, ChatGPT’s performance has not been

compared comprehensively with other LLMs on the TXIT exam

and the Gray Zone cases in this work. In this work, the performance

of LLaMA-2 (52) on the TXIT exam has been preliminarily

evaluated. It achieved an average accuracy of 34.81% (more

details in the Supplementary Material in our GitHub), which

was lower than ChatGPT-4. LLaMA-2 with more parameters

such as the 13b and 70b models are likely to have better
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performance. However, due to our hardware limitation, we are

not able to evaluate them at the current stage. Some LLMs, in

particular Med-PaLM (6) and its newer version Med-PaLM 2 (53),

are fine-tuned specifically for medical applications, which have the

potential to outperform ChatGPT-4 in radiation oncology.

Nevertheless, such comparison will be our future work once we

have granted the access to Med-PaLM (version 1 or 2).

The TXIT exam has a standard answer to each question and

hence it can be evaluated objectively and accurately. However, for

the complex Gray Zone cases, no gold standards exist to assess the

accuracy of ChatGPT-4’s responses. As a consequence, intra-rater

and inter-rater variability is one major limitation in our evaluation

on the Gray Zone cases. To draw more definitive conclusions, a

robust research design, such as providing concordance training for

evaluators before the assessment, is recommended. Nonetheless, the

present analysis provides valuable insights into expert perceptions

of ChatGPT-4’s proficiency in clinical decision-making within

radiation oncology.
5 Conclusion

This study benchmarks the performance of ChatGPT-3.5 and

ChatGPT-4 on the 38th ACR TXIT exam in radiation oncology and

the 2022 Red Journal Gray Zone cases. For the TXIT exam,

ChatGPT-3.5 and ChatGPT-4 have achieved accuracies of 63.65%

and 74.57%, respectively, indicating the advantage of the latest

ChatGPT-4 model. Based on the TXIT exam, ChatGPT-4’s strong

and weak areas in radiation oncology are identified to some extent.

Specifically, ChatGPT-4 demonstrates better knowledge in

statistics, CNS & eye, pediatrics, biology, and physics than in

bone & soft tissue and gynecology, as per the ACR knowledge

domain. Regarding clinical care paths, ChatGPT-4 performs better

in diagnosis, prognosis, and toxicity than brachytherapy and

dosimetry. And it lacks proficiency in in-depth details for clinical

trials. For the Gray Zone cases, ChatGPT-4 is able to suggest a

personalized treatment approach to each case with high correctness

and comprehensiveness considering the patient’s historic treatment

response, personal priority, and quality of life. Most importantly, it

provides novel treatment aspects for many cases, which are not

suggested by any human experts. Both evaluations have

demonstrated the potential of ChatGPT in medical education for

the general public and cancer patients, as well as the potential to aid

clinical decision-making, while acknowledging its limitations in

certain domains. Despite these promising results, ChatGPT-4 is not

competent for clinical use yet. ChatGPT’s answers currently always

have to be verified, because of the risk of hallucination, which is one

of main remaining issues that will need to be addressed by

future developments.
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