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#### Abstract

In this article we develop a high order accurate method to solve the incompressible boundary layer equations in a provably stable manner. We first derive continuous energy estimates, and then proceed to the discrete setting. We formulate the discrete approximation using high-order finite difference methods on summation-by-parts form and implement the boundary conditions weakly using the simultaneous approximation term method. By applying the discrete energy method and imitating the continuous analysis, the discrete estimate that resembles the continuous counterpart is obtained proving stability. We also show that these newly derived boundary conditions removes the singularities associated with the null-space of the nonlinear discrete spatial operator. Numerical experiments that verifies the high-order accuracy of the scheme and coincides with the theoretical results are presented. The numerical results are compared with the well-known Blasius similarity solution as well as that resulting from the solution of the incompressible Navier Stokes equations.
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## 1. Introduction

Conservation laws describing fluid dynamics mathematically take the form of space-time partial differential equations (PDEs). One such example is the unsteady incompressible NavierStokes (INS) equations. In the recent years, numerical simulations of incompressible flows have gained attraction due to their numerous applications. These include biomedical engineering [1, 2, 3], aircraft design [4, 5, 6], and atmospheric-ocean modeling [7, 8]. Traditional second order numerical schemes have been widely used to analyze and predict flow parameters such as velocities and pressure [9, 10]. These second order accurate approaches however numerically damp flow vortexes [11] while requiring excessive element numbers in the boundary layers. Further, mainstream incompressible flow solution schemes augment the incompressible mass conservation equation $\nabla \cdot \mathbf{u}$ to avoid the resulting singular coefficient matrix. The two main augmentation approaches are the so-called pressure-based (projection scheme) [12] and densitybased (artificial compressibility) methods [13]. These approaches introduce the need for more boundary conditions which place additional constraints on pressure gradients at boundaries [14, 15]. Finally, the ubiquitous practice of upwinding convective terms when solving incompressible flows [16] adds both complexity and nonphysical dissipation to the flow solution.

[^0]The key contributions of this article address these concerns. For this purpose we employ the celebrated incompressible boundary layer equations as a model problem and endeavour to prove the existence of a stable and high order accurate solution without any need for additional augmented pressure/density based equations and without the use of upwinding. The discretization method is finite difference on summation-by-parts (SBP) form [17, 18, 19]. Key however to numerical stability is the correct boundary condition imposition, for which we employ a penalty-like method called simultaneous approximation term (SAT) [20]. The augmentation of the SBP operators with the SAT technique allows the proofs of stability to be straightforwardly attainable. The stability of the numerical approximations ties back to the well-posedness of the continuous mathematical model which fundamentally depends on the choice of boundary conditions [18, 19, 21]. To guarantee a bounded and stable numerical solution of a linear problem, a minimal number [22, 23] and appropriate form of boundary conditions must be known. Wellposedness of nonlinear PDEs is unclear and incomplete, however, the linear theory can to some extent be extended to nonlinear problems using linearization principles. We will follow the detailed guideline in [24] and its application to the INS equations [25, 26], the shallow water equations [27, 28], and Euler equations [29, 30] to derive a provably stable and high-order accurate approximation scheme for the boundary layer equations. The energy method [18, 24] which is based on the principle of integration-by-parts is used as a basic tool to derive the desired boundary conditions that yields an estimate. Furthermore, the stable imposition of these boundary conditions using SAT eliminates the saddle point problem typically associated with the spatial operator of the incompressible flow equations leading to unique solutions [31, 32, 33].

To set up the continuous problem, we consider a laminar incompressible flow aligned with a thin plate of length $l$. We model the problem using the laminar incompressible boundary layer (IBL) equations which are derived from the INS equations at high Reynolds number (Re) using dimensional analysis (see [34] for details). Of note is that the continuity equation contains no explicit relationship between the pressure and the velocity gradients. As noted above, popular 2nd order methods deal with this by creating such a relationship artificially i.e. by using artificial compressibility $[13,14,35]$, the pressure projection scheme [36, 37] or a combination of the two [15, 38]. Staggering grids is another popular method used to enforce divergence and damp spurious oscillations in the solution domain [39, 40, 41]. In this work we will only use the fundamental equations, and demonstrate that the resulting scheme is both stable and accurate, by using the SBP-SAT technique. Importantly, this is without the use of so-called upwinding for discretization. Note that though this work employs high-order finite difference approximations, the analysis also holds for any numerical approximations that can be written on SBP form. Examples include discontinuous Galerkin method [42, 43], spectral element method [44], finite element method [45], and finite volume method [46, 47].

The rest of the paper is organized as follows; we present the continuous analysis in Section 2 and derive the energy-stable boundary conditions. In Section 3, we impose these boundary conditions and deduce the penalty coefficients such that we get a bounded energy estimate. We formulate the SBP-SAT semi-discrete approximation in Section 4 and mimic the continuous analysis to derive the discrete energy estimate that resemble the continuous one. Moreover, we study the null-space of the discrete spatial operator and investigate the effect of SAT boundary conditions on the positive definiteness of the resulting coefficient matrix. Temporal discretization is considered in Section 5. The computational results that verifies the high-order accuracy of the approximation scheme are presented in Section 6 and the Blasius boundary layer is considered as a validation model. We also make comparison with the full INS equations and draw conclusion in Section 7.


Figure 1: Viscous fluid flowing over a thin plate of length $l$ leading to the formation of boundary layer.

## 2. The continuous problem

We consider a viscous fluid flowing past a thin plate of length $l$ with a uniform speed $U_{\infty}>0$. The flow is laminar and incompressible with Reynolds number $\gg 1$, leading to the development of boundary layer of thickness $\delta$ as depicted in Figure 1. Let $\Omega \subset \mathbb{R}^{2}$ be the computational domain with Cartesian coordinates $\mathbf{x}=(x, y)$ and boundary $\Gamma$. We position the plate along the $x$-axis such that the leading edge is at the origin. Further, we denote the components of the velocity in the $x$-, $y$-directions with $u$ and $v$, respectively and the static pressure with $p$. We start our analysis from the two-dimensional (2D) INS equations for Newtonian fluids under isothermal conditions

$$
\begin{align*}
u_{t}+u u_{x}+v u_{y} & =-\frac{1}{\rho} p_{x}+\frac{\mu}{\rho}\left(u_{x x}+u_{y y}\right), \\
v_{t}+u v_{x}+v v_{y} & =-\frac{1}{\rho} p_{y}+\frac{\mu}{\rho}\left(v_{x x}+v_{y y}\right),  \tag{1}\\
u_{x}+v_{y} & =0 .
\end{align*}
$$

Here, $\rho>0$ is the constant density and will be set to one in the subsequent analysis while $\mu>0$ denotes the constant dynamical viscosity. The subscripts in (1) denote the temporal and spatial partial derivatives. At large Reynolds number (defined as $\operatorname{Re}=\rho \frac{U_{\infty} l}{\mu}$ ), it can be shown using dimensionless scaling [34] that (1) reduces to the IBL equations

$$
\begin{align*}
u_{t}+u u_{x}+v u_{y} & =-p_{x}+\mu u_{y y}, \\
0 & =-p_{y},  \tag{2}\\
u_{x}+v_{y} & =0 .
\end{align*}
$$

We begin the continuous analysis by writing (2) as an initial-boundary value problem. In matrix-vector form, the system (2) with boundary and initial conditions included can be written as

$$
\begin{align*}
\mathcal{I} \mathrm{U}_{t}+\mathcal{D}(\mathrm{U}) \mathrm{U} & =0, & \mathrm{x} \in \Omega, & t>0, \\
\mathcal{B} \mathrm{U} & =\mathbf{g}(\mathrm{x}, t), & \mathrm{x} \in \Gamma, & t>0,  \tag{3}\\
\mathcal{I} \mathrm{U} & =\mathbf{f}(\mathrm{x}, t), & \mathrm{x} \in \Omega, & t=0,
\end{align*}
$$

where $\mathrm{U}=[u, v, p]^{T}$ contain the dependent variables. The continuous vector functions $\mathbf{g}, \mathbf{f}$ are known and specifies boundary and initial data to the problem (we assume that they are compatible such that the solution is smooth). Furthermore, the exact form of the boundary
operator $\mathcal{B}$ will be determined later. Lastly, in (3), $\mathcal{D}$ is the spatial nonlinear operator and is expressed as

$$
\mathcal{D}(\mathrm{U})=A(\mathrm{U}) \frac{\partial}{\partial x}+B(\mathrm{U}) \frac{\partial}{\partial y}-\mu \mathcal{I} \frac{\partial^{2}}{\partial y^{2}},
$$

where

$$
\mathcal{I}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \quad A=\left[\begin{array}{lll}
u & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right], \quad B=\left[\begin{array}{lll}
v & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right] .
$$

Furthermore, we split the convective terms in terms of the conservative and non-conservative components using the flux splitting technique [26, 48]

$$
\begin{equation*}
A U_{x}=\frac{1}{2}\left[A U_{x}+(A U)_{x}-A_{x} U\right], \quad B U_{y}=\frac{1}{2}\left[B U_{y}+(B U)_{y}-B_{y} U\right] . \tag{4}
\end{equation*}
$$

Remark 1. The flux splitting (4) is crucial for the upcoming discrete analysis.
Noting that $A_{x}+B_{y}=\mathcal{I}\left(u_{x}+v_{y}\right)=0$, the skew-symmetric form of the governing system in (3) becomes

$$
\begin{equation*}
\mathcal{I} \mathrm{U}_{t}+\frac{1}{2}\left[A \mathrm{U}_{x}+(A \mathrm{U})_{x}+B \mathrm{U}_{y}+\left(B \mathrm{U}_{y}\right]-\mu \mathcal{I} \mathrm{U}_{y y}=0,\right. \tag{5}
\end{equation*}
$$

i.e. $\mathcal{D}(\mathrm{U}) \mathrm{U}=\frac{1}{2}\left[A \mathrm{U}_{x}+(A \mathrm{U})_{x}+B \mathrm{U}_{y}+(B \mathrm{U})_{y}\right]-\mu \mathcal{I} \mathrm{U}_{y y}$.


Figure 2: Two-dimensional computational domain $\Omega$ showing outwards pointing normal vectors along the boundary $\Gamma$.

### 2.1. Boundedness

Next, we employ the energy method to derive the appropriate form of boundary conditions in (3) that leads to an energy estimate. The energy method (which involves multiplying (5) with the $2 \mathrm{U}^{T}$ and integrating over the computational domain $\Omega$ ) applied to (5) yields

$$
\begin{equation*}
2 \int_{\Omega} U^{T} \mathcal{I} U_{t} d V+\int_{\Omega} \mathrm{U}^{T}\left[A \mathrm{U}_{x}+(A \mathrm{U})_{x}+B \mathrm{U}_{y}+(B \mathrm{U})_{y}\right] d V=2 \mu \int_{\Omega} \mathrm{U}^{T} \mathcal{I} \mathrm{U}_{y y} d V, \tag{6}
\end{equation*}
$$

where $d V=d x d y$ is the volume element. Let $\|\mathrm{U}\|_{\mathcal{I}}^{2}=\int_{\Omega} \mathrm{U}^{T} \mathcal{I} \mathrm{U} d V$ denote the $L_{2}$ seminorm. Then, by using integration by parts (IBP) and the Divergence theorem $\int_{\Omega} U_{x_{i}} d V=$ $\oint_{\Gamma} U n_{x_{i}} d s$ to simplify (6), we obtain

$$
\begin{align*}
\frac{d}{d t}\|\mathrm{U}\|_{\mathcal{I}}^{2} & +\int_{\Omega}\left(U^{T} A U_{x}-U_{x}^{T} A U\right) d V+\int_{\Omega}\left(U^{T} B U_{y}-U_{y}^{T} B U\right) d V+2 \mu \int_{\Omega}\left(U_{y}^{T} \mathcal{I} U_{y}\right) d V  \tag{7}\\
& =-\oint_{\Gamma}\left[\mathrm{U}^{T}\left(A n_{x}+B n_{y}\right) \mathrm{U}-2 \mu \mathrm{U}^{T} \mathcal{I} \mathrm{U}_{y} n_{y}\right] d s
\end{align*}
$$

Since $A, B$ in (7) are symmetric, the non-conservative convective terms on the left-hand side (LHS) of (7) vanishes and the energy rate becomes

$$
\begin{align*}
\frac{d}{d t}\|\mathrm{U}\|_{\mathcal{I}}^{2}+2 \mu\left\|\mathrm{U}_{y}\right\|_{\mathcal{I}}^{2} & =-\oint_{\Gamma}\left[\mathrm{U}^{T}\left(A n_{x}+B n_{y}\right) \mathrm{U}-2 \mu \mathrm{U}^{T} \mathcal{I} \mathrm{U}_{y} n_{y}\right] d s  \tag{8}\\
& =-\oint_{\Gamma}\left(u_{n} u^{2}+2 u_{n} p-2 \mu u u_{y} n_{y}\right) d s .
\end{align*}
$$

In (7), $\oint_{\Gamma}(\cdot) d s$ is the boundary line integral with the infinitesimal line element $d s=\sqrt{d x^{2}+d y^{2}}$ along boundary $\Gamma$. Furthermore, $u_{n}=u n_{x}+v n_{y}$ is the boundary normal velocity and $\boldsymbol{n}=$ $\left(n_{x}, n_{y}\right)$ is the normal outward pointing unit vector as depicted in Figure 2. Let $B T$ denote the boundary terms in (8), then

$$
\begin{equation*}
\mathrm{BT}=-\oint_{\Gamma}\left(u_{\boldsymbol{n}} u^{2}+2 u_{\boldsymbol{n}} p-2 \mu u u_{y} n_{y}\right) d s . \tag{9}
\end{equation*}
$$

A bounded energy estimate is guaranteed if BT is non-positive. This can be achieved by imposing appropriate boundary conditions. That is, we need to establish the correct minimal number and form of boundary conditions $[22,24]$. To do that, we rewrite the boundary terms (9) in a matrix-vector form

$$
\mathrm{BT}=-\oint_{\Gamma} \mathbf{q}^{T} \mathbf{M} \mathbf{q} d s=-\oint_{\Gamma}\left[\begin{array}{c}
u  \tag{10}\\
v \\
p \\
\mu u_{y}
\end{array}\right]^{T}\left[\begin{array}{cccc}
u_{n} & 0 & n_{x} & -n_{y} \\
0 & 0 & n_{y} & 0 \\
n_{x} & n_{y} & 0 & 0 \\
-n_{y} & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
u \\
v \\
p \\
\mu u_{y}
\end{array}\right] d s
$$

Proposition 1. The number of boundary conditions required to bound (8) coincide with the number of negative eigenvalues of $M$.

Proof. See [22].
The eigenvalues of M are obtained by solving for the roots of the characteristic polynomial

$$
\operatorname{det}\left(\mathrm{M}-\lambda I_{4}\right)=\left(\lambda^{2}-n_{y}^{2}\right)\left(\lambda^{2}-u_{n} \lambda-1\right)=0
$$

where $I_{4}$ is a unit matrix of size 4 . We will consider each boundary separately, starting with the north and south boundaries. Noting that $\left(n_{x}, n_{y}\right)=(0, \pm 1)$, the eigenvalues $\lambda_{i}$ and the associated eigenvectors $x_{i}$ are

$$
\begin{align*}
& \lambda_{1}=\frac{u_{n}}{2}-\sqrt{\left(\frac{u_{n}}{2}\right)^{2}+1}, \quad \lambda_{2}=-1, \quad \lambda_{3}=+1, \quad \lambda_{4}=\frac{u_{n}}{2}+\sqrt{\left(\frac{u_{n}}{2}\right)^{2}+1},  \tag{11}\\
& x_{1}=\left[\begin{array}{c}
\lambda_{1} \\
0 \\
0 \\
-n_{y}
\end{array}\right], \quad x_{2}=\left[\begin{array}{c}
0 \\
1 \\
-n_{y} \\
0
\end{array}\right], \quad x_{3}=\left[\begin{array}{c}
0 \\
1 \\
n_{y} \\
0
\end{array}\right], \quad x_{4}=\left[\begin{array}{c}
\lambda_{4} \\
0 \\
0 \\
-n_{y}
\end{array}\right] .
\end{align*}
$$

For the east and west boundaries, $\left(n_{x}, n_{y}\right)=( \pm 1,0)$, we have

$$
\begin{align*}
& \lambda_{1}=\frac{u_{n}}{2}-\sqrt{\left(\frac{u_{n}}{2}\right)^{2}+1}, \quad \lambda_{2}=0, \quad \lambda_{3}=0, \quad \lambda_{4}=\frac{u_{n}}{2}+\sqrt{\left(\frac{u_{n}}{2}\right)^{2}+1},  \tag{12}\\
& x_{1}=\left[\begin{array}{c}
\lambda_{1} \\
0 \\
n_{x} \\
0
\end{array}\right], \quad x_{2}=\left[\begin{array}{c}
0 \\
n_{x} \\
0 \\
0
\end{array}\right], \quad x_{3}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
n_{x}
\end{array}\right], \quad x_{4}=\left[\begin{array}{c}
\lambda_{4} \\
0 \\
n_{x} \\
0
\end{array}\right] .
\end{align*}
$$

Remark 2. We assume outflow $\left(u_{n}>0\right)$ at the north and east boundaries, and inflow $\left(u_{n} \leq 0\right)$ at the west and south boundaries.

Remark 3. In (11) and (12), $\lambda_{1}<0$ and $\lambda_{4}>0$ for all $u_{n}$.
Therefore, there are two negative eigenvalues $\lambda_{1}, \lambda_{2}$ and two positive eigenvalues $\lambda_{3}, \lambda_{4}$ in (11) at the north and south boundaries. This infers that precisely two boundary conditions must be prescribed at both the north and south boundaries (this is due to the presence of $\mu u_{y y}$ in the equations). At the east and west boundaries, there is only one negative eigenvalue $\lambda_{1}$ in (12) inferring that only one boundary condition must be imposed at each boundary.

To determine the form of the boundary conditions that will lead to a finite energy estimate, we return to (10) and consider the eigenvalue decomposition of M

$$
\begin{equation*}
\mathrm{M}=\overline{\mathrm{X}} \Lambda_{\mathrm{M}} \overline{\mathrm{X}}^{T} \tag{13}
\end{equation*}
$$

where $\Lambda_{\mathrm{M}}=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}\right)$ and $\overline{\mathrm{X}}=\mathrm{XN}$ are the scaled eigenvector matrices X whose columns are eigenvectors in (11) and (12) for respective boundaries. The columns of X are scaled with the normalizing matrix N . We further rearrange M as $\mathrm{M}=\mathrm{X} \Lambda \mathrm{X}^{T}$ where $\Lambda=\mathrm{N}^{T} \Lambda_{\mathrm{M}} \mathrm{N}$ is the scaled version of $\Lambda_{\mathrm{M}}$. For the north and south boundaries, X and N are

$$
\mathrm{X}=\left[\begin{array}{cccc}
\lambda_{1} & 0 & 0 & \lambda_{4} \\
0 & 1 & 1 & 0 \\
0 & -n_{y} & n_{y} & 0 \\
-n_{y} & 0 & 0 & -n_{y}
\end{array}\right], \quad \mathrm{N}=\operatorname{diag}\left(\sqrt{\lambda_{1}^{2}+1}, \sqrt{2}, \sqrt{2}, \sqrt{\lambda_{4}^{2}+1}\right)^{-1},
$$

and similarly for the east and west boundaries, they are

$$
\mathrm{X}=\left[\begin{array}{cccc}
\lambda_{1} & 0 & 0 & \lambda_{4} \\
0 & n_{x} & 0 & 0 \\
n_{x} & 0 & 0 & n_{x} \\
0 & 0 & n_{x} & 0
\end{array}\right], \quad \mathrm{N}=\operatorname{diag}\left(\sqrt{\lambda_{1}^{2}+1}, 1,1, \sqrt{\lambda_{4}^{2}+1}\right)^{-1} .
$$

Therefore, by substituting (13) into (10), BT can be rewritten as

$$
\begin{equation*}
\mathrm{BT}=-\oint_{\Gamma} W^{T} \Lambda W d s \tag{14}
\end{equation*}
$$

where $W=\mathrm{X}^{T} \mathbf{q}$. For the north and south boundaries, $W$ is

$$
W=\left[\begin{array}{c}
\lambda_{1} u-\mu u_{y} n_{y} \\
v-p n_{y} \\
v+p n_{u} \\
\lambda_{4} u-\mu u_{y} n_{y}
\end{array}\right],
$$

and for the east and west boundaries, $W$ is

$$
W=\left[\begin{array}{c}
\lambda_{1} u+p n_{x} \\
v n_{x} \\
\mu u_{y} n_{x} \\
\lambda_{4} u+p n_{x}
\end{array}\right]
$$

Following [26], we partition $\Lambda$ in terms of the positive, zero, and negative components i.e $\Lambda=$ $\operatorname{diag}\left(\Lambda_{+}, \Lambda_{0}, \Lambda_{-}\right)$. Similarly, we write the corresponding variables as $W=\left[W_{+}, W_{0}, W_{-}\right]^{T}$ where $W_{+}, W_{-}$are called the incoming and outgoing characteristics, respectively. The variable $W_{0}$ which is associated with $\Lambda_{0}$ is not interesting since $W_{0}^{T} \Lambda_{0} W_{0}=0$ and it will be omitted in the subsequent derivations. Noting that $\lambda_{1}, \lambda_{2}<0$ and $\lambda_{3}, \lambda_{4}>0$ at the north and south boundaries, the positive and negative components of the matrix decomposition in (14) are

$$
\begin{array}{cl}
W_{+}=\left[\begin{array}{c}
v+p n_{y} \\
\lambda_{4} u-\mu u_{y} n_{y}
\end{array}\right], & W_{-}=\left[\begin{array}{c}
\lambda_{1} u-\mu u_{y} n_{y} \\
v-p n_{y}
\end{array}\right],  \tag{15}\\
\Lambda_{+}=\left[\begin{array}{cc}
\frac{\lambda_{3}}{2} & 0 \\
0 & \frac{\lambda_{4}}{\lambda_{4}^{2}+1}
\end{array}\right], & \Lambda_{-}=\left[\begin{array}{cc}
\frac{\lambda_{1}}{\lambda_{1}^{2}+1} & 0 \\
0 & \frac{\lambda_{2}}{2}
\end{array}\right] .
\end{array}
$$

Similarly, noting that $\lambda_{1}<0$ and $\lambda_{4}>0$ in (12) for the east and west boundaries, we have

$$
\begin{equation*}
W_{+}=\left[\lambda_{4} u+p n_{x}\right], \quad W_{-}=\left[\lambda_{1} u+p n_{x}\right], \quad \Lambda_{+}=\left[\frac{\lambda_{4}}{\lambda_{4}^{2}+1}\right], \quad \Lambda_{-}=\left[\frac{\lambda_{1}}{\lambda_{1}^{2}+1}\right] . \tag{16}
\end{equation*}
$$

Equation (14) with the partition above then becomes

$$
\mathrm{BT}=-\oint_{\Gamma}\left[\begin{array}{l}
W_{+}  \tag{17}\\
W_{-}
\end{array}\right]^{T}\left[\begin{array}{cc}
\Lambda_{+} & 0 \\
0 & \Lambda_{-}
\end{array}\right]\left[\begin{array}{l}
W_{+} \\
W_{-}
\end{array}\right] d s
$$

We overcome the energy growth due the negative eigenvalues by specifying the boundary condition [24]

$$
\begin{equation*}
W_{-}=\mathcal{S} W_{+}+\mathbf{g}, \tag{18}
\end{equation*}
$$

i.e. specifying the incoming characteristics in terms of the outgoing ones and data. Here, $\mathcal{S}$ is a matrix with the number of rows equal to the number of negative eigenvalues and the number of columns equal to the number of positive eigenvalues.

Remark 4. The general form of the relation (18) is $\mathcal{R}\left(W_{-}-\mathcal{S} W_{+}\right)=\boldsymbol{g}$ [49] where $\mathcal{R}$ is an invertible matrix that combines the variables in $W_{-}$and $\mathcal{R S}$ combines the variables in $W_{+}$to implement the desired boundary conditions. In this work, we however choose $\mathcal{R}$ to be an identity matrix.

Substituting (18) into (17) leads to

$$
\mathrm{BT}=-\oint_{\Gamma}\left[\begin{array}{c}
W_{+}  \tag{19}\\
\mathrm{g}
\end{array}\right]^{T}\left[\begin{array}{cc}
\Lambda_{+}+\mathcal{S}^{T} \Lambda_{-} \mathcal{S} & \mathcal{S}^{T} \Lambda_{-} \\
\Lambda_{-} \mathcal{S} & \Lambda_{-}
\end{array}\right]\left[\begin{array}{c}
W_{+} \\
\mathrm{g}
\end{array}\right] d s
$$

By assuming a homogeneous form of the boundary condition in (3) i.e. $\mathbf{g}=0$ such that $W_{-}=$ $\mathcal{S} W_{+}$, BT further simplifies to

$$
\begin{equation*}
\mathrm{BT}=-\oint_{\Gamma} W_{+}^{T}\left(\Lambda_{+}+\mathcal{S}^{T} \Lambda_{-} \mathcal{S}\right) W_{+} d s \tag{20}
\end{equation*}
$$

which is non-positive if we can choose $\mathcal{S}$ such that

$$
\begin{equation*}
\Lambda_{+}+\mathcal{S}^{T} \Lambda_{-} \mathcal{S} \geq 0 \tag{21}
\end{equation*}
$$

The non-homogeneous case is considered in [26, 24] and that analysis will be omitted herein. Based on (19),(20), we observe that (18) defines the general form that the boundary conditions in (3) must have in order for BT in (9) to be non-positive

$$
\begin{equation*}
\mathcal{B} \mathrm{U}=W_{-}-\mathcal{S} W_{+}=\mathbf{g}, \tag{22}
\end{equation*}
$$

where $\mathcal{S}$ satisfies (21).

### 2.2. The energy stable boundary conditions

Although the general form of boundary conditions (22) yields a bounded energy norm for the continuous equation, we need specific boundary conditions that are aligned with the physics of the original problem i.e. we prescribe them according to the available boundary data. By returning to (9), we propose a new set of energy stable boundary conditions satisfying (21) and further show that they can be written in the general form (22).

Starting at the south boundary which is aligned with the solid surface as depicted in Figure 1, we eliminate the contribution of the south boundary in BT by prescribing a no-slip velocity condition i.e. $u=v=0$. The north boundary is considered next, at which we should impose two boundary conditions. It is important to note that at this boundary, $u_{n}>0$. Next, we turn to the vertical boundaries. Since we assumed inflow ( $u_{n}<0$ ) at the west boundary and outflow ( $u_{n}>0$ ) at the east boundary, we prescribe the following boundary condition; velocity at the west boundary and pressure at the east boundary. In summary, the proposed boundary conditions are

$$
\begin{array}{rlrl}
u & =0, \quad v=0, & & \text { south boundary, } \\
\frac{\alpha}{2} v u-\mu u_{y} & =0, \quad p=p_{\infty}, & & \text { north boundary, }  \tag{23}\\
u & =U_{\infty}, & & \text { west boundary, } \\
p=p_{\infty}, & & \text { east boundary, }
\end{array}
$$

where $\alpha \in[0,1]$ is a constant that gives us the flexibility to impose either the Robin boundary condition $(\alpha=1)$ or the Neumann boundary condition $(\alpha=1)$ depending on the available data. The above can be written in the form $\mathcal{B U}=\mathrm{g}$ as

$$
\begin{array}{ll}
\mathcal{B}_{e} \mathrm{U}=\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
u \\
v \\
p
\end{array}\right]=\left[p_{\infty}\right], \quad \mathcal{B}_{n} \mathrm{U}=\left[\begin{array}{cc}
\frac{\alpha}{2} v-\mu \partial_{y} & 0 \\
0 \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
u \\
v \\
p
\end{array}\right]=\left[\begin{array}{c}
0 \\
p_{\infty}
\end{array}\right],  \tag{24}\\
\mathcal{B}_{w} \mathrm{U}=\left[\begin{array}{lll}
1 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
u \\
v \\
p
\end{array}\right]=\left[U_{\infty}\right], \quad \mathcal{B}_{s} \mathrm{U}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right]\left[\begin{array}{l}
u \\
v \\
p
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right] .
\end{array}
$$

Here, the subscripts $e, n, w, s$ denotes the east, north, west and south boundaries respectively as shown in Figure 2 and $p_{\infty}$ is the freestream pressure.

By strongly imposing the homogeneous form of (24) in (8), most of the boundary terms vanishes and only the contribution from the north and east boundaries remains which carries appropriate signs since $u_{n}>0$ at the outflow boundaries. The energy rate (8) becomes

$$
\begin{equation*}
\frac{d}{d t}\|\mathrm{U}\|_{\mathcal{I}}^{2}+2 \mu\left\|\mathrm{U}_{y}\right\|_{\mathcal{I}}^{2}=-\int_{\Gamma_{n}}(1-\alpha) v u^{2} d x-\int_{\Gamma_{e}} u^{3} d y \leq 0 \tag{25}
\end{equation*}
$$

Notice that $\alpha=0$, which prescribes the Neumann boundary condition in (23), leads to a more dissipative energy rate. Finally, temporal integration over a finite time domain $[0, T]$ and imposing the initial condition leads to the energy estimate

$$
\begin{equation*}
\|\mathrm{U}\|_{\mathcal{I}}^{2}+2 \mu \int_{0}^{T}\left\|\mathrm{U}_{y}\right\|_{\mathcal{I}}^{2} d t \leq\|\mathbf{f}\|_{\mathcal{I}}^{2} . \tag{26}
\end{equation*}
$$

Remark 5. The bound is imposed only on the horizontal component of the velocity since it is the only flow variable in (2) with the temporal derivative. This is different compared to the fully INS equations where also the vertical velocity is bounded [26]. In both models, there is no bound on the pressure and it was shown in the cited work that we don't need one for boundedness.

The estimate (26) shows that the new boundary conditions (23) are energy stable. Next, we compute $\mathcal{S}$ for each boundary satisfying (21) and show that the boundary conditions (23) can be written in the general form (18). We begin with the north and south boundaries. By proposing $\mathcal{S}$ with the form

$$
\mathcal{S}=\left[\begin{array}{cc}
0 & s_{1} \\
s_{2} & 0
\end{array}\right],
$$

and substituting it together with the variables $W_{+}, W_{-}$in (15) into (18), we get

$$
\begin{align*}
W_{-}-\mathcal{S} W_{+} & =\left[\begin{array}{c}
\lambda_{1} u-\mu u_{y} n_{y} \\
v-p n_{y}
\end{array}\right]-\left[\begin{array}{cc}
0 & s_{1} \\
s_{2} & 0
\end{array}\right]\left[\begin{array}{c}
v+p n_{y} \\
\lambda_{4} u-\mu u_{y} n_{y}
\end{array}\right]  \tag{27}\\
& =\left[\begin{array}{c}
\left(\lambda_{1}-s_{1} \lambda_{4}\right) u+\left(s_{1}-1\right) \mu u_{y} n_{y} \\
\left(1-s_{2}\right) v-\left(1+s_{2}\right) p n_{y}
\end{array}\right]=\left[\begin{array}{l}
g_{1} \\
g_{2}
\end{array}\right] .
\end{align*}
$$

Here, $g_{1}, g_{2}$ denotes boundary data. To write the no-slip condition at the south boundary in the form (18), we seek $\mathcal{S}$ that transforms (27) into

$$
W_{-}-\mathcal{S} W_{+}=R\left[\begin{array}{l}
u \\
v
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right],
$$

where $R$ is a non-singular matrix. Setting $s_{1}=1$ and $s_{2}=-1$ yields the desired results and consequently, satisfies (21) since

$$
\Lambda_{+}+\mathcal{S}^{T} \Lambda_{-} \mathcal{S}=\left[\begin{array}{cc}
\frac{\lambda_{3}}{2} & 0  \tag{28}\\
0 & \frac{\lambda_{4}}{\lambda_{4}^{2}+1}
\end{array}\right]+\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right]^{T}\left[\begin{array}{cc}
\frac{\lambda_{1}}{\lambda_{1}^{2}+1} & 0 \\
0 & \frac{\lambda_{2}}{2}
\end{array}\right]\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] .
$$

and $R=\operatorname{diag}\left(\lambda_{1}-\lambda_{4}, 2\right)$.
To show that the Robin velocity $(\alpha=1)$ and the Dirichlet pressure conditions at the north boundary can be written in the form (18), we set $s_{1}=0$ and $s_{2}=1$ in (27) which leads to

$$
W_{-}-\mathcal{S} W_{+}=\left[\begin{array}{c}
\lambda_{1} u-\mu u_{y} n_{y} \\
-2 p n_{y}
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
0 & -2
\end{array}\right]\left[\begin{array}{c}
\lambda_{1}(v) u-\mu u_{y} \\
p
\end{array}\right]=\left[\begin{array}{l}
g_{1} \\
g_{2}
\end{array}\right] .
$$

Moreover, (21) is satisfied by this choice since

$$
\Lambda_{+}+\mathcal{S}^{T} \Lambda_{-} \mathcal{S}=\left[\begin{array}{cc}
\frac{\lambda_{3}}{2} & 0  \tag{29}\\
0 & \frac{\lambda_{4}}{\lambda_{4}^{2}+1}
\end{array}\right]+\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]^{T}\left[\begin{array}{cc}
\frac{\lambda_{1}}{\lambda_{1}^{2}+1} & 0 \\
0 & \frac{\lambda_{2}}{2}
\end{array}\right]\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]=\left[\begin{array}{cc}
0 & 0 \\
0 & \frac{\lambda_{4}}{\lambda_{4}^{2}+1}
\end{array}\right] \geq 0 .
$$

Next, we turn to the east and west boundaries. Similar to the horizontal boundaries, we want to show that the west and east boundary conditions can be written in the form (18). We begin by substituting $W_{+}, W_{-}$in (16) into (18) to obtain

$$
\begin{equation*}
W_{-}-\mathcal{S} W_{+}=\left[\lambda_{1} u+p n_{x}\right]-\mathcal{S}\left[\lambda_{4} u+p n_{x}\right]=\left(\lambda_{1}-\mathcal{S} \lambda_{4}\right) u+(1-\mathcal{S}) p n_{x}=\mathbf{g} . \tag{30}
\end{equation*}
$$

where $\mathbf{g}$ denotes data as before. Starting with the west boundary, we want to determine $\mathcal{S}$ such that it removes the pressure term from (30) and only the velocity remains. The obvious choice $\mathcal{S}=1$ leads to

$$
W_{-}-\mathcal{S} W_{+}=\left(\lambda_{1}-\lambda_{4}\right) u=\mathbf{g}
$$

Consequently, this choice satisfies (21) since

$$
\begin{equation*}
\Lambda_{+}+\mathcal{S}^{T} \Lambda_{-} \mathcal{S}=\frac{\lambda_{4}}{\lambda_{4}^{2}+1}+\frac{\lambda_{1}}{\lambda_{1}^{2}+1}=0 \tag{31}
\end{equation*}
$$

where $\Lambda_{+}, \Lambda_{-}$are given in (16).
Similarly, to write the pressure condition at the east boundary in the form (18), we need appropriate $\mathcal{S}$ satisfying (21) to remove the velocity contribution in (30). Setting $\mathcal{S}=\frac{\lambda_{1}}{\lambda_{4}}$ yields

$$
W_{-}-\mathcal{S} W_{+}=\left(1-\frac{\lambda_{1}}{\lambda_{4}}\right) p=\mathbf{g}
$$

which also satisfies (21)

$$
\begin{equation*}
\Lambda^{+}+\mathcal{S}^{T} \Lambda^{-} \mathcal{S}=\frac{\lambda_{4}}{\lambda_{4}^{2}+1}+\left(\frac{\lambda_{1}}{\lambda_{4}}\right)^{2} \frac{\lambda_{1}}{\lambda_{1}^{2}+1}=\frac{u_{\mathbf{n}}\left(u_{\mathbf{n}}^{2}+1\right)}{\left(\lambda_{4}^{2}+1\right)\left(\lambda_{1}^{2}+1\right) \lambda_{4}} \geq 0 \tag{32}
\end{equation*}
$$

since $u_{\mathrm{n}}>0$ at the east boundary.
To recap what we did, we rotated the boundary matrix M in (10) into the diagonal form using the matrix eigenvalue decomposition (13). This led us to establish the minimal number of boundary conditions required to bound an energy estimate which coincides with the number of negative eigenvalues of M. We further defined the general form of boundary conditions (18) in terms of the incoming and outgoing characteristics, which results in an energy bound provided that (21) holds. By returning to the boundary term (9), we proposed a set of commonly used boundary conditions which cancels or limits the terms that add growth to the energy rate (8). Moreover, we constructed $\mathcal{S}(27)$ - (31) for each boundary satisfying (21) and demonstrated that they can be written on the form (18). In the next Section, we implement these derived boundary conditions weakly such that a stable scheme results.

## 3. The weak imposition of the boundary conditions

In this section, we implement the boundary conditions (24) weakly and show that they lead to the energy estimate (26). For this purpose, we will mimic the continuous analysis above. Let's consider a weak formulation of (3) which will also lay foundation for the upcoming discrete analysis

$$
\begin{array}{rlrlrl}
\mathcal{I} \mathrm{U}_{t}+\mathcal{D}(\mathrm{U}) \mathrm{U} & =L(\Sigma(\mathcal{B} \mathrm{U}-\mathbf{g})), & & \mathrm{x} \in \Omega, & & t>0,  \tag{33}\\
\mathcal{I} \mathrm{U} & =\mathrm{f}, & & \mathrm{x} \in \Omega, & t=0 .
\end{array}
$$

Here, $\Sigma$ is a penalty coefficient matrix yet to be determined such that we get the energy estimate and $\mathcal{B} U$ is the boundary operator given in (24). The operator $L(\cdot)$ is called the lifting operator $[50,51]$ and it is defined for any two continuous vector functions $\psi, \phi$ as

$$
\begin{equation*}
\int_{\Omega} \psi^{T} L(\phi) d x d y=\oint_{\Gamma} \psi^{T} \phi d s \tag{34}
\end{equation*}
$$

By applying the energy method, (33) becomes

$$
\begin{equation*}
\frac{d}{d t}\|\mathrm{U}\|_{\mathcal{I}}^{2}+2 \mu\left\|\mathrm{U}_{y}\right\|_{\mathcal{I}}^{2}=-\oint_{\Gamma}\left(u_{\boldsymbol{n}} u^{2}+2 u_{\boldsymbol{n}} p-2 \mu u u_{y} n_{y}\right) d s+2 \oint_{\Gamma} \mathrm{U}^{T} \Sigma(\mathcal{B} \mathrm{U}-\mathbf{g}) d s \tag{35}
\end{equation*}
$$

which is identical to (8) with an additional boundary term. As before, let BT denote the first boundary integral in (35). Similarly, let the penalty boundary terms in (35) be denoted by PT. Our ambition is to deduce $\Sigma$ such that the weakly imposed boundary conditions (23) are dissipative. We propose the following penalty coefficients for each boundary

$$
\begin{array}{ll}
\Sigma_{s}=\left[\begin{array}{cc}
-\frac{v}{2}+\mu \partial_{y}^{T} & 0 \\
0 & 0 \\
0 & -1
\end{array}\right], \quad \Sigma_{n}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1 \\
0 & 0
\end{array}\right],  \tag{36}\\
\Sigma_{w}=\left[\begin{array}{c}
-\frac{u}{2} \\
0 \\
-1
\end{array}\right], & \Sigma_{e}=\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right],
\end{array}
$$

where $\partial_{y}^{T}$ is the $y$-partial derivative operating in the left direction. The penalty terms in (35) with the coefficients (36) simplifies to

$$
\begin{align*}
\mathrm{PT}= & +\int_{\Gamma_{e}} 2 u p d y-\int_{\Gamma_{w}}\left(u^{3}+2 u p\right) d y+\int_{\Gamma_{n}}\left[u\left(\alpha v u-2 \mu u_{y}\right)+2 v p\right] d x  \tag{37}\\
& -\int_{\Gamma_{s}}\left(v u^{2}-2 \mu u u_{y}+2 v p\right) d x
\end{align*}
$$

Therefore, by substituting (37) into (35), most of the boundary terms vanish and only the dissipative terms remain. The energy rate (35) then becomes

$$
\begin{equation*}
\frac{d}{d t}\|\mathrm{U}\|_{\mathcal{I}}^{2}+2 \mu\left\|\mathrm{U}_{y}\right\|_{\mathcal{I}}^{2}=-\int_{\Gamma_{n}}(1-\alpha) v u^{2} d x-\int_{\Gamma_{e}} u^{3} d y \leq 0 \tag{38}
\end{equation*}
$$

which is identical to (25) and temporal integration leads to the estimate (26).
Next, we return to (35) and rewrite BT in form (17). Moreover, we rewrite $\mathcal{B U}$ in the general form (22) and set $\mathbf{g}=\mathbf{0}$. Equation (35) with this notation becomes

$$
\begin{align*}
\frac{d}{d t}\|\mathrm{U}\|_{\mathcal{I}}^{2}+2 \mu\left\|\mathrm{U}_{y}\right\|_{\mathcal{I}}^{2}= & -\oint_{\Gamma}\left(W_{+}^{T} \Lambda_{+} W_{+}+W_{-}^{T} \Lambda_{-} W_{-}\right) d s  \tag{39}\\
& +\oint_{\Gamma}\left[\mathrm{U}^{T} \Sigma\left(W_{-}^{T}-\mathcal{S} W_{+}\right)+\left(W_{-}^{T}-\mathcal{S} W_{+}\right)^{T} \Sigma^{T} \mathrm{U}\right] d s .
\end{align*}
$$

The choice $\mathrm{U}^{T} \Sigma=W_{-}^{T} \Lambda$ [24] transforms (39) to

$$
\frac{d}{d t}\|\mathrm{U}\|_{\mathcal{I}}^{2}+2 \mu\left\|\mathrm{U}_{y}\right\|_{\mathcal{I}}^{2}=-\oint_{\Gamma}\left[\begin{array}{l}
W_{+}  \tag{40}\\
W_{-}
\end{array}\right]^{T}\left[\begin{array}{cc}
\Lambda_{+} & \Lambda_{\mathcal{S}} \\
\mathcal{S}^{T} \Lambda_{-} & -\Lambda_{-}
\end{array}\right]\left[\begin{array}{l}
W_{+} \\
W_{-}
\end{array}\right] d s
$$

Adding and subtracting $\oint_{\Gamma} W_{+}^{T} \mathcal{S}^{T} \Lambda_{-} \mathcal{S} W_{+} d s$ leads to the simplification

$$
\begin{align*}
\frac{d}{d t}\|\mathrm{U}\|_{\mathcal{I}}^{2}+2 \mu\left\|\mathrm{U}_{y}\right\|_{\mathcal{I}}^{2}= & -\oint_{\Gamma} W_{+}^{T}\left(\Lambda_{+}+\mathcal{S}^{T} \Lambda_{-} \mathcal{S}\right) W_{+} d s \\
& +\oint_{\Gamma}\left[\begin{array}{l}
W_{+} \\
W_{-}
\end{array}\right]^{T}\left[\begin{array}{cc}
\mathcal{S}^{T} \Lambda_{-} \mathcal{S} & -\Lambda_{-} \mathcal{S} \\
-\mathcal{S}^{T} \Lambda_{-} & \Lambda_{-}
\end{array}\right]\left[\begin{array}{l}
W_{+} \\
W_{-}
\end{array}\right] d s  \tag{41}\\
= & -\oint_{\Gamma} W_{+}^{T}\left(\Lambda_{+}+\mathcal{S}^{T} \Lambda_{-} \mathcal{S}\right) W_{+} d s \\
& +\oint_{\Gamma}\left(W_{-}-\mathcal{S} W_{+}\right)^{T} \Lambda_{-}\left(W_{-}-\mathcal{S} W_{+}\right) d s
\end{align*}
$$

which is identical to (20) plus an additional dissipative term. The right-hand side (RHS) of (41) is non-positive since we computed $\mathcal{S}$ that satisfies (21) in (28) - (32). The estimate (41) will be the target for the upcoming semi-discrete SBP-SAT approximation.

## 4. The semi-discrete SBP-SAT formulation

In this section, we derive a stable numerical approximation of (3). We approximate the spatial derivatives using finite difference operators on SBP form while keeping the temporal derivative continuous leading to a semi-discrete formulation. The boundary conditions (23) are imposed weakly using SAT methods which imitates the boundary imposition in (33) discretely. By mimicking the continuous analysis, we will show that the newly formulated SBPSAT approximation is stable. We begin by discretizing the domain $\Omega$ using $N \times M$ equidistant grid points $\left(x_{i}, y_{j}\right)$ where $i=1,2, \ldots, N, j=1,2, \ldots, M$. Let $\mathbf{U}=\left(\mathbf{u}^{T}, \mathbf{v}^{T}, \mathbf{p}^{T}\right)^{T}$ be an approximation of the solution for (3) where $\mathbf{u}, \mathbf{v}, \mathbf{p}$ respectively contains the discrete version of $u, v$, and $p$, projected on the Cartesian grid. They are packaged as $N M \times 1$ vectors, for example, $\mathbf{u}=\left(u_{11}, \ldots, u_{1 M}, \ldots, u_{N, 1}, \ldots, u_{N M}\right)^{T}$ where $u_{i j}=u\left(x_{i}, y_{j}\right)$. Let $E_{1}$ and $E_{N, M}$ be zero matrices with one only at the top-left and right-bottom corner, respectively.

We define the finite difference operators on SBP form, next.
Definition 1. The matrix $D$ is a first derivative $S B P$ operator of order $s$ if

$$
D \boldsymbol{u}=\boldsymbol{u}_{x}+\mathcal{O}(h)^{s} \quad \text { and } \quad D=P^{-1} Q
$$

where $P$ is a positive definite and symmetric matrix while $Q$ is almost skew-symmetric and satisfies $Q+Q^{T}=-E_{1}+E_{N}$.

Here, $P$ is diagonal and it approximates the continuous integral

$$
\mathbf{1}^{T} P \mathbf{u} \approx \int_{\Omega} u d x
$$

where $\mathbf{1}^{T}=(1, \ldots, 1)^{T}$. The operator $D$ satisfies the principle of the integration-by-parts discretely since

$$
\begin{aligned}
\mathbf{u}^{T} P(D \mathbf{v}) & =\mathbf{u}^{T} Q \mathbf{v}=\mathbf{u}^{T}\left(\left(E_{N}-E_{1}\right)-Q^{T}\right) \mathbf{v}=\mathbf{u}^{T}\left(E_{N}-E_{1}\right) \mathbf{v}-\mathbf{u}^{T} Q^{T} P^{-1} P \mathbf{v} \\
& =(u v)_{N}-(u v)_{1}-(D \mathbf{u})^{T} P \mathbf{v}
\end{aligned}
$$

Moreover, it is $2 s$-order accurate in the interior stencil and $s$ accurate near the boundaries where $s$ is the order of the truncation error. We approximate the second-order derivative by
applying first derivative operator twice resulting in a wider stencil and the excepted global order of accuracy of the scheme is $s+1$ [52, 53].

We extend the SBP operators to 2D domain using the Kronecker product [54]. The following Kronecker product's properties are essential and will be used frequently in the upcoming analysis: $(A \otimes B)(C \otimes D)=A C \otimes B D,(A \otimes B)^{-1}=A^{-1} \otimes B^{-1}$, and $(A \otimes B)^{T}=A^{T} \otimes B^{T}$ where $A, B, C, D$ are matrices of appropriate sizes and $A, B$ are nonsingular. By using subscripts $x, y$ to differentiate the operators operating in the $x, y$-directions, the 2D SBP operators becomes

$$
\begin{equation*}
D_{x}=P_{x}^{-1} Q_{x} \otimes I_{M}, \quad D_{y}=I_{N} \otimes P_{y}^{-1} Q_{y} . \tag{42}
\end{equation*}
$$

Here, $I_{N}$ and $I_{M}$ are unit matrices of size $N \times N$ and $M \times M$, respectively. We further introduce the following notation to keep the derivations neater

$$
\begin{aligned}
\mathbf{P}=I_{3} \otimes P_{x} \otimes P_{y}, & \mathbf{D}_{x}=I_{3} \otimes D_{x}, \quad \mathbf{D}_{y}=I_{3} \otimes \mathcal{D}_{y} \\
\mathbf{Q}_{x}=I_{3} \otimes Q_{x} \otimes P_{y}, & \mathbf{Q}_{y}=I_{3} \otimes P_{x} \otimes Q_{y}
\end{aligned}
$$

and the last two block-matrices satisfies the SBP property

$$
\begin{equation*}
\mathbf{Q}_{x}+\mathbf{Q}_{x}^{T}=I_{3} \otimes\left(E_{N}-E_{1}\right) \otimes P_{y} \quad \text { and } \quad \mathbf{Q}_{y}+\mathbf{Q}_{y}^{T}=I_{3} \otimes P_{x} \otimes\left(E_{M}-E_{1}\right) \tag{43}
\end{equation*}
$$

Furthermore, $\mathbf{P}$ defines the discrete $L_{2}$ semi-norm $\|\mathbf{V}\|_{\mathcal{I} \mathbf{P}}^{2}=\mathbf{V}^{T} \boldsymbol{I} \mathbf{P V}$ for a $3 N M \times 1$ vector $\mathbf{V}$ and $\boldsymbol{\mathcal { I }}$ is a discrete analogue of $\mathcal{I}$ in (3).

The SBP-SAT formulation approximating (33) is

$$
\begin{align*}
\boldsymbol{I} \mathbf{U}_{t}+\mathcal{D}(\mathbf{U}) \mathbf{U} & =\sum_{k \in\{n, e, s, w\}} \mathbf{P}^{-1} \boldsymbol{\Sigma}_{k}\left(I_{j} \otimes \mathbb{P}_{k}\right)\left(\boldsymbol{B}_{k} \mathbf{U}-G\right), \quad j=\left\{\begin{array}{ll}
1 & \text { for } k \in\{e, w\} \\
2 & \text { for } k \in\{n, s\}
\end{array} .\right.  \tag{44}\\
\mathcal{I} \mathbf{U}(0) & =F .
\end{align*}
$$

Here, $\mathcal{D}$ is the discrete version of the spatial operator in (3) with the splitting (4) and it is given by

$$
\begin{equation*}
\mathcal{D}(\mathbf{U})=\frac{1}{2}\left[\mathbf{A D}_{x}+\mathbf{D}_{x} \mathbf{A}+\mathbf{B D}_{y}+\mathbf{D}_{y} \mathbf{B}\right]-\mu \mathcal{I} \mathbf{D}_{y}^{2}, \tag{45}
\end{equation*}
$$

where

$$
\mathbf{A}=\left[\begin{array}{ccc}
\operatorname{diag}(\mathbf{u}) & 0 & \mathbf{I} \\
0 & 0 & 0 \\
\mathbf{I} & 0 & 0
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{ccc}
\operatorname{diag}(\mathbf{v}) & 0 & 0 \\
0 & 0 & \mathbf{I} \\
0 & \mathbf{I} & 0
\end{array}\right],
$$

and $\mathbf{I}, \mathbf{0}$ are unit and zero matrices of size $N M \times N M$. The RHS of the governing equation in (44) denotes the weakly imposed boundary conditions using the SAT method and is analogue to the RHS of (33). The discrete boundary operator and penalty coefficients along the $k$ th boundary mimicking their continuous counterparts (24), (36) are respectively denoted by $\boldsymbol{\mathcal { B }}_{k}$ and $\boldsymbol{\Sigma}_{k}$. They are explicitly defined as

$$
\boldsymbol{\mathcal { B }}_{n}=\left[\begin{array}{cc}
\frac{\alpha}{2} \operatorname{diag}(\mathbf{v})-\mu D_{y} & \mathbf{0} \\
\mathbf{0} \\
\mathbf{0} & \mathbf{0} \\
\mathbf{I}
\end{array}\right], \quad \boldsymbol{\mathcal { B }}_{s}=\left[\begin{array}{lll}
\mathbf{I} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{I} & \mathbf{0}
\end{array}\right], \quad \boldsymbol{\mathcal { B }}_{e}=\left[\begin{array}{lll}
\mathbf{0} & \mathbf{0} & \mathbf{I}
\end{array}\right], \quad \mathcal{B}_{w}=\left[\begin{array}{lll}
\mathbf{I} & \mathbf{0} & \mathbf{0}
\end{array}\right],
$$

and

$$
\boldsymbol{\Sigma}_{n}=\left[\begin{array}{ll}
\mathbf{I} & 0 \\
0 & \mathbf{I} \\
\mathbf{0} & \mathbf{0}
\end{array}\right], \quad \boldsymbol{\Sigma}_{s}=\left[\begin{array}{cc}
-\frac{1}{2} \operatorname{diag}(\mathbf{v})+\mu D_{y}^{T} & 0 \\
0 & 0 \\
0 & -\mathbf{I}
\end{array}\right], \quad \boldsymbol{\Sigma}_{e}=\left[\begin{array}{l}
\mathbf{I} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right], \quad \boldsymbol{\Sigma}_{w}=\left[\begin{array}{c}
-\frac{1}{2} \mathrm{~d}(\mathbf{u}) \\
0 \\
-\mathbf{I}
\end{array}\right]
$$

Furthermore, the vectors $G_{k}$ and $F$ respectively contains the pointwise boundary and initial data. Note that we only require initial data for the horizontal velocity since it is the only term containing temporal derivative. Therefore, $F$ has the form $F=[\vec{f}, \overrightarrow{0}, \overrightarrow{0}]^{T}$ where the elements of $\vec{f}$ are given by data $\mathbf{f}$ in (3) projected on the grid points. Lastly, in (44), the diagonal matrices $\mathbb{P}_{k}$ are the quadrature rules approximating the boundary line integral in (8) and are explicitly given by

$$
\mathbb{P}_{k}= \begin{cases}P_{x} \otimes E_{1} & \text { south boundary } \\ E_{N} \otimes P_{y} & \text { east boundary } \\ P_{x} \otimes E_{M} & \text { north boundary } \\ E_{1} \otimes P_{y} & \text { west boundary }\end{cases}
$$

With the notation above, the SBP properties (43) can now be written as $\mathbf{Q}_{x}+\mathbf{Q}_{x}^{T}=I_{3} \otimes\left(\mathbb{P}_{e}-\mathbb{P}_{w}\right)$ and $\mathbf{Q}_{y}+\mathbf{Q}_{y}^{T}=I_{3} \otimes\left(\mathbb{P}_{n}-\mathbb{P}_{s}\right)$.

Remark 6. Index $j$ in (44) must be chosen such that the matrix multiplication is possible and it is equal to the number of boundary conditions prescribed per boundary. In the case of vertical boundaries, $j=1$ since we are imposing exactly one boundary condition at the inflow and outflow boundaries. Meanwhile, for the north and south boundaries, $j=2$ since we are prescribing two boundary conditions at each boundary.

### 4.1. Stability

To derive the discrete energy estimate that resembles the continuous counterpart (26), we employ the discrete energy method. By multiplying (44) with $2 \mathbf{U}^{T} \mathbf{P}$, we obtain

$$
\begin{equation*}
2 \mathbf{U}^{T} \mathbf{P} \boldsymbol{I} \mathbf{U}_{t}+\mathbf{U}^{T}\left(\mathbf{P A D} \mathbf{D}_{x}+\mathbf{Q}_{x} \mathbf{A}\right) \mathbf{U}+\mathbf{U}^{T}\left(\mathbf{P B D}_{y}+\mathbf{Q}_{y} \mathbf{B}\right) \mathbf{U}-2 \mu \mathbf{U}^{T} \mathcal{I} \mathbf{Q}_{y} \mathbf{D}_{y} \mathbf{U}=\mathbf{P} \mathbf{T}, \tag{46}
\end{equation*}
$$

where

$$
\mathbf{P T}=\sum_{k \in\{s, e, n, w\}} 2 \mathbf{U}^{T} \Sigma_{k}\left(I_{j} \otimes \mathbb{P}_{k}\right)\left(\boldsymbol{\mathcal { B }}_{k} \mathbf{U}-G_{k}\right) .
$$

Next, we simplify the terms in (46) separately. Starting with the nonlinear advection term in the $x$-direction and applying property (43) on its conservative term, we rewrite it as

$$
\begin{align*}
\mathbf{U}^{T} \mathbf{P A}\left(\mathbf{D}_{x} \mathbf{U}\right)+\mathbf{U}^{T} \mathbf{Q}_{x} \mathbf{A} \mathbf{U} & =\mathbf{U}^{T} \mathbf{P A}\left(\mathbf{D}_{x} \mathbf{U}\right)+\mathbf{U}^{T}\left(I_{3} \otimes\left(\mathbb{P}_{e}-\mathbb{P}_{w}\right)\right) \mathbf{A U} \\
& -\mathbf{U}^{T} \mathbf{Q}_{x}^{T} \mathbf{P}^{-1} \mathbf{P A U}  \tag{47}\\
& =\mathbf{U}^{T} \mathbf{P A}\left(\mathbf{D}_{x} \mathbf{U}\right)+\mathbf{U}^{T}\left(I_{3} \otimes\left(\mathbb{P}_{e}-\mathbb{P}_{w}\right)\right) \mathbf{A U}-\left(\mathbf{D}_{x} \mathbf{U}\right)^{T} \mathbf{P A} \mathbf{U} \\
& =\mathbf{U}^{T}\left(I_{3} \otimes\left(\mathbb{P}_{e}-\mathbb{P}_{w}\right)\right) \mathbf{A} \mathbf{U} .
\end{align*}
$$

Notice that the non-conservative indefinite terms above cancels owing to the flux splitting (4), and only the boundary terms remains. Similarly, the advection terms in the $y$-direction simplifies to

$$
\begin{equation*}
\mathbf{U}^{T} \mathbf{P B}\left(\mathbf{D}_{y} \mathbf{U}\right)+\mathbf{U}^{T} \mathbf{Q}_{y} \mathbf{B U}=\mathbf{U}^{T}\left(I_{3} \otimes\left(\mathbb{P}_{n}-\mathbb{P}_{s}\right)\right) \mathbf{B U} . \tag{48}
\end{equation*}
$$

Next, by using the SBP property (43), we simplify the viscous term in (46) as

$$
\begin{align*}
2 \mu \mathbf{U}^{T} \boldsymbol{I} \mathbf{Q}_{y}\left(\mathbf{D}_{y} \mathbf{U}\right) & =2 \mu \mathbf{U}^{T}\left(I_{3} \otimes\left(\mathbb{P}_{n}-\mathbb{P}_{s}\right)\right) \mathcal{I}\left(\mathbf{D}_{y} \mathbf{U}\right)-2 \mu \mathbf{U}^{T} \mathbf{Q}_{y}^{T} \mathbf{P}^{-1} \mathbf{P} \mathcal{I}\left(\mathbf{D}_{y} \mathbf{U}\right)  \tag{49}\\
& =2 \mu \mathbf{U}^{T}\left(I_{3} \otimes\left(\mathbb{P}_{n}-\mathbb{P}_{s}\right)\right) \mathcal{I}\left(\mathbf{D}_{y} \mathbf{U}\right)-2 \mu\left(\mathbf{D}_{y} \mathbf{U}\right)^{T} \mathbf{P} \mathcal{I}\left(\mathbf{D}_{y} \mathbf{U}\right)
\end{align*}
$$

In (49), we get both the boundary and the dissipative volume term. By substituting (47), (48), (49) into (46), the discrete energy rate become

$$
\begin{equation*}
\frac{d}{d t}\|\mathbf{U}\|_{\mathcal{I} \mathbf{P}}^{2}+2 \mu\left\|\mathbf{D}_{y} \mathbf{U}\right\|_{\mathcal{I} \mathbf{P}}^{2}=\mathbf{B T}+\mathbf{P T} \tag{50}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{B T}= & -\mathbf{U}^{T}\left[\left(I_{3} \otimes\left(\mathbb{P}_{e}-\mathbb{P}_{w}\right)\right) \mathbf{A}+\left(I_{3} \otimes\left(\mathbb{P}_{n}-\mathbb{P}_{s}\right)\right) \mathbf{B}\right] \mathbf{U}+2 \mu \mathbf{U}^{T}\left(I_{3} \otimes\left(\mathbb{P}_{n}-\mathbb{P}_{s}\right)\right) \mathcal{I}\left(\mathbf{D}_{y} \mathbf{U}\right) \\
= & -\left[\mathbf{u}^{T}\left(\mathbb{P}_{e}-\mathbb{P}_{w}\right) \mathrm{d}(\mathbf{u}) \mathbf{u}+\mathbf{u}^{T}\left(\mathbb{P}_{n}-\mathbb{P}_{s}\right) \mathrm{d}(\mathbf{v}) \mathbf{u}+2 \mathbf{u}^{T}\left(\mathbb{P}_{e}-\mathbb{P}_{w}\right) \mathbf{p}+2 \mathbf{v}^{T}\left(\mathbb{P}_{n}-\mathbb{P}_{s}\right) \mathbf{p}\right.  \tag{51}\\
& \left.-2 \mu \mathbf{u}^{T}\left(\mathbb{P}_{n}-\mathbb{P}_{s}\right) D_{y} \mathbf{u}\right]
\end{align*}
$$

which is the discrete version of (35). We will mimic the continuous analysis here to ensure the RHS of (51) have an appropriate sign such that we obtain a discrete estimate.

To proceed, we first rewrite $\mathbf{B T}$ in (51) in the form that resembles (10). Let the pair ( $N_{x}^{k}, N_{y}^{k}$ ) be the discrete boundary normals as defined below.

Definition 2. The discrete outward pointing boundary normals are given by the pair $N^{k}=$ $\left(N_{x}^{k}, N_{y}^{k}\right)$

$$
\begin{align*}
\left(N_{x}^{s}, N_{y}^{s}\right) & =\left(\mathbf{0}, I_{N} \otimes-E_{1}\right),  \tag{52}\\
\left(N_{x}^{e}, N_{y}^{e}\right) & =\left(E_{N} \otimes I_{M}, \mathbf{0}\right), \\
\left(N_{x}^{n}, N_{y}^{n}\right) & =\left(\mathbf{0}, I_{N} \otimes E_{M}\right), \\
\left(N_{x}^{w}, N_{y}^{w}\right) & =\left(-E_{1} \otimes I_{M}, \mathbf{0}\right)
\end{align*}
$$

Using (52), BT (51) can now be written such that it discretely imitates (10)

$$
\begin{equation*}
\mathbf{B T}=-\sum_{k \in\{s, e, n, w\}} \mathrm{Q}^{T}\left(I_{4} \otimes \mathbb{P}_{k}\right) \mathbf{M}_{k} \mathrm{Q} . \tag{53}
\end{equation*}
$$

where

$$
\mathbf{M}_{k}=\left[\begin{array}{cccc}
\operatorname{diag}\left(\mathbf{u}_{n}^{k}\right) & \mathbf{0} & N_{x}^{k} & -N_{y}^{k} \\
\mathbf{0} & \mathbf{0} & N_{y}^{k} & \mathbf{0} \\
N_{x}^{k} & N_{y}^{k} & \mathbf{0} & \mathbf{0} \\
-N_{y}^{k} & \mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right], \quad \mathrm{Q}=\left[\begin{array}{c}
\mathbf{u} \\
\mathbf{v} \\
\mathbf{p} \\
\mu D_{y} \mathbf{u},
\end{array}\right]
$$

and $\mathbf{u}_{n}^{k}=N_{x}^{k} \mathbf{u}+N_{y}^{k} \mathbf{v}$ is the discrete boundary normal velocity. Since all the matrices in (53) are diagonal then there are $N M$ decoupled nonlinear equations. However, the number of nonzero entries is equal to the number of boundary grid points due to the normals (52). By noting the similarity in the structures of M in (10) and M in (53), we adopt the similar matrix eigenvalue decomposition (13) in the discrete sense

$$
\begin{equation*}
\mathbf{M}_{k}=\mathbf{X}_{k} \boldsymbol{\Lambda}_{k} \mathbf{X}_{k}^{T} \tag{54}
\end{equation*}
$$

Here, $\boldsymbol{\Lambda}_{k}=\mathrm{d}\left(\boldsymbol{\lambda}_{1}^{k}, \boldsymbol{\lambda}_{2}^{k}, \boldsymbol{\lambda}_{3}^{k}, \boldsymbol{\lambda}_{4}^{k}\right)$ is a $4 N M \times 4 N M$ diagonal matrix containing the eigenvalues of $\mathbf{M}_{k}$ and $\mathbf{X}_{k}$ is the associated eigenvector block-matrix on the $k$ th boundary. Vectors $\boldsymbol{\lambda}_{i}^{k}$ contains pointwise eigenvalues of $\mathbf{M}_{k}$ which are obtained by projecting (11) and (12) on the north, south
and east, west boundary grid points, respectively. For the north and south boundaries, $\boldsymbol{\lambda}_{i}^{k}$ and $\boldsymbol{X}^{k}$ are

$$
\begin{align*}
& \boldsymbol{\lambda}_{1}^{k}=\frac{\mathbf{u}_{n}^{k}}{2}-\sqrt{\left(\frac{\mathbf{u}_{n}^{k}}{2}\right)^{2}+1}, \quad \boldsymbol{\lambda}_{2}^{k}=-\overrightarrow{1}, \quad \boldsymbol{\lambda}_{3}^{k}=\overrightarrow{1}, \quad \boldsymbol{\lambda}_{4}^{k}=\frac{\mathbf{u}_{n}^{k}}{2}+\sqrt{\left(\frac{\mathbf{u}_{n}^{k}}{2}\right)^{2}+1,} \quad k \in\{n, s\}, \\
& \mathbf{X}_{k}=\left[\begin{array}{cccc}
\operatorname{diag}\left(\boldsymbol{\lambda}_{1}^{k}\right) & \mathbf{0} & \mathbf{0} & \operatorname{diag}\left(\boldsymbol{\lambda}_{4}^{k}\right) \\
\mathbf{0} & \mathbf{I} & \mathbf{I} & \mathbf{0} \\
\mathbf{0} & N_{y}^{k} & N_{y}^{k} & \mathbf{0} \\
-N_{y}^{k} & \mathbf{0} & \mathbf{0} & -N_{y}^{k}
\end{array}\right] . \tag{55}
\end{align*}
$$

Similarly, at the east and west boundaries, they are

$$
\begin{align*}
& \boldsymbol{\lambda}_{1}^{k}=\frac{\mathbf{u}_{n}^{k}}{2}-\sqrt{\left(\frac{\mathbf{u}_{n}^{k}}{2}\right)^{2}+1}, \quad \boldsymbol{\lambda}_{2}^{k}=\overrightarrow{0}, \quad \boldsymbol{\lambda}_{3}^{k}=\overrightarrow{0}, \quad \boldsymbol{\lambda}_{4}^{k}=\frac{\mathbf{u}_{n}^{k}}{2}+\sqrt{\left(\frac{\mathbf{u}_{n}^{k}}{2}\right)^{2}+1}, \quad k \in\{e, w\}, \\
& \mathbf{X}_{k}=\left[\begin{array}{cccc}
\operatorname{diag}\left(\boldsymbol{\lambda}_{1}^{k}\right) & \mathbf{0} & \mathbf{0} & \operatorname{diag}\left(\boldsymbol{\lambda}_{4}^{k}\right) \\
\mathbf{0} & N_{x}^{k} & \mathbf{0} & \mathbf{0} \\
N_{x}^{k} & \mathbf{0} & \mathbf{0} & N_{x}^{k} \\
\mathbf{0} & \mathbf{0} & N_{x}^{k} & \mathbf{0}
\end{array}\right], \tag{56}
\end{align*}
$$

where $\overrightarrow{1}, \overrightarrow{0}$ respectively denote vector of ones and zeros.
Remark 7. The square-roots and multiplications in (55) and (56) should be interpreted elementwise. For subsequent analysis, all operations involving $\boldsymbol{\lambda}_{i}$ should also be interpreted elementwise.

By substituting (54) into (53) and defining the discrete characteristic variables $\mathbf{W}^{k}=\mathbf{X}_{k} \mathrm{Q}^{T}$, (53) becomes

$$
\begin{equation*}
\mathbf{B T}=\sum_{k \in\{s, e, n, w\}} \mathbf{W}^{k, T}\left(I_{4} \otimes \mathbb{P}_{k}\right) \boldsymbol{\Lambda}_{k} \mathbf{W}^{k}, \tag{57}
\end{equation*}
$$

which mimics (14) discretely. We further divide it in terms of the positive and negative components as before in (17)

$$
\mathbf{B T}=-\sum_{k \in\{s, e, n, w\}}\left[\begin{array}{l}
\mathbf{W}_{+}^{k}  \tag{58}\\
\mathbf{W}_{-}^{k}
\end{array}\right]^{T}\left(I_{2 j} \otimes \mathbb{P}_{k}\right)\left[\begin{array}{cc}
\boldsymbol{\Lambda}_{+}^{k} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Lambda}_{-}^{k}
\end{array}\right]\left[\begin{array}{l}
\mathbf{W}_{+}^{k} \\
\mathbf{W}_{-}^{k}
\end{array}\right] .
$$

The variables in (58) are the discrete analogues of (15) and (16). For the north and south boundaries, they are defined as

$$
\mathbf{W}_{+}^{k}=\left[\begin{array}{c}
\mathbf{v}+N_{y}^{k} \mathbf{p}  \tag{59}\\
\boldsymbol{\lambda}_{4}^{k} \mathbf{u}-\mu N_{y}^{k} D_{y} \mathbf{u}
\end{array}\right], \quad \mathbf{W}_{-}^{k}=\left[\begin{array}{c}
\boldsymbol{\lambda}_{1}^{k} \mathbf{u}-\mu N_{y}^{k} D_{y} \mathbf{u} \\
\mathbf{v}-N_{y}^{k} \mathbf{p}
\end{array}\right],
$$

$$
\boldsymbol{\Lambda}_{+}^{k}=\left[\begin{array}{cc}
\operatorname{diag}\left(\boldsymbol{\lambda}_{3}^{k} / 2\right) & \mathbf{0} \\
\mathbf{0} & \operatorname{diag}\left(\boldsymbol{\lambda}_{4}^{k} /\left(\left(\boldsymbol{\lambda}_{4}^{k}\right)^{2}+2\right)\right)
\end{array}\right], \quad \boldsymbol{\Lambda}_{-}^{k}=\left[\begin{array}{cc}
\operatorname{diag}\left(\boldsymbol{\lambda}_{1}^{k} /\left(\left(\boldsymbol{\lambda}_{1}^{k}\right)^{2}+2\right)\right) & \mathbf{0} \\
\mathbf{0} & \operatorname{diag}\left(\boldsymbol{\lambda}_{2}^{k} / 2\right)
\end{array}\right]
$$

For the east and west boundaries, we have

$$
\begin{align*}
\mathbf{W}_{+}^{k} & =\left[\boldsymbol{\lambda}_{4}^{k} \mathbf{u}+N_{x}^{k} \mathbf{p}\right], \quad \mathbf{W}_{-}^{k}=\left[\boldsymbol{\lambda}_{1}^{k} \mathbf{u}+N_{x}^{k} \mathbf{p}\right], \quad \boldsymbol{\Lambda}_{+}^{k}=\left[\operatorname{diag}\left(\boldsymbol{\lambda}_{4}^{k} /\left(\left(\boldsymbol{\lambda}_{4}^{k}\right)^{2}+2\right)\right)\right]  \tag{60}\\
\boldsymbol{\Lambda}_{-}^{k} & =\left[\operatorname{diag}\left(\boldsymbol{\lambda}_{1}^{k} /\left(\left(\boldsymbol{\lambda}_{1}^{k}\right)^{2}+2\right)\right)\right]
\end{align*}
$$

Note that in (58), we adjusted the dimensions of the unit matrix to $2 j$ since $\mathbf{W}=\left[\mathbf{W}_{+}, \mathbf{W}_{-}\right]^{T}$ has two vectors and index $j$ is defined as before in Remark 6. Next, we define the discrete version of (22)

$$
\mathcal{B U}=\mathbf{W}_{-}-\mathcal{S} \mathbf{W}_{+},
$$

and rewrite PT in (46) as

$$
\begin{align*}
\mathbf{P T}=\sum_{k \in\{s, e, n, w\}} & {\left[\mathbf{U}^{T} \boldsymbol{\Sigma}_{k}\left(I_{j} \otimes \mathbb{P}_{k}\right)\left(\mathbf{W}_{-}^{k}-\boldsymbol{\mathcal { S }}_{k} \mathbf{W}_{+}^{k}-G_{k}\right)\right.}  \tag{61}\\
& \left.+\left(\mathbf{U}^{T} \boldsymbol{\Sigma}_{k}\left(I_{j} \otimes \mathbb{P}_{k}\right)\left(\mathbf{W}_{-}^{k}-\boldsymbol{\mathcal { S }}_{k} \mathbf{W}_{+}^{k}-G_{k}\right)\right)^{T}\right] .
\end{align*}
$$

Equation (61) is the discrete version of the penalty term in (39). Therefore, we make a similar choice $\mathbf{U}^{T} \boldsymbol{\Sigma}_{k}=\left(\mathbf{W}_{-}^{k}\right)^{T} \boldsymbol{\Lambda}_{-}^{k}$ and rewrite the rhs of (50) as

$$
\frac{d}{d t}\|\mathbf{U}\|_{\mathcal{I} \mathbf{P}}^{2}+2 \mu\left\|\mathbf{D}_{y} \mathbf{U}\right\|_{\mathcal{I} \mathbf{P}}^{2}=-\left[\begin{array}{l}
\mathbf{W}_{+}^{k}  \tag{62}\\
\mathbf{W}_{-}^{k}
\end{array}\right]^{T}\left(I_{2 j} \otimes \mathbb{P}_{k}\right)\left[\begin{array}{cc}
\boldsymbol{\Lambda}_{+}^{k} & \boldsymbol{\Lambda}_{-}^{k} \mathcal{S} \\
\boldsymbol{\mathcal { S }}^{T} \boldsymbol{\Lambda}_{-}^{k} & -\boldsymbol{\Lambda}_{-}^{k}
\end{array}\right]\left[\begin{array}{l}
\mathbf{W}_{+}^{k} \\
\mathbf{W}_{-}^{k}
\end{array}\right]
$$

Adding and subtracting $\left(\mathbf{W}_{+}^{k}\right)^{T}\left(I_{j} \otimes \mathbb{P}_{k}\right)\left[\mathcal{S}_{k}^{T} \boldsymbol{\Lambda}_{-}^{k} \mathcal{S}_{k}\right] \mathbf{W}_{+}^{k}$ on the RHS of (62) transforms the energy rate to

$$
\begin{align*}
\frac{d}{d t}\|\mathbf{U}\|_{\mathcal{I} \mathbf{P}}^{2}+2 \mu\left\|\mathbf{D}_{y} \mathbf{U}\right\|_{\mathcal{I} \mathbf{P}}^{2}= & -\left(\mathbf{W}_{+}^{k}\right)^{T}\left(I_{j} \otimes \mathbb{P}_{k}\right)\left[\boldsymbol{\Lambda}_{+}^{k}+\boldsymbol{\mathcal { S }}_{k}^{T} \boldsymbol{\Lambda}_{k} \boldsymbol{\mathcal { S }}_{k}\right] \mathbf{W}_{+}^{k}  \tag{63}\\
& +\left[\begin{array}{l}
\mathbf{W}_{+}^{k} \\
\mathbf{W}_{-}^{k}
\end{array}\right]^{T}\left(I_{2 j} \otimes \mathbb{P}_{k}\right)\left[\begin{array}{cc}
\boldsymbol{\mathcal { S }}_{k}^{T} \boldsymbol{\Lambda}_{-}^{k} \boldsymbol{\mathcal { S }}_{k} & -\boldsymbol{\Lambda}_{-}^{k} \boldsymbol{\mathcal { S }} \\
-\boldsymbol{\mathcal { S }}^{T} \boldsymbol{\Lambda}_{-}^{k} & \boldsymbol{\Lambda}_{-}^{k}
\end{array}\right]\left[\begin{array}{l}
\mathbf{W}_{+}^{k} \\
\mathbf{W}_{-}^{k}
\end{array}\right] \\
= & -\left(\mathbf{W}_{+}^{k}\right)^{T}\left(I_{j} \otimes \mathbb{P}_{k}\right)\left[\boldsymbol{\Lambda}_{+}^{k}+\boldsymbol{\mathcal { S }}_{k}^{T} \boldsymbol{\Lambda}_{k} \boldsymbol{\mathcal { S }}_{k}\right] \mathbf{W}_{+}^{k} \\
& +\left(\mathbf{W}_{-}^{k}-\boldsymbol{\mathcal { S }}_{k} \mathbf{W}_{+}^{k}\right)^{T}\left(I_{j} \otimes \mathbb{P}_{k}\right) \boldsymbol{\Lambda}_{-}^{k}\left(\mathbf{W}_{-}^{k}-\boldsymbol{\mathcal { S }}_{k} \mathbf{W}_{+}^{k}\right) .
\end{align*}
$$

which is similar to (41). The first term on the RHS of (63) is negative if we can find $\boldsymbol{\mathcal { S }}_{k}$ such that

$$
\begin{equation*}
\boldsymbol{\Lambda}_{+}^{k}+\boldsymbol{\mathcal { S }}_{k}^{T} \boldsymbol{\Lambda}_{k} \boldsymbol{\mathcal { S }}_{k} \geq 0 \tag{64}
\end{equation*}
$$

which imitates (21) discretely. In (27) - (32), we computed the continuous analogue of $\boldsymbol{\mathcal { S }}_{k}$ at each boundary satisfying the continuous version of (64). Without loss of generality, we assume that they also hold in the discrete setting as well. The last term in (63) is clearly negative and hence the energy rate is bounded. Therefore, time integration lead to the energy estimate that resembles (26)

$$
\begin{equation*}
\|\mathbf{U}\|_{\mathcal{I} \mathbf{P}}^{2}+2 \mu \int_{0}^{T}\left\|\mathbf{D}_{y} \mathbf{U}\right\|_{\mathcal{I} \mathbf{P}}^{2} d t \leq\|F\|_{\mathcal{I} \mathbf{P}}^{2} \tag{65}
\end{equation*}
$$

Lastly, we digress and consider the penalty terms in (46). Using the penalty coefficients given in (44), we show that the boundary conditions (23) also lead to stability in the discrete setting. The penalty coefficients and boundary operators in (46) leads to

$$
\begin{align*}
\mathbf{P T}= & +\left[\mathbf{u}^{T}\left(-\mathbb{P}_{w}\right) \operatorname{diag}(\mathbf{u}) \mathbf{u}+\mathbf{u}^{T}\left(\alpha \mathbb{P}_{n}-\mathbb{P}_{s}\right) \operatorname{diag}(\mathbf{v}) \mathbf{u}+2 \mathbf{u}^{T}\left(\mathbb{P}_{e}-\mathbb{P}_{w}\right) \mathbf{p}+2 \mathbf{v}^{T}\left(\mathbb{P}_{n}-\mathbb{P}_{s}\right) \mathbf{p}\right. \\
& \left.-2 \mu \mathbf{u}^{T}\left(\mathbb{P}_{n}-\mathbb{P}_{s}\right) D_{y} \mathbf{u}\right] \tag{66}
\end{align*}
$$

which is analogue to (37). Therefore, substituting (51) and (66) into (50) leads to cancellation of several boundary terms and the energy rate becomes

$$
\begin{equation*}
\frac{d}{d t}\|\mathbf{U}\|_{\mathcal{I} \mathbf{P}}^{2}+2 \mu\left\|\mathbf{D}_{y} \mathbf{U}\right\|_{\mathcal{I} \mathbf{P}}^{2}=-(1-\alpha) \mathbf{u}^{T} \mathbb{P}_{n} \operatorname{diag}(\mathbf{v}) \mathbf{u}-\mathbf{u}^{T} \mathbb{P}_{e} \operatorname{diag}(\mathbf{u}) \mathbf{u} \tag{67}
\end{equation*}
$$

which is discretely identical to (38) and here, $\alpha \in\{0,1\}$ as before. We recall that $\mathrm{d}(\mathbf{u})>0$ and $d(\mathbf{v})>0$ at the east and west boundaries respectively, and therefore time integration leads to the estimate (65) which proves that the approximation (44) is stable.

### 4.2. Null-space of the discrete spatial operator

We revisit the spatial operator $\mathcal{D}$ (45) in this section. Without the inclusion of the boundary conditions, $\mathcal{D}$ is singular and leads to non-unique or spurious solutions. This is the reason for the majority of incompressible flow schemes create augmented equations as listed in the introduction. However, in this work we avoid this via the imposition of weak boundary conditions. We therefore now prove the effect of the energy stable boundary conditions in removing the null-space of $\mathcal{D}$. This would be the case if all eigenvalues of $\mathcal{D}$ were positive. Following what was done for INS in [32], we first show that we expect the real parts of all eigenvalues to be positive in the case of the BL equations. Following this, we will also demonstrate this clearly by computing the eigenvalues of $\mathcal{D}$ with and with-out the developed boundary conditions. We begin by formulating the generalized nonlinear eigenvalue problem

$$
\begin{equation*}
\mathcal{D}(\mathbf{U}) \mathbf{U}=\lambda \mathbf{U} \tag{68}
\end{equation*}
$$

where $\lambda$ denote the complex eigenvalues of spatial operator $\mathcal{D}$ and are independent of the solution. Here, $\mathcal{D}$ is the same as (45) but with the SAT homogeneous boundary conditions included. It is given by

$$
\begin{aligned}
\mathcal{D}(\mathbf{U}) & =\frac{1}{2}\left(\mathbf{A D}_{x}+\mathbf{D}_{x} \mathbf{A}+\mathbf{B D}_{y}+\mathbf{D}_{y} \mathbf{B}\right)-\mu \boldsymbol{\mathcal { I }} \mathbf{D}_{y}^{2}-\sum_{k \in\{n, e, s, w\}} \mathbf{P}^{-1} \boldsymbol{\Sigma}_{k}\left(I_{j} \otimes \mathbb{P}_{k}\right) \mathcal{B}_{k} \\
& =\left[\begin{array}{c|c|c}
\frac{1}{2}\left[\operatorname{diag}(\mathbf{u}) D_{x}+D_{x} \operatorname{diag}(\mathbf{u})+\operatorname{diag}(\mathbf{v}) D_{y}\right. \\
\left.+D_{y} \operatorname{diag}(\mathbf{v})\right]-\mu D_{y}^{2}+\frac{\alpha}{2} \mathcal{P}^{-1} \mathbb{P}_{n} \operatorname{diag}(\mathbf{v}) & \mathbf{0} & D_{x}+\mathcal{P}^{-1} \mathbb{P}_{e} \\
-\mu \mathcal{P}^{-1} \mathbb{P}_{n} D_{y}-\frac{1}{2} \mathcal{P}^{-1} \mathbb{P}_{w} \operatorname{diag}(\mathbf{u}) \\
\left.-\frac{1}{2} \mathcal{P}^{-1} \mathbb{P}_{s} \operatorname{diag}(\mathbf{v})+\mu \mathcal{P}^{-1} D_{y}^{T} \mathbb{P}_{s}\right) & & \\
\hline \mathbf{0} & D_{y}-\mathcal{P}^{-1} \mathbb{P}_{s} & \mathbf{0}
\end{array}\right] .
\end{aligned}
$$

To determine the sign of $\lambda$, we employ the discrete energy method. By multiplying (68) with $\mathbf{U}^{*} \mathbf{P}$ from the left and adding to its complex transpose, we obtain

$$
\begin{equation*}
\mathbf{U}^{*}\left[\mathbf{P D}+(\mathbf{P D})^{T}\right] \mathbf{U}=(\lambda+\bar{\lambda}) \mathbf{U}^{*} \mathbf{P} \mathbf{U}=2 \operatorname{Re}(\lambda)\|\mathbf{U}\|_{\mathbf{P}}^{2} \tag{69}
\end{equation*}
$$

where $\mathbf{U}^{*}$ is the complex conjugate transpose of $\mathbf{U}$. For stability, the left-hand side (LHS) of (69) must be nonnegative or equivalently, $\operatorname{Re}(\lambda)>0$. In Section 4, we considered the energy analysis of the semi-discrete problem which includes the LHS of (69) and therefore, we will drop the temporal term and reuse the results for the spatial terms. The LHS of (69) becomes

$$
\begin{align*}
\mathbf{U}^{*}\left[\mathbf{P D}+(\mathbf{P D})^{T}\right] \mathbf{U} & =2 \mu\left\|\mathcal{D}_{y} \mathbf{U}\right\|_{\mathcal{I} \mathbf{P}}^{2}-\mathbf{B T}-\mathbf{P T}  \tag{70}\\
& =2 \mu\left\|\mathcal{D}_{y} \mathbf{U}\right\|_{\mathcal{I} \mathbf{P}}^{2}+(1-\alpha) \mathbf{u}^{T} \mathbb{P}_{n} \operatorname{diag}(\mathbf{v}) \mathbf{u}+\mathbf{u}^{T} \mathbb{P}_{e} \operatorname{diag}(\mathbf{u}) \mathbf{u}>0
\end{align*}
$$

where BT and PT are given in (51) and (66), respectively. Moreover, they are preceded by the negative signs here because initially, they were sitting on the RHS of the energy rate (50). Equation (70) implies that $\operatorname{Re}(\lambda)>0$ in (69) i.e. all the eigenvalues of $\mathcal{D}$ are on the right side of the complex plane for all $\mathbf{U} \neq 0$. Furthermore, their sign is independent of the order of accuracy of the SBP operators and the number of computational grid points.

Next, we inject the solution $\mathbf{U}=[1, \ldots, 1]^{T}$ in (68) and use 4th-order SBP operators to numerically compute the eigenvalues of $\mathcal{D}$. Further, we choose $\alpha=1$ in (68), this choice suffice to guarantee positive spectrum of $\mathcal{D}$ in (70). Setting $\alpha=0$ will yield even more positive
spectrum in (70). We consider two cases where: the developed boundary conditions are (a) not included and (b) included in $\mathcal{D}$.The eigenvalues resulting resulting from the first are depicted in Figure 3a. As shown, these contain both negative and zero values, which will result in an unstable solution scheme. As shown in Figure 3b however, the addition of the developed BCs remedies the latter in full. This is a key insight and contribution of this work.


Figure 3: Eigenvalues of the spatial operator $\mathcal{D}$ with (a) boundary conditions not included and (b) boundary conditions with $\alpha=1$ are included.

## 5. Temporal discretization and solution

To discretize the temporal derivative and progress the approximation (44) in time, we employ the first-order backward Euler method. Let $\Delta t$ be the time-step size and $k$ denote the timelevel. The solution at two consecutive time-levels are denoted by $\mathbf{U}^{k+1}$ and $\mathbf{U}^{k}$. The fully discrete approximation becomes

$$
\begin{equation*}
\mathbb{F}\left(\mathbf{U}^{k+1}\right)=\mathcal{I} \frac{\mathbf{U}^{k+1}-\mathbf{U}^{k}}{\Delta t}+\mathcal{D}\left(\mathbf{U}^{k+1}\right) \mathbf{U}^{k+1}=0 \tag{71}
\end{equation*}
$$

where $\mathcal{D}$ is the spatial operator (with the boundary conditions included) given in (68). Equation (71) is a system of nonlinear equations which we linearise using Newtons method

$$
\begin{equation*}
\mathbf{U}^{k+1}=\mathbf{U}^{k}-\mathbf{J}_{\mathbb{F}\left(\mathbf{U}^{k}\right)}^{-1} \mathbb{F}\left(\mathbf{U}^{k}\right) \tag{72}
\end{equation*}
$$

where $\mathbf{J}_{\mathbb{F}}^{-1}$ is the inverse Jacobian matrix of $\mathbb{F}$. Equation (72) is solved iteratively till

$$
\left\|\mathbf{U}^{k+1}-\mathbf{U}^{k}\right\|_{\mathbf{P}}^{2}<t o l,
$$

where $t o l$ is the specified tolerance. The matrix $\mathbf{J}_{\mathbb{F}}$ therefore comprises of the Jacobian matrix of the temporal term, spatial terms, and the boundary contributions i.e.

$$
\begin{equation*}
\mathbf{J}_{\mathbb{F}}=\frac{\mathbf{I}}{\Delta t}+\mathbf{J}_{\mathcal{D}_{\Omega}}-\mathbf{J}_{\mathcal{D}_{\Gamma}} \tag{73}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathbf{J}_{\mathcal{D}_{\Omega}}=\left[\begin{array}{ccc}
\frac{1}{2}\left(\operatorname{diag}(\mathbf{u}) D_{x}+D_{x} \operatorname{diag}(\mathbf{u})\right) & & \\
+2 D_{x} \operatorname{diag}(\mathbf{u})+\operatorname{diag}(\mathbf{v}) D_{y} & D_{y} \operatorname{diag}(\mathbf{u}) & D_{x} \\
+D_{y} \operatorname{diag}(\mathbf{v})-\mu D_{y}^{2} & & \\
\mathbf{0} & \mathbf{0} & D_{y} \\
D_{x} & D_{y} & \mathbf{0}
\end{array}\right] \\
& \mathbf{J}_{\mathcal{D}_{\Gamma}}=\mathbf{P}^{-1}\left(I_{3} \otimes \mathbb{P}_{n}\right)\left[\begin{array}{ccc}
\frac{\alpha}{2} \operatorname{diag}(\mathbf{v})-\mu D_{y} & \frac{\alpha}{2} \operatorname{diag}(\mathbf{u}) & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{I} \\
\mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right]+\mathbf{P}^{-1}\left(I_{3} \otimes \mathbb{P}_{e}\right)\left[\begin{array}{lll}
0 & \mathbf{0} & \mathbf{I} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right] \\
& +\mathbf{P}^{-1}\left[\begin{array}{ccc}
-\frac{1}{2} \operatorname{diag}(\mathbf{v})+\mu D_{y}^{T} & -\frac{1}{2} \operatorname{diag}(\mathbf{u}) & \mathbf{0} \\
0 & 0 & \mathbf{0} \\
0 & -\mathbf{I} & \mathbf{0}
\end{array}\right]\left(I_{3} \otimes \mathbb{P}_{s}\right) \\
& +\mathbf{P}^{-1}\left(I_{3} \otimes \mathbb{P}_{w}\right)\left[\begin{array}{ccc}
-\operatorname{diag}(\mathbf{u}) & 0 & 0 \\
0 & 0 & 0 \\
-\mathbf{I} & 0 & 0
\end{array}\right] .
\end{aligned}
$$

## 6. Numerical experiments

We start by verifying the accuracy of the approximation scheme (44), and later move on to the comparison with the Blasius and INS solutions.

### 6.1. Order of accuracy

To compute the convergence rates, we employ the method of manufactured solution [55] on a compact domain $\Omega \in[0,1] \times[0,1]$. The manufactured solution we choose is

$$
\begin{equation*}
u=\cosh (x) \sinh (y) e^{\mu t}, \quad v=-\sinh (x) \cosh (y) e^{\mu t}, \quad p=\frac{1}{2} \sinh ^{2}(x) e^{2 \mu t} \tag{74}
\end{equation*}
$$

where $\mu=0.01$ and it satisfies (2) exactly. We impose Robin condition at the north boundary. Further, the boundary and initial data are sourced from (74). For temporal discretization, we use first-order Backward Euler with time-step size $\Delta t=1 \mathrm{e}-04$ and set $t o l=1 \mathrm{e}-08$ for successive Newton's iterations. We chose this small time-step to discard any temporal errors and the computations are terminated at $t=1$. Spatial derivatives are discretized using finite difference $\operatorname{SBP}(2 s, s)$-accurate operators where $s \in\{1,2,3\}$ is the accuracy near the boundaries. The rate of convergence is computed as

$$
q=\log _{10}\left(\frac{\left\|\mathbf{e}^{h_{1}}\right\|_{P_{x} \otimes P_{y}}^{2}}{\left\|\mathbf{e}^{h_{2}}\right\|_{P_{x} \otimes P_{y}}^{2}}\right) / \log _{10}\left(\frac{h_{1}}{h_{2}}\right)
$$

where $\|\mathbf{e}\|_{P_{x} \otimes P_{y}}^{2}$ is the $L_{2}$-norm of pointwise errors of the numerical and analytical solutions. The mesh-spacing corresponding to the coarse and fine meshes are denoted by $h_{1}$ and $h_{2}$, respectively. The convergence rates for different orders of accuracy are presented in Tables 1, 2, 3, 4 and they coincide with the theoretical order of convergence.

| $u$-velocity |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N=M$ | SBP (2,1) |  | SBP (4,2) |  | SBP (6,3) |  |
|  | \||e|| | $q$ | \|e|| | $q$ | \||e|| | $q$ |
| 21 | 0.0318 | - | 0.0030 | - | 5.9106e-04 | - |
| 41 | 0.0079 | 2.0829 | 3.1441e-04 | 3.3769 | $3.3657 \mathrm{e}-05$ | 4.2834 |
| 61 | 0.0032 | 2.2951 | $7.3585 \mathrm{e}-05$ | 3.6553 | $4.5945 \mathrm{e}-06$ | 5.0120 |
| 81 | 0.0016 | 2.4443 | $2.4828 \mathrm{e}-05$ | 3.8313 | $1.0355 \mathrm{e}-06$ | 5.2543 |
| Theoretical order |  | 2 |  | 3 |  | 4 |

Table 1: The $l_{2}$ norm of errors and the global order of accuracy of the approximation (44) for the $u$-velocity using the different SBP operators.

| $v$-velocity |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N=M$ | SBP (2,1) |  | SBP (4,2) |  | SBP (6,3) |  |
|  | \||e|| | $q$ | \|e|| | $q$ | \|e|| | $q$ |
| 21 | 0.0907 | - | 0.0098 | - | 0.0028 | - |
| 41 | 0.0210 | 2.1870 | 0.0015 | 2.7727 | $2.0366 \mathrm{e}-04$ | 3.9257 |
| 61 | 0.0092 | 2.0861 | $4.3612 \mathrm{e}-04$ | 3.1544 | $3.0721 \mathrm{e}-05$ | 4.7609 |
| 81 | 0.0050 | 2.1503 | 1.6813e-04 | 3.3613 | 7.6274e-06 | 4.9130 |
| Theoretical order |  | 2 |  | 3 |  | 4 |

Table 2: The $l_{2}$ norm of errors and the global order of accuracy of the approximation (44) for the $v$-velocity using the different SBP operators.

| pressure |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N=M$ | SBP (2,1) |  | SBP (4,2) |  | SBP (6,3) |  |
|  | \||e|| | $q$ | \||e|| | $q$ | \||e|| | $q$ |
| 21 | 0.0159 | - | 0.0021 | - | $5.2357 \mathrm{e}-04$ | - |
| 41 | 0.0038 | 2.1549 | $1.9608 \mathrm{e}-04$ | 3.5691 | $1.6050 \mathrm{e}-04$ | 5.2088 |
| 61 | 0.0016 | 2.1989 | 4.7083e-05 | 3.6000 | $2.1108 \mathrm{e}-06$ | 5.1061 |
| 81 | 8.4464e-04 | 2.2528 | $1.6355 \mathrm{e}-05$ | 3.7287 | 6.9588e-07 | 3.9131 |
| Theoretical order |  | 2 |  | 3 |  | 4 |

Table 3: The $l_{2}$ norm of errors and the global order of accuracy of the approximation (44) for the pressure using the different SBP operators.

|  |  | Solution vector U |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $N=M$ |  | SBP $(2,1)$ | SBP $(4,2)$ |  |  | SBP $(6,3)$ |  |
|  | $\\|\mathbf{e}\\|$ | $q$ | $\\|\mathbf{e}\\|$ | $q$ | $\\|\mathbf{e}\\|$ | $q$ |  |
| 21 | 0.0029 | - | 0.0104 | - | 0.0029 | - |  |
| 41 | 0.0227 | 2.1743 | 0.0016 | 2.8300 | $2.0705 \mathrm{e}-04$ | 3.9576 |  |
| 61 | 0.0098 | 2.1125 | $4.4478 \mathrm{e}-04$ | 3.1770 | $3.1134 \mathrm{e}-05$ | 4.7688 |  |
| 81 | 0.0053 | 2.1676 | $1.7074 \mathrm{e}-04$ | 3.3763 | $7.7287 \mathrm{e}-06$ | 4.9135 |  |
| Theoretical |  | 2 |  | 3 |  | 4 |  |
| order |  |  |  |  |  |  |  |

Table 4: The $l_{2}$ norm of errors and the global order of accuracy of the approximation (44) for all variables $\mathrm{U}=[u, v, p]^{T}$ using the different SBP operators.

### 6.2. Blasius boundary layer

Viscous flow over a flat plate as illustrated in Figure 1 is finally modelled. When encountering the plate's leading edge, the fluid near the solid wall slows down due to the no slip condition. Outside the boundary region, the fluid's speed increases rapidly in the vertical direction until it reach the stream velocity leading to the formation of the boundary layer. As a result, the velocity gradients are the steepest near the leading edge and the plate's surface. The thickness of this boundary layer $\delta(x)$ grows as a function of distance from the leading edge. To resolve it effectively, we employ nonuniform stretched meshes in the vicinity of the solid surface. The use of SBP finite difference operators on nonuniform computational grids requires a consistent coordinate transformation that preserves the overall accuracy of the approximation scheme [56, 57, 58]. In [59], a simplified framework which encapsulates coordinate transformations into the SBP operators was developed. This framework bypasses the need to first transform (44) into curvilinear coordinates and subsequently apply the traditional SBP operators. For coordinates stretching, we use the continuous hyperbolic trigonometric functions such that the mesh is saturated in the region where the velocity gradients are the steepest as depicted in Figure 4. We use

$$
x(\xi, \eta)=x_{0}+x_{1} \frac{\sinh (\beta \xi)}{\sinh (\beta)}, \quad y(\xi, \eta)=y_{0}+y_{1} \frac{\sinh (\beta \eta)}{\sinh (\beta)}
$$

where $(\xi, \eta) \in[0,1]^{2}$ are the coordinates of the transformed regular domain, $\beta$ is the stretching factor and we set it to $\beta=4$. Moreover, $x_{0}, y_{0}$ and $x_{1}, y_{1}$ denotes the minimum and maximum of the values of the physical rectangular domain such that the pairs $\left(x_{0}, y_{0}\right)$ and ( $x_{0}, y_{1}$ ) are the coordinates of the left lower and upper corners. Similarly, the coordinates of the right lower and upper corners are $\left(x_{1}, y_{0}\right)$ and $\left(x_{1}, y_{1}\right)$, respectively.


Figure 4: Nonuniform computational mesh.

Let's consider the steady version of (2) on the domain $\Omega \in[0,10] \times[0,4]$ and the stable approximation (44). We discretize $\Omega$ using $N=M=80$ points as depicted in Figure. 4 and set boundary data $U_{\infty}=1, p_{\infty}=0$. At the north boundary, we consider Neumann boundary condition (i.e. set $\alpha=0$ in (44)) since we only know the $u$ velocity gradient in the freestream. This choice however does not affect the positive definiteness of the resulting coefficient matrix as shown in (70). The continuous derivatives are approximated using 3rd-order accurate SBP operators. Starting with the initial guess $\mathbf{U}^{1}=\left[\mathbf{u}^{1}, \mathbf{v}^{1}, \mathbf{p}^{1}\right]^{T}=[1, \ldots, 1,0, \ldots, 0,0 \ldots, 0]^{T}$, we iterate (72) progressively until we reach the steady state solution which is measured by

$$
\left\|R e s_{k}\right\|_{\mathbf{P}}^{2} \leq 10^{-8}\left\|\operatorname{Res}_{1}\right\|_{\mathbf{P}}^{2}
$$

where $\operatorname{Res}_{k}$ is the residual (comprising of the spatial terms) at the $k$ th time-level. There are no restrictions on the time-step size and we set it to $\Delta t=0.01$. Moreover, we set $\mu=0.01$ such that $\delta \ll l$. Figure 5 shows the velocity distribution on the entire computational domain, with a fully developed boundary layer.


Figure 5: The horizontal velocity distribution on the entire domain.

Equation (2) with (i) $p_{x}=0$, (ii) boundary conditions (23) with $\alpha=0$, and (iii) $U_{\infty}=$ constant has a well-known time-independent solution called the Blasius solution. This similarity method-based solution reduces (2) to a nonlinear ordinary differential equation which is then solved numerically (see Appendix A). Therefore, we will use this case to validate the SBP-SAT approximation (44). We compute (71) till we reach the steady solution and then compare the results with the Blasius solution along particular vertical cross-sections on the domain. Figure $6 a$ and $6 b$ shows the velocity profile along $x \approx 5$. As shown, our numerical approximation compares very well with the Blasius solution.


Figure 6: The SBP-SAT approximation for the IBL equations compared with Blasius solution along the line $x \approx 5$ with computations starting at the plate's leading edge. (a) $u$-velocity profile and (b) $v$-velocity profile.


Figure 7: The deviation errors of the (a) $u$-velocity and (b) $v$-velocity at various $x$ position along the plate with computations starting at the leading edge.

Next, we include more vertical cross-sections across the domain and compare the errors between the two solution as shown in Figure $7 a$ and $7 a$. The point-wise errors are computed as

$$
\begin{equation*}
\operatorname{error}_{u}=\frac{\left|u-u_{\mathrm{B}}\right|}{\left|\max \left(u_{\mathrm{B}}\right)\right|} \times 100 \% . \tag{75}
\end{equation*}
$$

where $u$ and $u_{\mathrm{B}}$ denote the SBP-SAT approximation and the Blasius solution. Similarly, we use (75) to compute the deviations for $v$-velocity. As shown on both profiles, the errors are more dominant towards the leading edge and they dissipate downstream. This is however thought to be due to the singularity at the leading edge of the plate i.e. gradients in $u$ tend to infinity
here [60]. To overcome this, we truncate $\Omega$ such that it excludes the tip of the plate and start the computations at a point $x_{0}$ on the domain as illustrated in Figure $8 a$. Instead of using $U_{\infty}$ as inflow data, we use the Blasius solution evaluated at $x_{0}$ such that the gradients with respect to x are not large. We choose $x_{0}=2$ as shown in Figure $8 b$.


Figure 8: The illustration of the (a) truncated domain that exclude the leading edge and (b) the $u$-velocity distribution.


Figure 9: The deviation errors of the (a) $u$-velocity and (b) $v$-velocity at various $x$ position along the plate on the truncated domain.

Similar to the full domain case, we compare the deviations between the two solutions at various $x$-positions on the truncated domain (see Figure 9). A notable observation is the decrease in the magnitude of the errors. Further, though small, the errors in $v$ do not drop to zero with increasing $y$ but asymptote to a value. This was similarly the case for the full domain (Figure 8b). The reason for this will be investigated as part of future work. Next, we compute the wall shear $\tau_{w}$ along the plate and compare to that computed from the Blasius solution (see Appendix A). Note that at the tip of the plate, the velocity gradients are infinite and
moreover, the Blasius solution does not exist at $x=0$. Therefore, we will next consider the truncated domain. The wall shear is computed as

$$
\tau_{w}=\left.\mu D_{y} \mathbf{u}\right|_{y=0}
$$

and an accurate solution is achieved as shown in Figure 10.


Figure 10: The wall shear along plate computed from the SBP-SAT approximation and the Blasius solution.

As a last test case, we consider the stable INS approximation in [26, 32] on a truncated domain and use the Blasius solution as inflow data. At large Reynolds number, we note that (1) reduced to (2). We demonstrate this numerically by comparing the INS solution with the Blasius solution at different Reynolds numbers. As depicted in Figure 11-12 and 13-14, the variation between the two approximation decreases as the Reynolds number increases.


Figure 11: The SBP-SAT approximation for the INS equations compared with Blasius solution along the line $x=5.63$ on the truncated domain at $\operatorname{Re}=1000(\mu=1 \mathrm{e}-02, \rho=1, l=10)$. (a) $u$-velocity profile and (b) $v$-velocity profile.


Figure 12: The deviation errors between the SBP-SAT approximation for the INS equations and the Blasius solution at $\operatorname{Re}=1000(\mu=1 \mathrm{e}-02, \rho=1, l=10)$. We compare the (a) $u$-velocity and (b) $v$-velocity at various $x$ on the truncated domain.


Figure 13: The SBP-SAT approximation for the INS equations compared with Blasius solution along the line $x=5.63$ on the truncated domain at $\operatorname{Re}=10000(\mu=1 \mathrm{e}-03, \rho=1, l=10)$. (a) $u$-velocity profile and (b) $v$-velocity profile.

(a)

(b)

Figure 14: The deviation errors between the SBP-SAT approximation for the INS equations and the Blasius solution at $\operatorname{Re}=10000(\mu=1 \mathrm{e}-03, \rho=1, l=10)$. We compare the (a) $u$-velocity and (b) $v$-velocity at various $x$ on the truncated domain.

## 7. Summary and conclusion

This study was concerned with the development of a high-order accurate and stable finite difference approximation scheme for the incompressible laminar boundary layer equations. We proposed a set of energy stable boundary conditions specific to the flat-plate boundary layer and obtained the energy estimate. By mimicking the continuous analysis discretely, we formulated SBP-SAT approximation scheme and proved stability. Thus, we obtained discrete estimates that resembled the continuous counterparts.

Stability of the resulting numerical scheme is proven by computing the eigenvalues of the resulting discrete spatial matrix. A numerical application study proves expected high order spatial accuracy using an MMS. This is followed by demonstrating an accurate correlation between our computed solution to the boundary layer equations and the celebrated Blasius similarity solution. The study is concluded by demonstrating the Reynolds number effect on the solution of the incompressible Navier Stokes equations as compared to the Blasius solution.
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## Appendix A. Blasius similarity solution

As with many PDEs governing fluid dynamics problems, there is no known close-form solution of (2). Instead, there is a well-known approximation solution called the Blasius similarity solution. This solution method is based on the observation that, the boundary layer model exhibits self-similar solution across the plate. Therefore, the PDE (2) can be reduced to an ordinary differential equations (ODE) by introducing a similarity variable

$$
\begin{equation*}
\eta=y \sqrt{\rho \frac{U_{\infty}}{\mu x}} . \tag{A.1}
\end{equation*}
$$

Note that $\eta$ is not defined at the plate's leading edge (if it situated at the origin). Further, the Blasius solution method assumes zero pressure gradient in (2).

Instead of computing the flow variables explicitly, $u, v$ are defined by stream functions

$$
\begin{equation*}
u=\frac{\partial \psi}{\partial y}, \quad v=-\frac{\partial \psi}{\partial x} \tag{A.2}
\end{equation*}
$$

where $\psi=\sqrt{U_{\infty} \varepsilon x} f(\eta)$ and $f(\eta)$ is unknown. In (A.2), $u, v$ further simplifies to

$$
\begin{equation*}
u=U_{\infty} f^{\prime}(\eta), \quad v=\frac{1}{2} \sqrt{\varepsilon \frac{U_{\infty}}{x}}\left(\eta f^{\prime}(\eta)-f(\eta)\right) . \tag{A.3}
\end{equation*}
$$

Note that (A.3) satisfies the divergence relation since $\psi_{x y}=\psi_{y x}$. By substituting (A.3) into (2) with $p_{x}=0$, (2) transforms to a nonlinear ODE

$$
\begin{equation*}
2 f^{\prime \prime \prime}(\eta)+f(\eta) f^{\prime \prime}(\eta)=0 \tag{A.4}
\end{equation*}
$$

Lastly, to solve for $f$, we need at least one boundary condition for $f, f^{\prime}$, and $f^{\prime \prime}$. It follows from the no-slip velocity condition that

$$
\begin{aligned}
& u(x, 0)=U_{\infty} f^{\prime}(0)=0 \quad \Rightarrow f^{\prime}(0)=0 \\
& v(x, 0)=\frac{1}{2} \sqrt{\varepsilon \frac{U_{\infty}}{x}}\left(0 f^{\prime}(0)-f(0)\right)=0 \quad \Rightarrow f(0)=0
\end{aligned}
$$

We also know that as $y \rightarrow \infty, u=U_{\infty}$ and using (A.2), we get that $u(x, y \rightarrow \infty)=U_{\infty} f^{\prime}(\eta \rightarrow$ $\infty)=U_{\infty}$. Therefore,

$$
f^{\prime}(\eta \Rightarrow \infty)=1
$$

Lastly, by using the nonlinear shooting method [61], we determine $f^{\prime \prime}(0)=0.332$. Equation (A.4) can now be solved numerically using the 4th-order Runge-Kutta method.

By differentiating (A.2) with respect to $y$, we compute the Newtonian shear stress on the plate in terms of the Blasius variables

$$
\begin{equation*}
\tau_{w}=\mu U_{\infty} \sqrt{\rho \frac{U_{\infty}}{\mu x}} f^{\prime \prime}(0) \tag{A.5}
\end{equation*}
$$
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