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Abstract: The early stage liver diseases prediction is an 

important health related research and using this kind of 

research easily can predict the diseases and take the 

remedies. The liver diseases are classified into different 

types such as liver cancer, liver tumor, fatty liver, hepatitis, 

cirrhosis etc. Non-Alcoholic Fatty Liver Disease is a kind of 

chronic disease which rigorous prediction is quite difficult 

at early stages. The prediction of fatty liver plays significant 

role in treating the disease and also constraining the next 

health consequences. This paper presents Machine 

Learning Algorithms based Non Alcoholic Fatty Liver 

Disease (NAFLD) prediction. The main objective of this 

project is to identify the potential factors causing NAFLD 

by using Machine Learning algorithms like Decision Tree 

(DT) classifier, Support Vector Machine (SVM) classifier, 

Random Forest (RF) classifier, Logistic regression (LR). 

Accuracy is used parameter for performance analysis 

evaluation. The findings of this paper show that random 

forest model accurately predicts a non-alcoholic fatty liver 

disease patient. 

Keywords: Liver Disease, Classification, Machine Learning, 

NAFLD, Electronic Health Records. 

I. INTRODUCTION 

Liver disease is any disturbance of liver function that 

causes illness. The liver is responsible for many critical 

functions within the body and should it become diseased 

or injured, the loss of those functions can cause significant 

damage to the body [1]. The development and the 

fundamental need of exchanging information between 

various academic disciplines provided an opportunity to 

make considerable progress in diagnosing and treating 

chronic disease. In this case, the research was carried out 

in the field of liver disorders and predicting the grades of 

fatty liver by using the blood test features instead of 

ultrasound images [2]. Non-alcoholic fatty liver disease 

(NAFLD) is a common and progressive disease that can 

lead to many liver diseases. Its prevalence has increased 

due to the emergence of obesity, diabetes, and 
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hypertension. In these diseases, liver damage is not related 

to alcohol consumption. As it can be fatal in some cases, 

there are many ways to catch this condition early so that it 

can be treated and healed quickly. Therefore, using 

machine learning classification algorithms (using various 

biological diseases of patients to help identify and predict 

the nature of NAFLD) is a good way to solve these 

problems, and in this project we use 6 features to identify 

this condition in patients [3].  

    Metabolic syndrome, body mass index (BMI), gender, 

lipoprotein cholesterol (high and low), total and direct 

bilirubin, fibrosis formation, age, etc. The following risk 

factors have been found for NAFLD, such as This project 

will compare the performance of several of the above 

methods. Since NAFLD estimation is important to prevent 

its complications, we propose to evaluate whether a 

combination of blood-based biomarkers and 

human-centered parameters can be used to predict 

NAFLD in adult obesity and obesity [4]. 

   This information is used to derive criteria for estimating 

outcome on a patient or out-group basis. The model then 

draws rules to divide the data into four groups based on the 

level and severity of liver disease. The collected data was 

used for the first time to determine the level of liver 

disease by taking only blood samples instead of ultrasound 

images. Therefore, liver doctors will have the right to early 

knowledge to provide liver patients with the best diagnosis 

and correct treatment, not to mention reducing the cost 

and overhead of health problems. 

Remaining paper is organized as follows: Section II 

explains the literature survey, Section III explains 

described methodology, results and discussions are 

illustrated in Section IV and finally paper is concluded 

with section V. 

II. LITERATURE REVIEW 

R Bharath, P Rajalakshmi et al. and others. [5] proposed 

a new computer aided algorithm based on compressed 

variation-distribution coefficients and a 

subspace KNN classifier. Diagnosis of fatty liver is 

usually made with ultrasound scans. According to the fat 

density, the liver is divided into four groups. 

Sonographic tissue of the liver parenchyma varies in fat 

concentration and is therefore used by radiographs as a 

tool for fat classification. Classification of non-alcoholic 

fatty liver disease is very difficult for radiographers 

because of the slight differences in the tissue properties 

seen.  
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The proposed algorithm separates textures with 98.8% 

accuracy when tested on a large dataset of 1000 images, 

where each class has 250 images. 

Arshad I, Dutta C, Choudhury T, Thakral A, et. al. [6], 

Naïve Bayes algorithm used to apply on Bupa dataset. 

Alcohol consumption introduced as main and principle 

feature of the study. The simulation results represented 

and checked in weka software. Weka software is tool used 

for data mining and it is capable of working with any new 

developed machine learning algorithms. 

Talpur N, Salleh MNM, Hussain K, et. al. [7], an 

investigation over ANFIS algorithm carried on with 6 

different datasets including a liver data. The three different 

genfis methods for programming in Matlab software were 

evaluated and genfis3 with clustering acted with better 

performance. 

Tavakkoli P, Souran DM, Tavakkoli S, Hatamian M, 

Mehrabian A, Balas VE, [8], Multi-Layer Adaptive 

Neuro-Fuzzy Inference System (ANFIS) Architecture 

Accelerator Accuracy. The simulation is given and 

compared. This study adopted the ANFIS model with both 

input and output at different stages, so the calculation and 

estimation error of each step is small. 

Hashem EM, Mabrouk MS. meat. and others. Metin [9] 

reviewed the DVM algorithm A DVM method was 

created to maximize the value by dividing the input data 

into space and separating the plane. The method 

introduces features to space and sees the general plane, 

then uses a Gaussian kernel function to classify 

the data.This work seeks to maximize results and achieve 

the highest accuracy, efficiency, and complete correct 

answers. 

Bahramirad S, Mustapha A, Eshraghi M, et al. and 

others. [10], this study provides information about the 

optimization of feature selection methods and shows how 

the results can be improved by using the optimization 

method. It is a comparative study evaluating the results of 

different methods. The results prove that classification tree 

regression (CART) and decision tree algorithms gave 

good results in this study. 

III. METHODOLOGY 

A. Non Alcoholic Fatty Liver Disease Prediction 

Because we have so much data with 605 patients and 27 

features, we need to check the data for possible nulls, outliers, 

and other raw data. The next step is preliminary data 

involving processing of missing values, after checking the 

non-value samples, we found 154 missing or worthless 

entries in some or other specific or all attributes and these 

were then subtracted from the data to get a higher-than-fact 

score. The data is now reduced to 451 entries, but 27 have the 

same characteristics. After subtracting these values, we need 

to model the data and set it to a certain value (usually 0-1) for 

faster classification. We use the Pandas python library to 

assist us in data management. 

Feature engineering is the next step in processing the data 

we collect using domain knowledge (in this case medical or 

liver knowledge) and raw data to extract features. Consulting 

a doctor is another way to reduce the hassle of choosing a 

specialty. cirrhosis, alcohol consumption, etc. Hypothesis 

generation is also used, which is ambiguous as the main goal 

is to show humans specific nonalcoholic fatty liver disease 

(NAFLD), which includes eliminating factors such as In this 

study, machine learning algorithms such as decision tree 

(DT) classifier, support vector machine (SVM) classifier, 

random forest (RF) classifier and logistic regression (LR) 

were used. 

Our sole goal for each algorithm we use is to improve the 

ROC and the accuracy with which we hyperparameter 

tuning. Hyperparameters are parameters such as algorithmic 

complexity, learning speed of the algorithm, and properties 

of the model. Next, we make sure of these things – 

we measure the quality of the data, use the data correctly, and 

uncover the lessons and content of the data, a step called 

visualization. 

Another useful method we use is to visualize the data, for 

example we have a picture at hand when we are preparing the 

correlation matrix. The main factors associated with cystic 

fibrosis are age, weight, diabetes, and waist circumference, 

suggesting that NAFLD is more common in individuals when 

these factors are risk factors. Before designing the model, we 

also prepared scatterplots and histograms that gave us the 

opportunity to visualize the data. We use the Seaborn Python 

library to assist us in data visualization.  

   We observed that metabolic syndrome, body mass index, 

triglyceride, total cholesterol, age, waist to hip ratio, high 

density lipoprotein cholesterol, low-density lipoprotein 

cholesterol might be the risk factors of NAFLD and accuracy 

is compared for all four Machine learning algorithms (LR, 

DT, SVM, RF).           

IV. RESULTS 

While no significant fibrosis was found in 386 patients 

entered in the previous data, significant fibrosis was detected 

in 219 patients. This means that 386 of the original 605 

patients had NAFLD. When we analyzed the data further, we 

found that the mean age of the group was 46.30, with 323 

patients with a mean age of 46. There are 321 women and 284 

men in the database. The average patient weight is as high as 

86.40, meaning that heavier patients have a greater risk for 

the disease, as shown by the mean BMI of 31.87 (including 

obesity). Machine Learning algorithms like Decision Tree 

(DT) classifier, Support Vector Machine (SVM) classifier, 

Random Forest (RF) classifier, Logistic regression (LR) are 

used in this paper. We used various performance metrics. 

Accuracy is simply refers to the correctness of predictions, 

both positive and negative, in the testing set. 

The ROC Curve - AUC-ROC Curve or Receiver 

Operating Characteristic Curve is a metric that easily tells us 

that the model can distinguish between different classes. The 

higher the AUC (or specific area), the better the probability of 

a standard deviation between detection of disease and 

absence of disease. The curve is measured with positive and 

negative values. By analyzing the results of each 

classification, we determined the classification with the 

highest accuracy in estimating NAFLD. 
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Logistic regression is a type of linear classifier. Therefore, 

it misses the nonlinearity required for the distribution of 

activities. Thus, the AUC-ROC value is 73.81% and the AUC 

value is 60.71%.The logistic regression model is slightly 

more accurate at 77%. Due to the lack of linearity, the area 

under the curve in the AUC-ROC curve for logistic 

regression is minimal, meaning that it is possible to 

discriminate between classes and hence the prediction 

accuracy is low. However, the importance of these data in the 

ROC curve suggests that patient age and BMI are the most 

important factors in predicting NAFLD using this model, 

following Miletus diabetes. 

Decision trees are the simplest interpreters where the 

inside of the tree is labeled as features. It is a non-parametric 

algorithm that predicts the value of the target according to the 

rules and then builds a tree in which the leaf nodes carry the 

predicted group. The AUC-ROC score of the decision tree is 

64.46%. The accuracy of the model is only 58%.twenty 

four%. Similarly, diabetes Miletus is the most important 

factor predicting NAFLD in this model. Then thrombosis, 

age and white blood cell count. 

The random forest classifier is an enhanced version of the 

decision tree classifier. It works by creating multiple decision 

trees and extracting classes based on species or average 

estimates of individual decision trees. Therefore it gives the 

best results and we can expect the most accurate 

results. The AUC-ROC score of 1.0 (100%) is very good. 

It shows the second accuracy of all the classifications we 

used as 85%. Thrombosis was the most important factor in 

the random forest distribution, followed by age, diabetes 

mellitus, AST, and BMI. 

Supervised learning models that analyze data for 

classification were also used in this project. This classifier 

had the second highest AUC-ROC at 96.15%. The accuracy 

was the best at 85.7%. 

Table 1: Performance Analysis 

S. No. Classifier AUC-ROC score (%) 

1 LR 73.81 

2 DT 64.46 

3 SVM 96.15 

4 RF 100 
 

Finally, research was conducted on the importance of 

Diabetes Miletus, in which we examined 225 items related to 

Diabetes Miletus. As 219 of these products contained 

fibrosis, this suggests that diabetes is an important factor in 

NAFLD patients. The results of this study show that machine 

learning classification models, especially random forest 

models, can predict patients with non-alcoholic fatty liver 

disease. 

V. CONCLUSION  

In this paper, Machine Learning Algorithms based Non 

Alcoholic Fatty Liver Disease (NAFLD) prediction is 

described. Non-Alcoholic Fatty Liver Disease is a kind of 

chronic disease which rigorous prediction is quite difficult at 

early stages. The prediction of fatty liver plays significant 

role in treating the disease and also constraining the next 

health consequences. The findings of this project show that 

machine learning classification models especially the random 

forest model accurately predicts a non-alcoholic fatty liver 

disease patient. This project also helped us to find out some 

undiscovered factors majorly causing NAFLD. This method 

may lead to greater insights for doctors to effectively identify 

NAFLD for novel diagnosis, and for preventive and 

therapeutic purposes to mitigate the global burden of 

NAFLD. 
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