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Abstract—Virtual sensors in Cyber-Physical Systems (CPS) are AI replicas of physical sensors
that can mimic their behavior by processing input data from other sensors monitoring the same
system. However, we cannot always trust these replicas due to uncertainty ensuing from
changes in environmental conditions, measurement errors, model structure errors, and unknown
input data. An awareness of numerical uncertainty in these models can help ignore some
predictions and communicate limitations for responsible action. We present a data pipeline to
train and deploy uncertainty-aware virtual sensors in CPS. Our virtual sensor based on a
Bayesian Neural Network (BNN) predicts the expected values of a physical sensor and a
standard deviation indicating the degree of uncertainty in its predictions. We discuss how this
uncertainty awareness bolsters trustworthy AI using a vibration-sensing virtual sensor in
automotive manufacturing.

CYBER-PHYSICAL SYSTEMS (CPS) have
been increasingly implanted in recent years with
Artificial Intelligence (AI) and, in particular,
Deep Learning Models (DLM). DLMs are ar-
guably the only viable tool purported to make
accurate decisions and predictions from a jug-
gernaut of data streams generated by devices
interconnected through the Internet of Things
(IoT) for sensing, computation, control, actuation,
and networking. Virtual sensors (also called soft
sensors) [1] are DLMs that are AI replicas (soft-
ware artifacts replicating the output of a physical
component/sensor of a CPS by learning its corre-
lated behavior with one or more different physical
artifacts in the CPS) [2] of potentially billions
of physical sensors (e.g., pressure, temperature,
humidity, speed, force, vibration, and position
sensors) deployed in CPS. They can kick in for
degrading physical sensors operating in harsh
environments [3]. For instance, a virtual sensor

can mimic a grinding force sensor in CPS for
manufacturing by using the spindle load measure-
ment as input. Virtual sensors are vulnerable to
various forms of uncertainty (e.g., measurement
error/noise in any of the sensors, distributional
shifts w.r.t training data ensuing from variability
in environmental conditions, and errors in the
model architecture), making these replicas hard
to trust. Therefore, our motivation is to answer if
and how we can engineer virtual sensors that can
quantify the degree of their uncertainty to ensure
their trustworthiness in industrial settings.

We present a Machine Learning (ML) pipeline
to train and deploy uncertainty-aware virtual sen-
sors (i.e., AI replicas of faulty physical sensors
with uncertainty estimation of their predictions)
in a CPS. A CPS is assumed to contain one
or more input sensors that maintain a latent
relationship with the faulty physical sensor to pre-
dict its behavior. Our pipeline extracts statistical
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properties (features) from time series data, trains
Bayesian Neural Network (BNN) models, and
deploys these models as an uncertainty-aware vir-
tual sensor service. Uncertainty awareness refers
to the ability of a system to recognize, under-
stand, and respond to uncertainty and variability
in its inputs, processes, and outputs. It involves
differentiating types of uncertainty, quantifying
its degree, and using this information to make
decisions and take appropriate actions.

Our virtual sensors process time-varying val-
ues from input sensors and return two outputs: the
mean prediction of predicted data (i.e., “predicted
data” in Figure 1) for the faulty sensor and the
standard deviation from the mean prediction. The
uncertainty is quantified as a two-tailed prediction
interval using the standard deviation of a set of
predictions sampled from the BNN model. Stan-
dard deviation is a widely used measure of vari-
ability or dispersion in a data set. This uncertainty
quantification using standard deviation enables
human experts to gauge the potential variability
in a prediction and take the decision with a pinch
of salt. It also helps them distinguish epistemic
(uncertainty in the model) from aleatoric uncer-
tainty (uncertainty due to randomness in input
sensor data). Epistemic uncertainty (also known
as model uncertainty) arises due to the lack of
knowledge or incomplete understanding of the
underlying model. Given available input sensor
data, we need to verify if variations in the virtual
sensor can affect the variability in the output.
Aleatoric uncertainty (known as data uncertainty)
arises due to the inherent randomness or variabil-
ity in the input data to the virtual sensor. This
study focuses on aleatoric uncertainty in physical
sensors affecting BNNs due to issues like sensor
freezing, shifts, drifts, and precision degradation.
We exclude epistemic uncertainty, which can be
captured through various methods (e.g., Monte
Carlo dropout, variational inference, or Markov
Chain Monte Carlo sampling). Aleatoric uncer-
tainty, more prominent in our Industrial Internet
of Things (IIoT) data, is quantified as a standard
deviation from mean prediction and analyzed as
trends in uncertainty. It cannot be reduced through
better modeling or training, as it is a funda-
mental property of the data. Standard deviation
can also be used as a performance metric to

optimize the training of virtual sensors (given
the same input data) in order to reduce aleatoric
uncertainty. Aleatoric uncertainty due to physical
sensor failures exhibits trends such as a sudden
increase in uncertainty due to the freezing of a
sensor or a linear increase in uncertainty due to
precision degradation. Epistemic uncertainty is
an aggregation of the behavior of a BNN with
different seeds for Monte Carlo simulation. It is
an aggregate range of values around a mean and
does not necessarily exhibit identifiable trends.

The uncertainty quantification in Deep Neu-
ral Networks (DNN) [4] can also be achieved
through test-time augmentation (making varia-
tions in input data to quantify uncertainty in
output) and ensemble neural networks (training
multiple models and aggregating the mean and
variability in prediction). Our goal is not to
compare different uncertainty quantification ap-
proaches but to operationalize trustworthy AI for
virtual sensors by using uncertainty estimates.

Trustworthy AI requirements have been pro-
posed by public entities such as NIST1 and the
European commission’s high-level expert group
on trustworthy AI (AI-HLEG) [5]. AI-HLEG
has formulated requirements (e.g., human agency
and oversight, technical robustness and safety,
diversity, non-discrimination and fairness, and
transparency) that should be implemented and
assessed throughout an AI system’s life cycle
([5], p. 15). We discuss how uncertainty-aware
virtual sensors bolster trustworthy AI in CPS
based on the AI-HLEG requirements. We support
our arguments using a real-world case study for
automotive manufacturing where we develop a
virtual sensor for a vibration sensor on a machine
tool using data from another vibration sensor in
close proximity to it.

Virtual Sensors and Uncertainty
Estimation in CPS Operations

Virtual sensors [6], [1], [7] and uncertainty-
aware virtual sensors [8] are not new in the
literature. Kabadayi et al. [6] first provided the
abstraction of virtual sensors, i.e., virtual sensors
abstract a set of physical sensors and operations
performed on them. Our virtual sensors make
predictions based on input data from physical

1https://www.nist.gov/itl/ai-risk-management-framework
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sensors. They can be called secondary sensors
(physical sensors are primary ones). We only con-
sider virtual sensors replacing physical sensors,
although they can also act as secondary sensors
for software probes instrumenting running code
and monitoring functionality of software systems.

Some approaches [9], [10], [11], [12], [13],
[14] apply DL techniques to develop virtual sen-
sors. None of them provide predictions with a
degree of uncertainty. This limitation can lead
to severe problems where incorrectly predicted
values from virtual sensors using highly noisy
signals or used for cases not included in the
training data are used for decision-making.

Lee et al. [8] propose uncertainty-aware vir-
tual sensors using Bayesian Recurrent Neural
Networks to estimate industrial process variables
and quantify the uncertainties associated with
each variable. However, they do not provide
any pipeline to engineer such virtual sensors.
They also do not discuss the deployment of
these virtual sensors in industrial settings. On the
other hand, we introduce an ML pipeline that
enables engineers to set different DL parameters
(including the selection of Bayesian models such
as Bayesian Convolutional Neural Networks and
Recurrent Neural Networks) and combine various
statistical features in the input domain while
engineering virtual sensors for industrial settings.

Different than the work by Lee et al., our
research is primarily necessity-driven/problem-
driven since erroneous sensor data is a recurring
problem in CPS, e.g., in manufacturing. Novel
results in ML/DL with uncertainty estimation
using Bayesian approaches are very timely for
the erroneous data problem in CPS. We present a
framework grounded on uncertainty-aware virtual
sensors to solve prediction problems based on
sensor data in CPS. Furthermore, we discuss how
uncertainty estimation enhances the trustworthi-
ness of virtual sensors for stakeholders.

Our Approach for Uncertainty-aware
Virtual Sensors

A CPS employs several sensors to monitor a
physical process simultaneously and take control
of actions. If any of these sensors fails or becomes
faulty, it is often possible to estimate its correct
values based on data acquired simultaneously in
other sensors. An ML model can be used to

learn latent relationships between time-varying
data from input sensors to predict time-varying
measurements of a faulty/failed sensor. It can
be deployed as a service (with an API), which
essentially becomes a replica (virtual sensor) of
the faulty sensor. The input and output datasets
for training should ideally be complete, accurate,
timely, valid, and without faults. However, in
reality, training data (input/output pairs) is often
missing for rare events such as sensor faults,
environmental noise, and outliers. Therefore, the
information of uncertainty degree must accom-
pany predictions for us to trust them.

Our ML pipeline in Figure 1 creates
uncertainty-aware virtual sensors that output both
the mean predicted value of the target sensor and
a prediction interval. This interval can be regarded
as how confident we are in a prediction. It, if
small, indicates that the ML model predicts with
high certainty as patterns in the input are most
likely close to patterns already seen in training. If
the interval is large, we are less confident about
the prediction as the model does not recognize
the patterns in the input (e.g., unforeseen during
training, including environmental noise and rare
events). The pipeline trains BNNs [15] that treat
weights in neural networks as marginal distri-
butions that best fit the data. Since the weights
of a BNN are probability distributions, we can
produce multiple predictions for the same input
by sampling from these distributions. The final
predicted value will be the mean of these pre-
dictions, while the uncertainty is represented by
a two-tailed interval of ± the standard deviation
of the predictions. It helps ascertain the degree
of prediction uncertainty and, consequently, helps
address high-level concepts of trustworthy AI.

Pipeline Stages
The pipeline input is multi-variate time series

data X from input sensors and univariate time
series data y from a target sensor (Figure 1). The
output is an uncertainty-aware virtual sensor that
predicts the mean value of target sensor ȳ and
standard deviation σ representing the prediction
interval given production input data. The input
(X, y) goes through three stages:

Stage 1: Data pre-processing. This stage
prepares input data for BNN in several sub-stages:
data profiling, data cleaning, feature engineer-
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Figure 1. Machine learning pipeline using Bayesian Neural Networks (BNNs) to produce models capable of
uncertainty estimation.

ing, splitting test/training data, data scaling, and
splitting data into sub-sequences. Data profiling
computes the non-linear maximum information
coefficient and linear Pearson’s correlation coeffi-
cient to find correlations between data columns of
different sensors. It generates statistical quantities
for each column and alerts if any column has
several zeros or missing values. Data cleaning
uses this output to remove unwanted data (e.g.,
columns with several constant or null values).

Feature engineering extracts statistical proper-
ties (features) from raw input data that exhibit in-
variance to noise. Furthermore, the feature-based
representations of time-series data [16] perform
well in classifying tasks at a fraction of the

computational cost of processing raw time-series.
The input and output data are split into training
and test datasets. The training set is used to train
the ML model and tune hyper-parameters in Stage
2. The test dataset is locked away during training
and used as an unbiased dataset to evaluate virtual
sensor performance in Stage 3.

The datasets contain measurements from dif-
ferent sensors with varying value ranges and
are, thus, scaled [17] for a comparable influence
during training. The training (including validation
dataset) and test datasets are restructured into
input and output sub-sequences of the specified
window size since predictions rely on a window
of time-varying observations from input sensors
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and the desired window of output values.
Stage 2: Training ML model. Our pipeline

uses the input and output sub-sequences (of cho-
sen input and output window sizes) from Stage
1 to train the ML model. It enables the spec-
ification of learning parameters and the selec-
tion of ML model types (architectures). We con-
sider Bayesian Convolutional Neural Networks
(BCNN) and Bayesian Recurrent Neural Net-
works (BRNN) to predict the time-varying values
of a virtual sensor. Before training, the pipeline
sets apart a small portion of the training data (e.g.,
20%) to use as a validation dataset. It automat-
ically stops training the model if the prediction
error of the validation dataset stops improving,
preventing the over-fitting of the model to the
training data. It saves the model for evaluation.
Stage 3: Evaluating model performance. The
test dataset is an unforeseen dataset used to
evaluate the model performance to minimize bias
due to hyper-parameter tuning in Stage 2. We
compare the model output and the ground truth
to assess how well the model predicts the target
variable. To this end, the pipeline generates the
plots of predictions on test data. We use Mean
Squared Error (MSE), coefficient of determina-
tion (R2 score), and Mean Absolute Percentage
Error (MAPE) to evaluate the model performance.

Step 1 in Figure 1 involves using multi-variate
input sensor data X to train an ML model to
predict the values of target sensor y. This model is
created using either a BCNN or a BRNN. While
traditional neural networks output a single value
prediction, BNNs produce probability distribution
for each prediction, represented by mean value
ȳ and standard deviation σ. The resulting ML
model is deployed as a virtual sensor that can take
sensor data from production as input (Step 2).
It replaces erroneous data from the target sensor
(Step 3). The inference procedure of a BNN is
more computationally expensive than traditional
neural networks since it involves drawing several
samples from the probability distributions of the
model’s parameters and computing multiple pos-
sible outputs. Therefore, BNNs will place higher
requirements on the computational hardware if
deployed for time-sensitive high-frequency data.
The virtual sensor is operational along with the
output physical sensor increasing redundancy in
the CPS. It can provide values for the physical

sensor if it has erroneous behavior outside a
pre-defined amplitude and frequency range due
to problems such as high SNR, aliasing, and
jitter. However, the virtual sensor relies on input
sensors which can experience data drift due to
sensor faults or changes in a process governed
by the CPS. Therefore, we estimate uncertainty
in predictions by the virtual sensor given by the
standard deviation σ for each prediction (Step 4).
Higher uncertainty might be a symptom of drift
and necessitate updating the model in the virtual
sensor or replacing the input sensors.

We can apply our pipeline to non-time series
input data (e.g., tabular data) by using single
data points instead of sub-sequences (in practice,
using a sub-sequence with a window size of 1).
Moreover, one should use fully-connected BNNs
instead of recurrent and convolutional networks
since the latter networks are applied to sequences
of data points.

If a physical sensor input to a virtual one
fails, the virtual one cannot make predictions.
When any input is missing, the virtual sensor
is ineffective. We can use the virtual sensor as
input to another virtual sensor. In that case, the
uncertainty in the output of the first virtual sensor
propagates to the second one. We only focus on
estimating uncertainty in a virtual sensor taking
input from physical sensors.

Deployment of Virtual Sensors

A virtual sensor embodies the trained, vali-
dated, and evaluated ML model as a service with
an API. The API is invoked using sub-sequences
of data from input sensors and returns a set
of target sensor values with time stamps. Since
the pipeline trains the ML model on input data
features extracted from raw data and bounded by
a scaling operation, the model cannot always use
the raw input sequences as they are. The feature
engineering operations require using ML libraries
such as Scikit-learn and TensorFlow. Therefore,
parts of the pipeline used in inference, such
as code to compute engineered features (Stage
1), scaler (Stage 1), and the model (Stage 2)
with all its dependencies (e.g., ML libraries), are
packaged as a standalone container (e.g., docker).
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Uncertainty Estimation in Virtual Sensors
Uncertainty in the virtual sensor predictions

can be classified as (i) aleatoric uncertainty (un-
certainty in the model output) and (ii) epistemic
uncertainty (uncertainty in the model’s weights).

Aleatoric uncertainty is high when the ML
model tries to infer from out-of-distribution input
data (not foreseen during training) from sensors
experiencing precision degradation, freezing, and
environmental noise (e.g., electromagnetic cou-
pling with a nearby power line). It can fur-
ther be classified as (a) heteroscedastic aleatoric
uncertainty, where each observation (x, y) has
a different noise extent, and (b) homoscedastic
aleatoric uncertainty, where the noise level of the
observations is identical.

Uncertainty in the model weights (epistemic)
may occur due to randomness in training. For
instance, BNNs are stochastic neural networks
that employ methods involving randomization
(Markov Chain Monte Carlo (MCMC) [18] sam-
pling probability distributions for sophisticated
integrals). Different random seeds used in MCMC
lead to different weights during training, causing
uncertainty in the model output.

The standard deviation σ generated by an
uncertainty-aware virtual sensor is the sum of
aleatoric and epistemic uncertainty. The predic-
tion interval is a combination of both forms of
uncertainty. Testing the virtual sensor by inducing
faults in input sensors is one way to see the
effect of out-of-distribution inputs (e.g., white
noise, freezing, precision degradation) on pre-
diction intervals. If the intervals are higher than
usual, the virtual sensor is able to detect the
fault and differentiate between aleatoric and epis-
temic uncertainty. We can determine epistemic
uncertainty by training the BNN with different
seed values for random number generation. The
resulting prediction interval due to the different
models while keeping input data unchanged is
the epistemic uncertainty of the BNN. The av-
erage variability of the output coming from the
model is anti-proportional to the validation accu-
racy. The differentiation of epistemic uncertainty
from aleatoric uncertainty is an active research
area [19] beyond the scope of this article.

We use uncertainty-aware virtual sensors to
determine aleatoric uncertainty due to inputs af-
fected by faults in input sensors. The prediction

interval estimated by a virtual sensor serves as
information to address the trustworthiness of ML
models used as replicas of CPS sensors.

Case Study: Virtual Sensor for
Vibration Prediction in Manufacturing

We applied our pipeline to a case study
where accelerometers for vibration sensing were
installed on a Computerized Numerical Control
(CNC) grinding machine. The machine is used to
manufacture bearings for the automotive industry.
We acquired vibration data from the machining
of bearings (more specifically, grinding of the
inner ring) using accelerometers recording data
at 32768 Hz.

Accelerometers may experience faults (e.g.,
freezing and precision degradation) due to en-
vironmental factors (e.g., electromagnetic inter-
ference [3]). We created an uncertainty-aware
virtual sensor to replace one faulty accelerometer
when data from another accelerometer is simul-
taneously available. We considered two high-
frequency accelerometers used to measure vibra-
tion in the vertical and horizontal directions of the
wheel head spindle (see Figure 2(a)). The virtual
sensor was based on a BCNN and predicted wheel
spindle vertical acceleration by using input data
from wheel spindle horizontal acceleration. It
obtained an R2 score of 0.9 on unforeseen test
data. Such a high score was expected as the grind-
ing process for bearings is very repetitive. The
spike observed around timestep 300 in Figure 2
represents a dramatic increase in uncertainty in
the prediction. Likely, the behavior displayed by
the sensor in that instance was not present in the
training dataset, which would cause the increase
due to the unforeseen behavior. It is also possible
that the spike represents an error or fault on behalf
of the machining process or sensor reading.

We illustrate the performance of uncertainty-
aware virtual sensors with two sensor fault types:
freezing and precision degradation. Uncertainty
should increase when there are faults in the input
sensor (the sensor monitoring the wheel spindle
horizontal acceleration in our case). Figure 2
shows the prediction of wheel spindle vertical
acceleration with uncertainty for freezing and
precision degradation. It zooms into 0.04 sec-
onds (1600 data points) of the prediction value
(the mean predicted value by the BNN) and the

6 IT Professional



Figure 2. (a) High-frequency accelerometers installed on vertical and horizontal axes of the grinding wheel
spindle head to measure vibration. Each arrow indicates the axis in which the corresponding accelerometer
measures the acceleration. (b) Uncertainty in virtual sensor due to the input accelerometer freezing. (c)
Uncertainty in virtual sensor due to precision degradation in the input accelerometer. (d) Change of prediction
interval due to the input accelerometer freezing. (e) Gradual increase in prediction interval due to precision
degradation in the input accelerometer.

prediction interval, which shows a 95% interval
of ±2 standard deviations σ around the predic-
tion value. The prediction interval and the mean
prediction are in black and red, respectively. The
95% prediction interval indicates a 5% probabil-
ity the prediction will not be within the interval.
We can use the prediction interval size, which is
the magnitude of the prediction interval expressed
in the unit of the target variable, to quantify the
uncertainty for any given prediction.

We also examined how many actual data

points from the vertical acceleration fell within
the predicted range for each data point. Our
results indicate that 96% of the actual data points
are within the prediction interval before the onset
of freezing or degradation. The 95% prediction
interval can be understood as a range in which
we expect to find future data points 95% of
the time using our model’s prediction. It is a
statistical estimation that provides a range around
a predicted value within which we can be 95%
confident that the actual data point will fall. In
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simpler terms, if you think of it as a net cast by
the model, the wider this net is, the more likely it
is to catch the actual data points. That is why it is
significant that around 96% of actual values fell
within this broad 95% prediction interval before
any faults happened, like freezing or degradation.
It suggests that our predictions are quite accurate.

Freezing is a phenomenon where the input
sensor data suddenly becomes a constant value.
We introduced freezing (at point 600 in Fig-
ure 2(b)) in our test dataset to test our virtual sen-
sor based on a BCNN. We obtained R2 = −0.78
(as opposed to R2 = 0.9 without freezing) on the
test dataset with freezing after training the BCNN
with one random seed. This score indicates that
the prediction is poor when the input is frozen.
We calculated the score by comparing the virtual
sensor output to the ground truth. It varies for
different seeds used to train the BCNN but is still
close to 0 or negative. However, it is interesting to
know if one can detect uncertainty in a prediction
without the ground truth. The prediction interval
generated by the virtual sensor is large when
freezing occurs in the input (Figure 2(b)). There
is a sharp increase in the prediction interval size
when there is a sensor freeze (Figure 2(d)). This
unsupervised quantification of uncertainty indi-
cates that the freezing of an input sensor is out-of-
distribution and a source of aleatoric uncertainty.
The interval experiences small changes each time
we train the BCNN with a different random
seed. The epistemic uncertainty in the interval is
consistently high when the input sensor freezes.

Precision degradation represents a gradual
change in the precision of the input accelerom-
eter. It may occur due to changes in sensor
placement emanating from the vibration the sen-
sor is monitoring. Figure 2(c) shows the mean
prediction and prediction interval during precision
degradation (gradually introduced at the 600th
data point). The gradual increase in the prediction
interval is better observable in Figure 2(e). Like
in the prediction of uncertainty during freezing,
the increase in the prediction interval size helps
detect aleatoric uncertainty in the sensor. The
variation due to randomized training of BNNs in-
troduces small differences in the mean predictions
and interval. This epistemic uncertainty in our
case study mildly affects the general trend in the
aleatoric uncertainty due to precision degradation.

Implications for Trustworthy AI
The Ethics Guidelines for Trustworthy Ar-

tificial Intelligence (AI) provided by the High-
Level Expert Group on Artificial Intelligence (AI
HLEG) [5] list seven key requirements that AI
systems should meet to be trustworthy. While
answering if and how we can engineer virtual sen-
sors that quantify the degree of their uncertainty
to ensure their trustworthiness, we investigate the
implication of uncertainty estimation in virtual
sensors for the AI-HLEG requirements [5] con-
cerning trustworthy AI. The discussion is meant
to extrapolate from the technical contribution
of generating a prediction interval and explain
higher-level implications for trustworthy AI.

Human agency and oversight. Our virtual
sensors are designed to guide decisions made by
human end-users. They provide information to
take action if a sensor fails. For instance, a large
prediction interval prompts engineers to verify
if the input sensor is correctly placed or not
frozen. An engineer can use the mean predicted
vibration in the wheel spindle head’s vertical axis
to stop manufacturing on the shop floor or enable
vibration damping. An emergency red stop button
is always available to stop a manufacturing pro-
cess taking place in a cage. Preventing excessive
vibration helps reduce defects in manufacturing
thousands of identical parts.

Observing sensor indicators and monitoring
manufacturing processes, human operators (e.g.,
engineers) in the manufacturing domain undergo
several years of training and experience. How-
ever, understanding the output of uncertainty-
aware virtual sensors is not part of their training
or experience. Therefore, they need training con-
cerning the concept of prediction interval and the
root cause analysis of uncertainty.

The prediction interval in virtual sensors pre-
vents engineers from being over-reliant on the
prediction output. Any out-of-distribution input
data or variability in training is reflected as a
prediction interval bigger than the usual one,
making engineers question the validity of the
underlying ML models.

It is substantial to take specific oversights
and control measures to reflect self-learning or
autonomous nature of AI systems. Training BNNs
involve a random component leading to epistemic
uncertainty in virtual sensors. One way to address
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this uncertainty is to train multiple BNNs to
create an ensemble of models.

Technical robustness and safety. Technical
faults, attacks, and (malicious) misuse can affect a
virtual sensor as it depends on input from another
physical sensor and an ML model. Inaccurate
virtual sensor predictions may lead to a cascade
of faults in CPS. A virtual sensor not trained
on rare malicious/faulty data may give incorrect
predictions for adversarial input data. Besides,
an uncertainty-aware virtual sensor generates a
larger prediction interval for predictions on mali-
cious/faulty data, which warns about a potential
fault, attack, or input sensor misuse.

Virtual sensors can be certified as recom-
mended by the Cybersecurity Act [20] in Europe.
Auditing the data supply chain used in creating
a virtual sensor is necessary to prevent the use
of malicious data. We must protect the training
data from social engineering attacks coming from
open datasets. Virtual sensors deployed on AI
hardware (special or general purpose) are exposed
to attacks. For instance, power analysis is a
side-channel attack using energy consumption to
derive information about what is processed on
hardware. Software (virtual sensors) installed on
AI hardware should be immediately patchable if
required. Uncertainty estimation can help track
malicious behavior and trigger a new patch.

Testing methods such as coverage-guided
fuzzing, metamorphic testing, adversarial testing,
and differential testing can significantly increase
our confidence in virtual sensors. These methods
cover testing virtual sensors beyond their training
data. Prediction intervals in uncertainty-aware vir-
tual sensors help quantify the degree of trust one
may associate with adversarial inputs.

Virtual sensors may cause critical, adversar-
ial, or damaging consequences (e.g., to human
safety) in case of low reliability or reproducibil-
ity. Virtual sensors using BNNs for uncertainty
estimation are affected by epistemic uncertainty
due to randomization during model training. This
may harm the reproducibility of the mean predic-
tion and the prediction intervals. Aggregating the
output from an ensemble of BNNs can provide a
robust prediction with a high computational cost.

A low level of virtual sensor accuracy may
result in critical, adversarial, or damaging con-
sequences. We can determine the low accuracy

using prediction interval. Based on the prediction
interval size, we can either stop the CPS or
perform continual learning on new input data.
When the prediction interval increases beyond
a threshold (aka the detection of concept drift),
we can trigger data acquisition to train a new
virtual sensor or improve the current one using
techniques such as elastic weight consolidation
and replay (of old data along with new data).

Transparency. This requirement encom-
passes three elements (i.e., traceability, explain-
ability, and open communication) about the lim-
itations of AI systems.

Traceability concerns having measures to con-
tinuously assess the quality of AI system out-
put(s). The prediction interval is an inherent
feature of virtual sensors to detect prediction
quality. We can also use it to reveal concept drift
where ML models become obsolete for changes
in input data (e.g., sensor data changes due to the
manufacturing process switching from producing
one part to another).

Explainability refers to the ability to explain
the technical processes of the AI system and the
reasoning behind the decisions or predictions that
the AI system makes. Uncertainty estimation is
a form of explainable AI where the prediction
interval tells us whether the input sensor is ex-
periencing aleatoric uncertainty, e.g., because of
cybersecurity attacks or changes in the environ-
ment. However, it cannot reveal which factor is
responsible for increasing the prediction interval.
Injecting faults such as freezing and precision
degradation enables us to study the behavior of
the prediction interval. For instance, there is a
sudden increase in the prediction interval for the
freezing case (Figure 2(c)), while the interval
increase is gradual for precision degradation (Fig-
ure 2(d)). The patterns of uncertainty varying
depending on the fault type in input data is an
open area of research in explainable AI.

Users need to understand the benefits and
limitations of virtual sensors. Before deploying
our virtual sensors, we should demonstrate their
properties, such as simulatability, to end-users.
A model is simulatable when we can predict its
behavior on new inputs. We may also study the
effects of the prediction interval as an explanation
in simulatability of virtual sensors, i.e., the user’s
ability to predict the behavior of a virtual sensor
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on new data given the prediction interval.
Communication addresses the mechanisms in-

forming users about the purpose, criteria, and
limitations of the decision(s) generated by the AI
system. Virtual sensor end-users always obtain a
mean prediction and a prediction interval, which
help them understand the limitations of the un-
derlying ML model. We need inquiries when the
prediction interval goes beyond a threshold.

Diversity, non-discrimination and fairness.
A virtual sensor can be deployed into several
machines operated by humans across various
countries. Therefore, model training should be
unbiased and fair for different manufacturing
contexts that depend on the manufactured part,
the shop floor, human expertise in calibrating
and placing the sensors, and sensor quality. The
prediction interval size is a good indicator of
bias in training. Large intervals for unforeseen
input sensor data indicate that the virtual sen-
sor operates in an unforeseen context and thus
requires continual training and updates for new
data. This can imply that certain stakeholders
in a manufacturing network better financing to
maintain quality of their work.

Conclusion and Future Work
We presented an ML pipeline that gen-

erates uncertainty-aware virtual sensors based
on Bayesian neural networks. We applied the
pipeline to generate a virtual sensor for vibra-
tion monitoring with multiple accelerometers in
automotive bearing manufacturing. We plan the
following future work:

• New Metrics: One way forward is the in-
clusion of more metrics for better uncertainty
estimation, e.g., feedback from user surveys,
domain experts, and quantities that track over-
all virtual sensors performance.

• New Test Methods: We also need new test
procedures and quality engineering methods
to complement uncertainty estimation for as-
sessing whether AI systems are trustworthy
and operate as intended. Using such metrics
and methods will improve the evaluation of
inference scenarios and give a better picture of
model reliability and the prediction process.

• Continual Learning and Uncertainty Esti-
mation: Based on the uncertainty estimation, it

is possible to retrain and redeploy virtual sen-
sors continuously in a semi-automated man-
ner [21]. We determine the uncertainty of a
virtual sensor’s performance in a confidence
interval for the prediction. When the interval is
above a threshold, we can store new data and
train a new virtual sensor based on new and
some old data to minimize the abrupt and dras-
tic forgetting of previously learned information
upon learning new information (catastrophic
forgetting).
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