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This research examines whether and why disclosing information to AI as opposed to
humans influences an important brand-related outcome—consumers’ trust in brands.
Results from two pilot studies and nine controlled experiments (n = 2,887) show that con-
sumers trust brands less when they disclose information to AI as opposed to humans. The
effect is driven by consumers’ inference that AI shares information with a larger audience,
which increases consumers’ sense of exploitation. This, in turn, decreases their trust in
brands. In line with our theorizing, the effect is stronger among consumers who are rela-
tively more concerned about the privacy of their data. Furthermore, the negative conse-
quences for brands can be mitigated when (1) customers are informed that the
confidentiality of their information is protected, (2) AI is anthropomorphized, and (3) the
disclosed information is relatively less relevant.
� 2023 The Authors. Published by Elsevier B.V. This is an open access article under the CCBY

license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction

‘‘Thank you for calling us. Please tell us your first pet’s name so that we can verify your account.” In the marketplace, con-
sumers frequently have similar conversations with a human or an artificial intelligence (AI)-powered customer representa-
tive during which they are asked to disclose personal information such as birth date, contact details, financial information,
social security number, or even the name of their first pet. In the last decade, companies have increasingly and rapidly trans-
formed their operations, integrating AI into service for augmenting or substituting human employees (Hollebeek et al., 2021;
Huang & Rust, 2018; McLeay et al., 2021; Ostrom et al., 2015; Van Doorn et al., 2017). Despite providing benefits, the new
roles that AI assumes can incur costs not only for consumers but also for companies (Puntoni et al., 2021).

One of the many roles that AI performs in the marketplace is collecting data on customers. Although customers are often
reluctant to share their personal information with AI or another human (Mothersbaugh et al., 2012), they are typically
required to disclose information about themselves during their interactions with companies as a customer. How does this
growing practice in the marketplace influence consumers’ reactions to brands? More specifically, does disclosing informa-
tion to AI have positive or negative outcomes for brands compared to disclosing information to humans? Although recent
research exploring consumer-technology interaction has documented several antecedents of AI adoption (e.g., Longoni
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et al., 2019; Longoni & Cian, 2022) and factors that enhance consumers’ information disclosure to companies (e.g., Lucas
et al., 2014; Pickard et al., 2016; Uchida et al., 2017), relatively little is known about its consequences for brands. As one
of the initial attempts to provide insights into the data collection role of AI in influencing company-level outcomes, we exam-
ine how consumers’ trust in brands changes as a function of the agent to which they disclose information. By so doing, we
identify a novel process based on a theorizing built on mind perception theory (Gray et al., 2007), which allows us to unveil
managerial insights into the use of AI in information disclosure contexts.

Across two pilot studies and nine experiments, we show that customers’ trust in brands decreases when they disclose
information to AI. This effect is driven by customers’ inference that AI would share the information they disclose with a lar-
ger audience, which, in turn, heightens their sense of exploitation. This heightened sense of exploitation, resulting from
interactions with AI, impairs consumers’ trust in brands. The negative consequences of disclosing information to AI are more
pronounced among consumers who are highly concerned about the privacy of their data. The effect is mitigated when (1)
contextual cues signal a smaller audience size (e.g., when confidentiality is assured), (2) AI is incorporated human-like fea-
tures (i.e., when it is anthropomorphized), and (3) when the disclosed information is relatively less relevant.

Theoretically, our findings advance extant knowledge on customer-technology interactions in two significant ways. First,
rather than examining how the type of agent (i.e., AI vs. human) impacts the propensity to disclose information (Kim et al.,
2022; Lucas et al., 2014; Pickard et al., 2020; Pitardi et al., 2022; Schuetzler et al., 2018; Uchida et al., 2017), we explore the
consequences of disclosing information to different agents. More specifically, we investigate how disclosing information to
different agents influences consumers’ trust in brands. In doing so, we shed light on the downstream consequences of dis-
closing information to AI for companies. Contributing to research on the impact of consumer-technology interaction on
brand-related outcomes (Bergner et al., 2023; Cheng & Jiang, 2020; Cheng & Jiang, 2022; Lin and Wu, 2023; McLean
et al., 2021; Minton et al., 2022), we identify brand trust as a novel consequence of disclosing information to different agents
(i.e., AI vs. human). Second, we identify a novel psychological mechanism underlying the effect. As detailed in our theorizing,
we base our conceptualization on the established finding in mind perception research (Gray et al., 2007) that consumers do
not perceive AI as a social agent (e.g., Lefkeli et al., 2021). Thus, they anticipate a large audience as the recipients of their
information when they disclose information to AI. This results in a higher sense of exploitation, which impairs brand trust.
To the best of our knowledge, our research is the first to document that AI, as an interaction partner, changes consumers’
audience size inferences. Further, we demonstrate how these inferences can influence individuals’ sense of exploitation,
which has not been explored in the context of consumer- technology interactions despite its pivotal importance for both
companies and consumers (Puntoni et al., 2021). Substantively, by documenting theory-driven boundary conditions, we pro-
vide insights about how marketers could avoid the negative consequences of customers’ interactions with AI in information
disclosure contexts.

2. Theoretical background

AI appears in nearly all areas of consumers’ lives, such as online shopping, banking, and the travel industry, and it has
started replacing human employees in many industries. Although the use of AI is prevalent, consumers are still averse to
using AI for various tasks that can be conventionally performed by humans (Castelo et al., 2019; Dietvorst et al. 2015;
Longoni et al., 2019; Niszczota & Kaszas, 2020), a phenomenon known as algorithm aversion. Despite a general reluctance
to prefer algorithms, recent research has identified several factors that would mitigate or attenuate algorithm aversion. Con-
sumers are less reluctant to utilize AI, for example, when the decision task is objective (Castelo et al., 2019), when it is per-
ceived as requiring consideration of unique characteristics of customers (Longoni et al., 2019), or when external factors make
people think that human judgment is imperfect (Karatas� & Cutright, 2023).

Although these findings significantly advance our understanding of consumer-technology interaction, they provide lim-
ited insight into the brand-related outcomes associated with disclosing information to AI or human agents. As shown in
Table 1, prior research on information disclosure in contexts where consumers interact with technology has primarily
focused on identifying antecedents of consumers’ information disclosure and has explored how interacting with AI versus
a human agent influences the propensity to disclose information (Kim et al., 2022; Lucas et al., 2014; Pickard et al., 2020;
Pitardi et al., 2021; Uchida et al., 2017). On the other hand, emerging research that examined brand-related outcomes of con-
sumers’ interaction with technology (Bergner et al., 2023; Cheng & Jiang, 2020; Cheng & Jiang, 2022; Lin &Wu, 2023; McLean
et al., 2021; Minton et al., 2022) has not examined information disclosure contexts. Additionally, these studies have largely
focused on specific features and attributes of AI, without necessarily comparing consumer-human and consumer-technology
interactions. In the current research, we address these gaps in the extant literature by examining the differential impact of
disclosing information to an AI and a human agent on an important brand-related outcome—brand trust.

How might disclosing information to AI influence brand trust compared to disclosing information to humans? Drawing
from established findings in cognitive psychology, which suggest that one’s behaviors can influence their attitudes (e.g.,
Festinger, 1962), one might expect that disclosing information to AI would enhance consumers’ trust in the brand. As indi-
viduals may be motivated to reduce the dissonance associated with sharing information with an agent they are averse to, it
could lead to increased trust in the brand. On the other hand, research looking at the consequences of sharing information
with AI and humans has found that emotional (i.e., feeling better, negative mood), relational (i.e., perceived warmth of the
partner, interaction enjoyment, liking), and psychological (i.e., self-affirmation) outcomes of information disclosure to AI and
2



Table 1
Recent research on sharing information with AI.

Authors Setting Consumer
Disclosure

Brand-
related
Outcomes

Comparing
AI to
Human(s)

Major Finding

Lucas et al.,
2014

Information disclosure to virtual
humans operated by computes vs
actual humans

U U Interacting with a computer program as opposed to a
human decreases fear of disclosure and impression
management concerns as well as increasing the
display of emotions and willingness to disclose.

Pickard
et al.,
2016

Preference for interacting with AI vs
human in disclosure of sensitive
topics

U U Individuals prefer human-like avatars controlled by
computers over actual humans in disclosure of
sensitive information because of the evaluative
capability of the interviewer.

Uchida
et al.,
2017

Counseling system using human vs
robots

U U Robots can promote disclosure of negative topics
more than humans.

Ho et al.,
2018

Consequences of self-disclosure to
humans and robots

U U Emotional, relational, and psychological outcomes of
disclosure are similar for humans and chatbots.

Schuetzler
et al.,
2018

Conversational agents’
characteristics on disclosure

U U Individuals give more socially desirable responses to
sensitive questions when they interact with humans
compared to chatbots.

Pickard &
Roster,
2020

The influence of the presence of
human face on disclosure

U U Audio-only computer-assisted self-interview fosters
more disclosure compared to a human-like agent or a
human interviewer.

Cheng &
Jiang,
2020

The impact of gratifications from
chatbot use and privacy risks on
customer satisfaction and brand
loyalty

U Utilitarian (information), hedonic (entertainment),
technology, and social gratifications from chatbot use
increase satisfaction, while perceived privacy risk
reduces it. Higher (vs. lower) levels of satisfaction in
turn positively (vs. negatively) influences brand
loyalty.

McLean
et al.,
2021

The attributes of AI voice assistants
in influencing brand engagement

U The social presence, perceived intelligence, social
attraction, usefulness, and ease of use of AI voice
assistants positively influence consumer brand
engagement. However, trust concerns have negative
impact on brand engagement.

Pitardi
et al.,
2021

The effect of interaction partner on
anticipated embarrassment

U U Interacting with robots as opposed to humans
decreases anticipated embarrassment. The effect is
driven by the lower levels of agency attribution to
robots.

Srinivasan
& Sarial-
Abi,
2021

Role of algorithm vs human in a
brand harm crisis

U U Consumers respond less negatively when a brand
crisis is caused by AI as they attribute less agency and
responsibility to AI compared to humans.

Cheng &
Jiang,
2022

The impact of chatbot marketing
efforts on customer response

U Interaction, information, accessibility, entertainment,
and customization of chatbot service agents
positively influence customer-brand relationships,
which in turn enhance brand loyalty, preference for
the brand, and purchase intention.

Kim et al.,
2022

Consumer self-disclosure of sensitive
information to AI/human

U U Consumers disclose sensitive information to AI more
than they do to humans because of their lay beliefs
about AI’s incapability of social judgment.

Minton
et al.,
2022

Consumer religiosity and responses
to AI and companies using AI

U U Consumer religiosity positively influences attitudes
toward AI employees as well as companies using AI.

Lin & Wu,
2023

The role of perceived contingency of
chatbots in driving consumer
engagement and consumer
responses

U Perceived contingency of social media chatbots
enhances customer engagement, which then
positively influences customer responses related to
both the brand (i.e., intimacy, attachment, and
purchase intention) and the chatbot (i.e., intention to
continued use).

Bergner
et al.,
2023

The impact of AI conversational
interfaces on consumer-brand
relationship

U U Integrating key properties of human-to-human
dialogue into interactions of consumers with AI
promotes more intimate consumer-brand
relationships and results in higher willingness to pay
for the brand, higher brand advocacy and higher
brand loyalty.

Current
Research

The effect of information disclosure
to AI vs human on brand related
outcomes

U U U Disclosing information to AI as opposed to humans
decreases consumers’ trust in brands. The effect is
driven by consumers’ inference that an artificial
agent shares information with a larger audience,
which increases consumers’ sense of exploitation.
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humans do not differ (Ho et al., 2018). This finding then suggests that consumers may not differ in trusting a brand after
disclosing information to AI or a human. In the current research, we build on the mind perception theory to hypothesize that
sharing information with AI indeed impairs brand trust. In what follows, we briefly review the literature on the link between
consumer information disclosure and brand trust, followed by how consumers perceive AI.

2.1. Consumer information disclosure and trust

Although trust has been defined and conceptualized from various perspectives in consumer research, these conceptual-
izations all incorporate consumers’ confidence in the dependability (i.e., whether the brand has good intentions) and com-
petence (i.e., whether the brand is capable of actualizing its intentions) of a brand as fundamental aspects of brand trust
(Herbst et al., 2012). In this vein, these dimensions of trust could be mapped onto the fundamental dimensions of social per-
ception in general, which have been named differently in various research streams such as warmth and competence (Fiske
et al., 2007), nurturance and dominance (Wiggins & Broughton, 1991), communion and agency (Abele & Wojciszke, 2007),
and agency and experience (Gray et al., 2007). As a crucial factor in forming sustainable and successful marketing relation-
ships (Morgan & Hunt, 1994; Urban et al., 2000), trust has been considered an asset that is gradually built on former inter-
actions with brands (Albert & Merunka, 2013).

Most pertinent to the current research, studies on brand trust have investigated the link between brand trust and disclos-
ing information. These studies have consistently found that trust significantly influences consumers’ information sharing,
such that consumers are more willing to disclose information when they trust in a brand or company more (Dinev &
Hart, 2006; Hoffman, et al., 1999). Furthermore, initial levels of trust established before a customer interacts with a brand
enhance the disclosure of personal information (Dinev & Hart, 2006; Hoffman et al., 1999; Metzger, 2017; Treiblmaier &
Chong, 2013; Wottrich et al., 2017). Relatedly, contextual cues implying trustworthiness, such as personalized social cues
of immediacy (Lee & LaRose, 2011) and privacy seals (Keith et al., 2015), enhance voluntary information disclosure by
customers.

The conceptualization of trust in the past literature as being gradually established after several customer—brand interac-
tions (Doney & Cannon, 1997; Garbarino & Johnson, 1999) limits the relevance of past studies to a plethora of current busi-
ness practices. Today, many companies require consumers to share personal information even before they form a
relationship with the brand. For instance, a customer needs to respond to at least fifty questions about themselves to open
an account and start using the dating application OkCupid. Similarly, consumers share their previous experiences with yoga
and reveal their preferences for background voice and music even before creating an account on the Down Dog yoga appli-
cation. Likewise, they give a lot of information, including their temporal focus, interpersonal relationships, and goals, to open
an account on the self-care application Fabulous. These and many other examples point out to the fact that consumers often
need to disclose information to brands even before they have a chance to build trust in the brand.

Established research on interpersonal trust has shown that people rely on superficial cues, such as assumed characteris-
tics of the interaction partners (DeSteno et al., 2012; Yip & Schweitzer, 2015), to make inferences regarding the likelihood of
the interaction partner to exploit the relationship (De Cremer, 1999; Weiss et al., 2018). For instance, men with a greater
facial-width ratio are considered less trustworthy because their partners use this facial cue to perceive them as being more
likely to exploit their relationship (Ormiston et al., 2017; Stirrat & Perrett, 2010). Likewise, non-verbal cues that signal a
higher likelihood of reciprocity (and, thus, a lower likelihood of exploitation) in an economic game can increase trust
(DeSteno et al., 2012). These findings are in line with the suggestions that trust is built on the anticipated risk of exploitation
(Clark & Waddell, 1985; Deutsch, 1958), and the perceived integrity of the interaction partner plays a critical role in estab-
lishing trust (Mayer et al., 1995).

Synthesizing key findings and addressing the gaps in the literature, we explore information disclosure as an antecedent of
consumers’ trust in brands. As consumers use contextual cues to infer the risk of exploitation during their interactions (e.g.,
DeSteno et al., 2012; Ormiston et al., 2017), we predict that the agent to which consumers disclose information will lead to
different outcomes for brands. This is because humans and AI are perceived differently on fundamental dimensions of social
perception, resulting in differential levels of a sense of exploitation, which we discuss next.

2.2. Consumers’ perception of (and, disclosure to) AI

Past research on customer-technology interaction has evinced that consumers’ attributions to AI are strikingly different
from attributions made to humans (Shank & DeSanti, 2018). Mind perception, a psychological process in which people attri-
bute mental states such as reasoning, consciousness, or emotions to the objects (Gray et al., 2007; Premack & Woodruff,
1978), is considered an essential element of social life (Waytz et al., 2010). Multiple research streams in social cognition have
explored the attribution of higher or lower levels of mind (i.e., anthropomorphization and dehumanization) and have
demonstrated that people attribute mind not only to other humans but also to other living beings and objects (e.g., Gray
et al., 2007). The attribution of mind to other social and non-social agents is influenced by various factors that could be
related to the perceiver or the perceived, such as the motivation for social connection (Epley et al., 2007), likeableness
(Kozak et al., 2006), and perceived similarity (Haslam, 2006).

Importantly, research has shown that people attribute significantly lower levels of mind to AI than they do to other people
(e.g., Gray et al., 2007; Srinivasan & Sarial-Abi, 2021). In other words, AI is considered less of a social agent (Lefkeli et al.,
4
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2021), lacking fundamental human capabilities of agency and experience (Srinivasan & Sarial-Abi, 2021) or warmth and
competence (Luo et al., 2019; Zhang, Chen, & Xu, 2022). These dimensions relate to the two fundamental aspects of trusting
a counterpart in a social interaction, namely, dependability and competence (Herbst et al., 2012; Kulms & Koop, 2018). As AI
has been conceptualized as a mere technical tool that has the capacity to make objective and neutral decisions (Green &
Viljoen, 2020), consumers do not consider it as an interaction partner with its own intentions or experiences, traits typically
attributed to other humans and social agents (Lefkeli et al., 2021).

Further empirical support for the finding that customers perceive AI as lacking human capabilities also comes from
research on consumer information disclosure. Investigating the impact of the type of interaction agent (i.e., AI vs. human)
on information disclosure, studies have found that consumers are more willing to disclose information to AI, mostly because
of its lack of human-like capabilities such as social judgment capability (Kim et al., 2022), evaluative capability (Pickard et al.,
2016), and agency (Pitardi et al., 2021). Not acknowledging AI as a social actor, customers who interact with AI do not expe-
rience as many impression management concerns (Lucas et al., 2014) or embarrassment (Pitardi et al., 2021) as they typically
do during their social interactions.

As AI is not perceived as a social agent, we argue that a communication episode in which consumers disclose information
to AI will result in inferences regarding the presence of other social agents (i.e., humans). In other words, consumers perceive
AI, about which they have limited knowledge and are trying to make sense of (Bonezzi et al., 2022; Puntoni et al. 2021;
Querci et al., 2022; Rai, 2020), as operating primarily at the surface level. They believe that the AI will share the disclosed
information with other agents possessing agency and experience (i.e., humans) who operate in the background. Thus, we
predict that consumers will be more likely to think that there is a larger audience with whom their information will be
shared.

This prediction is consistent with previous findings that information disclosure requests and the very act of disclosing
information prompt consumers to think about the potential recipients of the information they disclose (Luo, 2002). In today’s
world, most consumers are concerned that their information could be shared with third parties (Anton et al., 2010). The sig-
nificance of these concerns regarding the recipients of the information is evident in past findings, which demonstrate that
signaling the brand’s non-malicious intent by assuring that the information will not be shared with a large audience (Keith
et al., 2015; Rifon et al., 2005) positively impacts consumer disclosure.

2.2.1. Information disclosure to AI and audience size inferences
To the best of our knowledge, no study has yet examined the impact of information disclosure on audience size infer-

ences. Thus, we tested this critical conjecture of our theorizing in two pilot studies. In the first study, students from a Euro-
pean university (n = 164; Mage = 22 years; 92 female) participated in a single-factor (agent: AI vs. human) study in exchange
for course credit. We randomly assigned participants to one of the two agent conditions. In the AI (vs. human) condition,
participants recalled a time when they called a call center and a chatbot (vs. a customer representative) asked them to dis-
close personal information. They wrote down what they thought at that time.

We analyzed the data using OpenAI’s GPT-3 (i.e., ChatGPT), a large language model (LLM) chatbot, which has been shown
to be an acceptable method for coding open-ended responses (Mellon et al., 2022). GPT-3 categorized responses based on the
inferences participants made about the recipients of the information (see Appendix A1 for details).

Overall, 73% of the participants made inferences about the potential recipients of the information shared with the cus-
tomer service agent, which was significantly different from the test proportion of .5 (p < .001). The percentage of participants
making an inference in both the human (78%; p < .001) and AI (68%; p = .001) conditions was significantly higher than the
test proportion. Importantly, the proportion of participants who made an inference about audience size did not differ across
the two conditions (p = .12).

In a separate pilot, we tested the second critical aspect of our theorizing regarding inferences about the potential audi-
ence. More specifically, we tested 1) whether inferences about the potential recipients of the information were peculiar to
information disclosure (i.e., if customers were particularly prone to make an inference about audience size when they dis-
closed information compared to when they did not), and 2) if information disclosure to AI resulted in the inference of a larger
audience compared to information disclosure to a human.

We recruited four hundred US-based participants (194 females, 3 non-binary; Mage = 43.8 years) on Amazon Mechanical
Turk in return for a small monetary payment. The study employed a 2 (information disclosure: absent vs. present) � 2
(agent: human vs. AI), between-subjects design. Participants were randomly assigned to one of the two agent conditions
and were informed about a fictitious internet service provider, Conternet, which was purportedly presented as a new com-
pany with special offers as part of its launch campaign. They were asked to imagine that they called the customer service of
Conternet to learn more about their special deals. Participants in the AI (vs. human) condition imagined that they contacted
an AI (vs. human) customer representative. Participants in the information disclosure condition were additionally asked to
imagine that they provided their contact details during the call. Finally, participants rated the size of the audience with
whom the content of this call would be shared (1: ‘‘a few people;” 7: ‘‘several people”) and rated the customer service agent’s
warmth and competence (1: ‘‘not at all;” 7: ‘‘very much”).

A two-way ANOVA on perceived audience size resulted in significant main effects of agent (MAI = 3.78, SD = 2.12;
Mhuman = 3.24, SD = 1.83; F(1, 395) = 7.54, p = .006) and information disclosure (Mno disclosure = 3.73, SD = 2.10;Mdisclosure = 3.29,
SD = 1.87; F(1, 395) = 4.95, p = .027), and an insignificant interaction term (F(1, 395) = 1.63, p = .20). Planned contrasts
showed that perceived audience size was larger when people disclosed information to AI (MAI—disclosure = 3.68, SD = 2.08)
5
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compared to when they disclosed to humans (Mhuman—disclosure = 2.89, SD = 1.54; F(1, 395) = 8.08, p = .005). However, per-
ceived audience size was not significantly different between AI and human conditions when information disclosure was
absent (MAI—no disclosure = 3.87, SD = 2.17; Mhuman—no disclosure = 3.58, SD = 2.03; F(1, 395) = 1.08, p = .30). Importantly, when
customers imagined interacting with AI, the audience size perceptions did not differ between information disclosure
(MAI—disclosure = 3.68, SD = 2.08) and no information disclosure conditions (MAI—no disclosure = 3.87, SD = 2.17, F(1, 395) = .45,
p = .5). Supporting our theorizing, we found significant main effects of agent on competence (MAI = 4.61, SD = 1.57; Mhu-

man = 5.23, SD = 1.18; F(1, 395) = 19.22, p < .001) and warmth (MAI = 3.29, SD = 1.64, Mhuman = 4.96, SD = 1.14; F(1,
395) = 138.18, p < .001) perceptions. We found that AI was perceived as significantly less competent and less warm than
the human representative, while the main effects of disclosure (p’s > .38) and the interaction terms (p’s > .53) were insignif-
icant for both competence and warmth perceptions.

The significant main effect of information disclosure on audience size suggests that customers think about the potential
parties that may have access to the information regarding their behavior to a greater extent, especially when they disclose
information. Furthermore, they infer a larger audience in their interactions with AI, to which they ascribe lower levels of
social capabilities of warmth and competence, compared to humans.

2.3. The current research

Building on the aforementioned literature and the findings of the two pilot studies, we argue that disclosing information
to AI, as opposed to humans, will influence brand trust through differential levels of the sense of exploitation that will be
experienced by customers. More specifically, we predict that disclosing information to AI will induce a higher sense of
exploitation, driven by the inference that the information will be shared with a larger audience compared to disclosing infor-
mation to humans. We further predict that this higher level of the sense of exploitation will decrease consumers’ trust in
brands.

Note that our main prediction is based on a process that involves the mediating role of two important factors, which
points to theory-driven boundary conditions for the proposed effect. First, we predict and show in one pilot study that
the effect is driven by an inference regarding the number of people with whom the disclosed information is shared by dif-
ferent agents (AI versus human). Specifically, the anticipated audience is larger in the case of sharing information with AI.
This suggests that contextual cues signaling a smaller audience will mitigate the negative consequences of disclosing infor-
mation to AI. Therefore, we further predict that an important and widely used contextual cue that signals a smaller audience
size—informing participants that the information will not be shared with third parties—will attenuate the effect due to its
impact on inferences regarding the anticipated audience size.

Likewise, certain elements such as the relevance of the requested information in a communication episode can increase
the anticipated audience size even when consumers disclose information to humans. The level of mind attribution to a
machine will not depend on the relevance of the information requested by AI. However, if a social actor (i.e., another human)
requests the disclosure of irrelevant information, consumers will think that he or she is ill-intended and might share the
information with others (see Martin et al., 2017 for similar propositions). Thus, we also predict that a request for irrelevant
information made by humans will lead to lower trust in the brand.

The second mediator in our conceptualization is the sense of exploitation that will result from the anticipated audience
size. Although past research documents that consumers are concerned about data security, confidentiality, and the use of
their data by other parties (Lambrecht & Tucker, 2013; Morey et al., 2015; Steenkamp & Geyskens, 2006), some consumers
are more susceptible to these negative consequences than others, especially when they share sensitive information (Milne
et al., 2017). We predict that the sense of exploitation will impact brand trust even more intensely when consumers have
higher levels of privacy concerns. However, this effect will be relatively weaker among those with lower levels of concern
regarding the confidentiality and use of their information by third parties.

Finally, at the core of our theorizing lies the idea that consumers do not perceive AI as a social counterpart; instead, they
attribute lower levels of mind and perceive AI as lacking human capabilities. This suggests that anthropomorphization of the
agent can attenuate the effect, as it leads to attributing mind to AI (Kiesler et al., 2008) and results in perceiving AI as a social
actor with human-like capabilities (Waytz et al., 2010; see Fig. 1 for a summary of our conceptual model).

2.4. Overview of studies

In the remainder of this article, we present results from seven studies that test our predictions. In Study 1A, using click-
through rate as a proxy for trust, we demonstrate in a real-life setting that consumers trust brands less when they are
informed that they will disclose information to an AI (vs. human) customer representative. In Study 1B (as well as Studies
1C and 1D, reported in Appendix A3), we use different types of information (i.e., financial, contact, and personally identifiable
information) and brands (i.e., both fictitious and real) to show that consumers trust brands less after considering disclosing
information to AI compared to humans. In Study 2, we provide direct empirical evidence for our proposed mechanism that
disclosing information to AI increases the anticipated audience size, which, in turn, heightens the sense of exploitation and
decreases consumers’ trust in brands. In Study 3, we identify the moderating role of consumers’ privacy concerns and show
that the effect of disclosing information to AI on brand trust is more pronounced for individuals highly concerned about their
privacy. Finally, in Studies 4–6, we identify theory-driven boundary conditions. Specifically, we show that the obtained
6
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effects are mitigated when (1) customers are informed that the confidentiality of their information is protected, (2) AI is
anthropomorphized, and (3) the information is relatively less relevant.

3. Study 1A

Our main objective in Study 1A is to explore the impact of disclosing information to a human versus an AI agent on con-
sumers’ trust in brands in a real-world setting. With this goal, we conduct a field experiment on Google AdWords using
advertisements that promote disclosing information to a human or an AI agent. We use clickthrough as an indicator of con-
sumers’ trust in brands (see Appendix A2 for a pretest). We predict that people will be less likely to click on a search ad that
asks them to share personal information with an AI agent than one that asks sharing information with a human.

3.1. Method

We designed two versions of an online advertisement for a fictitious financial advisory firm, Winvestus. The headline in
the AI condition read, ‘‘Talk to our AI | Share financial information |Manage your money better.” This headline was accompanied
by the information that read, ‘‘Share your financial information with our artificial agent customer representatives. Our AI experts
will use this information to best manage your money.” The headline in the human condition read, ‘‘Talk to our people | Share
financial information | Manage your money better.” Further, the information in the human condition read, ‘‘Share your financial
information with our human customer representatives. Our human experts will use this information to best manage your money”
(see Fig. 2 for sample ads used in the ad campaign).

Based on the recommendations of Google Ads, we specified seven keywords (e.g., financial advisor, investment manage-
ment, money, profit) to advertise the search ads. In other words, one of the two ads was shown to Internet users in the United
States whenever they made a Google search using these keywords. The ads were run over five days in June 2021 with an
approximate daily campaign budget of 20 USD. Those who clicked on our ads were taken to a separate webpage explaining
that the shown ad was part of an academic research.
Fig. 2. Google Ad campaigns in Study 1.
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3.2. Results and discussion

The two campaigns received a total of 2078 impressions and 31 clicks. In line with past research (Kronrod et al., 2012;
Winterich et al., 2019), we used clickthrough rates (i.e., the average number of clicks per appearance) as our dependent mea-
sure. We conducted a chi-square analysis of the difference between the average percentage of the click-through on the AI
and the human versions of the campaign. The analysis revealed that the click-through rate was significantly higher for
the advertisement that promoted information disclosure to a human (1.97%) than for the advertisement that promoted infor-
mation disclosure to AI (.88%; v2 = 4.14, p < .05).

Involving a behavioral measure, this finding suggests that consumers trust a brand less when its ad implies disclosing
information to AI as opposed to humans. Although it is a small-scale campaign, the significant difference between con-
sumers’ clicks on these ads provides support for our hypothesized effect. Furthermore, it is a stronger test for our prediction
because past research has shown that consumers are not reluctant to use algorithms in objective tasks such as taking finan-
cial advice (Castelo et al., 2019). Our finding in Study 1A, which tested the hypothesized effect in a relatively objective,
cognition-driven context, suggests that algorithm aversion can extend even to objective tasks when it requires consumers
to disclose information.

4. Study 1B

In Study 1B, our aim is to test the predicted effect by directly measuring brand trust. We expect that consumers would
report lower levels of brand trust after disclosing information to AI compared to a human representative.

4.1. Method

We recruited one hundred and ninety US-based participants (114 female; Mage = 45.3 years) on Amazon Mechanical Turk
in exchange for a small monetary payment. Two participants who failed an initial attention check question were excluded
from the final analysis. The study employed a single-factor (agent: AI vs. human), between-subjects design. Participants in
the AI (vs. human) condition were asked to imagine that they called their bank to get information about the interest rates,
and that they shared information regarding their savings with an AI (vs. human) customer representative. Then, participants
completed the 4-item brand trust scale (Chaudhuri & Holbrook, 2001), which was extensively used in past research (Becerra
& Badrinarayanan, 2013; Coyle et al., 2012; Herbst et al., 2012; Kim et al., 2019). Finally, participants indicated their demo-
graphics and were thanked.

4.2. Results and discussion

We first computed a composite brand trust score by averaging participants’ responses to scale items (Cronbach’s
alpha = .96). A one-way ANOVA on this composite score revealed a significant effect of the agent (F(1, 186) = 7.20,
p < .01). Supporting our basic prediction, participants who imagined disclosing financial information to an AI customer rep-
resentative reported lower levels of trust in the brand (MAI = 5.07, SD = 1.43; Mhuman = 5.60, SD = 1.26).

This finding provided further support for our prediction that disclosing information to AI results in lower levels of trust
than disclosing information to a human. Moreover, two additional studies reported in Appendix A3 corroborated these find-
ings by showing that the effect occurs also for fictitious brands with which customers did not have any prior interaction, and
when they share different types of information (i.e., demographic and contact information).

5. Study 2

The main objective of Study 2 is to explore the underlying mechanism of the effect of agent type on brand trust. We pro-
pose that when consumers are asked to disclose their information, they will think that AI will share this information with a
larger number of people compared to a human, which will heighten their sense of exploitation. We further predict that this
heightened sense of exploitation will result inlower levels of trust in brands. Study 2 directly tests this serial mediation
model. The second goal of Study 2 is to rule out an alternative explanation based on the perceived value of information.
It might be argued that consumers infer that algorithms are programmed to obtain more valuable information for compa-
nies, which could alternatively explain the observed effect. The mind perception theory, on the other hand, does not imply
that the value of the information to be shared with AI (i.e., whether relatively less or more valuable information is shared)
would change the perception that AI lacks its own intentions. Thus, we expect our findings to hold irrespective of the per-
ceived value of the information.

5.1. Method

We recruited three hundred and two US-based participants (154 female, 2 non-binary; Mage = 41.4 years) on Amazon
Mechanical Turk in return for a small monetary payment. Participants were randomly assigned to one of two agent
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conditions (agent: AI vs. human) and were informed about a new brand entering the market. We then asked participants to
imagine that they shared their contact information with either a human or an AI customer representative. After reading the
text, participants completed the brand trust scale (Chaudhuri & Holbrook, 2001). We next measured anticipated audience
size (adapted from Barasch & Berger, 2014) by asking participants to rate the number of people that the agent would share
the information they disclosed on a 7-point scale (1 = ‘‘a few people,” 7 = ‘‘several people”), using the same single-item mea-
sure as in pilot study 2. Then, we asked participants two questions measuring the extent to which they believe that the rep-
resentative would be exploitative and willing to take advantage of their information (1 = ‘‘not at all,” 7 = ‘‘to a great extent;”
Clark & Waddell, 1985). Next, we measured perceived value of the information by asking participants two questions on their
perception of the importance and meaningfulness (1 = ‘‘not at all,” 7 = ‘‘to a great extent;” adapted from Zhang et al., 2011) of
the information they shared with the agent. Finally, participants provided demographic information and were thanked.

5.2. Results

We excluded the response of one participant who failed an initial attention check question, resulting in a final sample size
of three hundred and one.

Brand Trust. A one-way ANOVA resulted in a significant main effect of the agent (F(1, 299) = 9.93, p = .002) on the com-
posite brand trust score (Cronbach’s alpha = .95). Participants who imagined disclosing contact information to AI trusted the
brand less than those who imagined disclosing it to a human (MAI = 4.04, SD = 1.40; Mhuman = 4.54, SD = 1.36).

Perceived Value of Information. A one-way ANOVA yielded that the agent with which participants imagined sharing infor-
mation did not influence the perceived value of the information (MAI = 4.58, SD = 1.69; Mhuman = 4.56, SD = 1.57; F(1,
299) = .009, p > .9). Importantly, we checked the potential mediating role of the perceived value of information using PRO-
CESS (Hayes, 2018) Model 4 with 10,000 bootstrapped samples. The test yielded that the indirect effect of agent type on
brand trust through the perceived value of information was insignificant (b = -.002, CI95% = [-.06, .06]). These findings rule
out the possibility that the effect could be explained by differences in the perceived value of information.

Serial Mediation Analysis. We tested the proposed mediation model using PROCESS (Hayes, 2018) Model 6 with 10,000
bootstrapped samples. In the model, we included agent type (0: human, 1: AI) as the independent variable, brand trust as
the dependent variable, anticipated audience size as the proximal mediator, and the sense of exploitation as the distal medi-
ator. Serial mediation analysis showed that the agent type significantly increased the anticipated audience size (b = .58; t
(299) = 2.89, p = .004; CI95% = [.19, .98]), which in turn significantly increased the consumers’ sense of exploitation
(b = .72; t(298) = 20.12, p < .001; CI95% = [.65, .79]). This sense of exploitation then significantly decreased consumers’ trust
in brands (b = -.38; t(297) = -6.11, p < .001; CI95% = [-.51, -.26]).

The hypothesized indirect effect of agent type on brand trust through anticipated audience size and the resulting sense of
exploitation was significant (b = -.16, CI95% = [-.29, -.05]). The direct effect of the agent type on brand trust was reduced after
accounting for the proposed mediators but remained significant (b = -.35; t(297) = -2.52, p = .012; CI95% = [-.61, -.08]), sug-
gesting partial mediation (see Fig. 3 for path coefficients).

Importantly, we found that the models with either of the two proposed mediators were insignificant. More specifically,
the effect of agent type on brand trust was not mediated by only the audience size inferences (b = -.04, CI95% = [-.14, .02]) or
by only the sense of exploitation (b = .05, CI95% = [-.05, .14]). Moreover, a serial mediation model in which we reversed the
order of the mediators (i.e., agent type? sense of exploitation? brand trust) was not significant (b = -.02, CI95% = [-.07, .01]).

5.3. Discussion

Study 2 replicated our main finding that disclosing information to AI results in lower trust in brands than disclosing infor-
mation to a human. More importantly, results from Study 2 provided empirical evidence in support of our process prediction.
We showed that the negative effect of sharing information with AI on brand trust is driven by an inference regarding the
anticipated size of the audience with which this information will be shared, and subsequently, by the resulting sense of
exploitation.
Fig. 3. Serial mediation model in study 2. Note.—Path coefficients of serial mediation model in Study 2. *p <.05; **p <.001.
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6. Study 3

The main objective of Study 3 is to test the hypothesized role of individual differences in privacy concerns. If our theory
holds true, then the sense of exploitation should have a greater impact on brand trust among consumers who are relatively
more concerned about the privacy of their data. To test this prediction, we measure participants’ chronic levels of privacy
concerns in Study 3 and test their role in the hypothesized model. Another goal is to enhance the generalizability of our pro-
cess evidence, which we documented in Study 2, by testing it in another context that involves sharing a different type of
information.

6.1. Method

Two hundred US-based participants (116 female; Mage = 47.3 years), recruited on Amazon Mechanical Turk, completed
the study in exchange for monetary payment. Participants were randomly assigned to one of the two conditions (agent:
AI vs. human). Participants in the AI (vs. human) condition were asked to imagine that they had called their bank to learn
about a new credit card, and that they had provided their personal details, including their date of birth, social security num-
ber, phone number, e-mail address, home address, and their current credit card limit, to an AI (vs. human) customer
representative.

Next, akin to Study 2, participants completed the same brand trust scale (Chaudhuri & Holbrook, 2001), rated the size of
the anticipated audience (Barasch & Berger, 2014), and reported their sense of exploitation (Clark & Waddell, 1985). Finally,
we measured participants’ concerns regarding organizational information privacy practices (Smith et al., 1996).

6.2. Results

We excluded one participant who failed an initial attention check question, resulting in a final sample of one hundred and
ninety-nine participants.

Brand Trust. Replicating our findings from previous studies, a one-way ANOVA revealed a significant main effect of agent
(F(1, 197) = 5.94, p = .016) on brand trust (Cronbach’s alpha = .97). Participants who imagined disclosing information to AI
trusted the brand less (MAI = 4.81, SD = 1.69; Mhuman = 5.34, SD = 1.35).

Moderated Serial Mediation. We tested the proposed moderated serial mediation model using PROCESS (Hayes, 2018)
Model 87 with 10,000 bootstrapped samples. We obtained a significant moderated mediation index (index = -.09, CI95% =
[-.19, -.01]). The analysis showed that disclosing information to AI increased the anticipated audience size (b = .90; t
(197) = 3.76, p < .001; CI95% = [.43, 1.37]), which then significantly increased the sense of exploitation (b = .70; t
(196) = 16.12, p < .001; CI95% = [.62, .79]).

This heightened sense of exploitation interacted with participants’ chronic levels of privacy concerns to predict their trust
in the brand. Importantly, the direct effect of the sense of exploitation on brand trust was no longer significant when the
level of privacy concerns was included as a moderator (b = .39; t(193) = 1.29, p = .19; CI95% = [-.21, .99]). Similarly, the direct
effect of privacy concerns was only marginally significant (b = .34; t(193) = 2.01, p > .05; CI95% = [-.005, .69]). The interaction
between the sense of exploitation and privacy concerns, however, significantly influenced brand trust (b = -.14; t(193) = -
2.70, p < .01; CI95% = [-.24, -.04]). As predicted, the conditional effect was stronger among those with a higher sense of privacy
concerns (b = -.55; t(193) = -6.52, p < .001; CI95% = [-.72, -.38]) than those who were relatively less concerned about their
privacy (b = -.31; t(193) = -4.14, p < .001; CI95% = [-.46, -.16]; see Fig. 4 for path coefficients).
Fig. 4. Moderated mediation model in study 3. Note.—Path coefficients of moderated mediation model in Study 4. *p <.05; **p <.01; ***p <.001.
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6.3. Discussion

Replicating previous findings, these results show that disclosing information to AI increases the anticipated audience size,
evoking a higher sense of exploitation, which, in turn, decreases consumers’ trust in brands. Study 3 also provides further
support for our process prediction by demonstrating that brand trust decreases even more among consumers who are more
sensitive to the privacy of their data when they feel exploited.

7. Study 4

The objective of Study 4 is to test another moderator based on our theorizing: informing customers about the confiden-
tiality of their information. Note that our theorizing predicts that the effect is driven by an initial inference regarding the size
of the audience with whom this information would be shared. According to this proposed process, the effect should mitigate
when contextual cues signal a lower number of third parties with whom the information could potentially be shared. Thus,
we expect the effect to mitigate among participants who are informed that the confidentiality of the information will be
protected.

7.1. Method

Study 4 employed a 2 (agent: AI vs. human) � 2 (confidentiality of the information: control vs. confidential), between-
subjects design. We recruited four hundred and ninety-five US-based participants (254 female;Mage = 43.5 years) on Amazon
Mechanical Turk in exchange for a small payment.

Participants were randomly assigned to one of the four conditions and read a scenario about a fictitious financial advising
company. The scenario asked them to imagine sharing details about their financial savings with either a human or an AI rep-
resentative. In the control condition, no additional information was provided. In the confidentiality condition, they were
asked to imagine that the call was end-to-end encrypted, and that the details of the call would not be shared with third
parties.

Next, we measured participants’ trust in the brand (Chaudhuri & Holbrook, 2001), sense of exploitation (Clark & Waddell,
1985), and the size of the anticipated audience (Barasch & Berger, 2014). Finally, we asked participants to indicate their
demographics.

7.2. Results

We excluded responses from 11 participants who failed an initial attention check question, resulting in a final sample of
four hundred and eighty-four participants.

Audience Size. A two-way ANOVA revealed a significant interaction between agent type and the confidentiality of the
information on perceived audience size (F(1, 480) = 3.99, p = .046). Pairwise comparisons showed that participants in the
control condition thought that the information they disclosed would be shared with fewer people when the customer service
agent was human (MAI—control = 3.98, SD = 1.73; Mhuman—control = 3.13, SD = 1.70; F(1, 480) = 16.49, p < .001). However, the dif-
ference between the inferred audience size was mitigated when participants were informed that the information they shared
would be kept confidential (MAI—confidential = 3.11, SD = 1.75; Mhuman—confidential = 2.86, SD = 1.45; F(1, 480) = 1.41, p = .24).
Importantly, assuring confidentiality significantly decreased the anticipated audience size among participants who imagined
interacting with an AI agent (MAI—confidential = 3.12, SD = 1.75; MAI—control = 3.98, SD = 1.73; F(1, 480) = 15.76, p < .001). The
difference between the two human conditions was not significant (Mhuman—confidential = 2.86, SD = 1.45; Mhuman—control = 3.13,
SD = 1.70; F(1, 480) = 1.53, p = .22).

Brand Trust. A two-way ANOVA revealed significant main effects of agent (MAI = 4.31, SD = 1.42,Mhuman = 4.97, SD = 1.25; F
(1, 480) = 30.56, p < .001) and confidentiality of the information (Mcontrol = 4.40, SD = 1.37; Mconfidential = 4.87, SD = 1.35; F(1,
480) = 15.15, p < .001) on the composite brand trust score (Cronbach’s alpha = .96). More importantly, we obtained a margin-
ally significant interaction (F(1, 480) = 3.86, p = .05). Simple contrast analyses showed that participants in the control con-
dition reported significantly lower levels of trust in brands when they imagined disclosing information to AI (MAI—

control = 3.96, SD = 1.34; Mhuman—control = 4.85, SD = 1.26; F (1, 480) = 27.61, p < .001). Moreover, participants who imagined
interacting with AI reported significantly higher levels of trust when they were informed that the confidentiality of the infor-
mation would be protected (MAI—control = 3.96, SD = 1.34; MAI—confidential = 4.66, SD = 1.43; F(1, 480) = 17.15, p < .001). Addi-
tionally, the difference between the levels of trust reported by participants in different agent type conditions was mitigated
when they were informed about the protection of confidentiality (MAI—confidential = 4.66, SD = 1.43; Mhuman—confidential = 5.09,
SD = 1.24; F(1, 480) = 6.46, p = .011).

Moderated Serial Mediation. We tested the proposed moderated serial mediation model using PROCESS (Hayes, 2018)
Model 83 with 10,000 bootstrapped samples. In the model, we included agent type (0: human, 1: AI) as the independent
variable, information confidentiality as the moderating variable (0: confidentiality, 1: control), brand trust as the dependent
variable, anticipated audience size as the proximal mediator, and the sense of exploitation as the distal mediator. The anal-
ysis revealed that the hypothesized model was significant (index = -.13, CI95%= [-.27, -.001]).
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As we hypothesized, the indirect effect of the agent type on brand trust through the hypothesized moderator and medi-
ators was significant only in the control condition (b = -.18; CI95% = [-.30, -.08]), and it disappeared when participants were
informed about the confidentiality of the information (b = -.05; CI95% = [-.15, .03]). This was driven by the moderating role of
confidentiality on the impact of agent type on audience size inferences. While participants in the control condition reported
a significantly higher number of people with whom the information would be shared by AI than by a human (b = .86; t
(480) = 3.97, p < .001; CI95% = [.43, 1.28]), this difference disappeared in the confidentiality condition (b = .25; t
(480) = .24, p = .24; CI95% = [-.16, .67]). As in Studies 2 and 3, the anticipated audience size then significantly influenced
the sense of exploitation (b = .70; t(480) = 24.95, p < .001; CI95% = [.64, .75]), which in turn decreased trust in the brand
(b = -.30; t(480) = -6.65, p < .001; CI95% = [-.39, -.21], see Fig. 5).

7.3. Discussion

The findings of Study 4 provided additional support for our theorizing by showing that the lower sense of trust in brands
after disclosing information to AI is mitigated when consumers are informed that the confidentiality of their information is
protected. This is because protecting the confidentiality of the disclosed information significantly reduced the inferred audi-
ence size, leading to a lower sense of exploitation.

8. Study 5

The objectives of Study 5 are threefold. First, using a moderation-by-process approach (Spencer et al., 2005), we aim to
directly test the mediating role of the sense of exploitation by manipulating it. By so doing, we provide more direct evidence
for our proposed process.

Second, we aim to test the hypothesized moderation by anthropomorphism. As we predict and have shown in one pre-
liminary pilot study, consumers do not consider AI to be a social agent compared to humans, which underlies the obtained
effect. To directly assess the role of the extent to which AI is perceived as a social agent, we manipulate the anthropomor-
phism of AI. Given past research evincing that anthropomorphism results in attributing human-like qualities to AI (Gong,
2008; Eyssel & Kuchenbrandt, 2012), we predict the effect to attenuate when AI is anthropomorphized. Finally, to heighten
ecological validity, we use a real behavioral measure in this study.

8.1. Method

Study 5 employed a 3 (agent: human vs. anthropomorphized AI vs. non-anthropomorphized AI) � 2 (salience of exploita-
tion: low vs. high), between-subjects design. We recruited three hundred US-based participants (86 females, 10 non-binary;
Mage = 33.3 years) on Prolific in return for monetary payment. We excluded three participants due to failure in an attention
check question, resulting in a final sample size of two hundred and ninety-seven participants. Participants were randomly
assigned to one of the six conditions. In the first part of the study, participants in the low salience condition were asked to
recall a time when they shared information with a company and to briefly describe the experience. Participants in the high
salience condition were asked to think about a time when they shared an information with a company and felt exploited.
Next, they were given the description of a new dating app, Matchify, which was purportedly presented as being developed.
In the human condition (vs. the two AI conditions), the application was described as involving a human relationship expert
(vs. an algorithm), who would identify perfect matches for users based on their responses to 40 questions during account
setup. We used different visuals to manipulate the anthropomorphization of AI (see Fig. 6). After reading this information
about Matchify, participants reported their trust in the brand based on their impressions. Then, we administered our behav-
ioral measure by asking participants if they were willing to receive a download link for the beta version ofMatchify to try and
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provide feedback on the app (1 = ‘‘yes;” 2 = ‘‘no”). Finally, we asked a hypothesis guess question, but none of the participants
were able to guess it.

8.2. Results

Brand Trust. A two-way ANOVA revealed significant main effects of agent (MAI = 3.46, SD = 1.11; MAnthropomorphized AI = 4.19,
SD = 1.26;Mhuman = 4.03, SD = 1.35; F(2, 291) = 9.12; p < .001) and salience of exploitation (Mlow salience = 4.08, SD = 1.32;Mhigh

salience = 3.68, SD = 1.19; F(1, 291) = 6.77, p = .01) on the composite brand trust score (Cronbach’s alpha = .92). More impor-
tantly, it revealed a significant interaction of agent type and salience of exploitation on the composite brand trust score (F(2,
291) = 6.95, p = .001). Contrasts showed that when the sense of exploitation was not salient, participants in the non-
anthropomorphized AI condition reported significantly lower levels of trust compared to participants in the anthropomor-
phized AI condition (Mnon-anthropomorphized AI = 3.27, SD = 1.10, Manthropomorphized AI = 4.48, SD = 1.27, p < .001) and participants in
the human condition (Mhuman = 4.39, SD = 1.25, p < .001). The difference between the anthropomorphized AI and the human
conditions was not significant (p = .7).

However, when the sense of exploitation was salient, the difference across groups was not significant (F(2, 291) = .59, p =
.56). Participants in the human condition (Mhuman = 3.57, SD = 1.34) reported comparable levels of trust to participants in the
non-anthropomorphized AI (Mnon-anthropomorphized AI = 3.64, SD = 1.10; p = .79) and the anthropomorphized AI (Manthropomorphized

AI = 3.84, SD = 1.16; p = .3) conditions.
The effect was attenuated in the low salience condition because brand trust significantly decreased in the human (Mlow

salience—human = 4.39, SD = 1.25, Mhigh salience—human = 3.57, SD = 1.34; p < .001) and anthropomorphized AI (Mlow salience—anthropo

morphized AI = 4.48, SD = 1.27, Mhigh salience—anthropomorphized AI = 3.84, SD = 1.16; p < .01) conditions. The difference in brand trust
across low and high salience conditions when the AI was non-anthropomorphized, however, did not reach significance (Mlow

salience—non– anthropomorphized AI = 3.27, SD = 1.10, Mhigh salience—non-anthropomorphized AI = 3.64, SD = 1.10, p = .13).
Behavioral Measure. When the AI was anthropomorphized, a significantly higher proportion of participants in the low sal-

ience condition was willing to get the beta version of the app than in the high salience condition (v2(1, 98) = 6.78, p < .01).
Similarly, in the human condition, more participants in the low salience condition were willing to get the beta version than
in the high salience condition (v2(1, 97) = 6.33, p = .012). We found no significant difference between the low and high sal-
ience conditions when the AI was not anthropomorphized (v2(1, 98) = .06, p > .8).

8.3. Discussion

The findings of Study 5 provided compelling evidence for our proposed model. First, we presented direct evidence for the
role of the sense of exploitation in our theorizing. By manipulating the sense of exploitation directly, we demonstrated that
the effect was mitigated when the salience of exploitation was high. Second, in line with our conceptualization based on the
mind perception theory, a human-like AI agent mitigated the negative impact of disclosing information on brand trust.
Finally, by using a behavioral measure, we enhanced the ecological validity of our findings and showed that people were
equally willing to use a product when they imagined disclosing information to a human or to an anthropomorphized AI.
These preferences were higher than those observed in the non-anthropomorphized AI condition.

9. Study 6

Two objectives guide Study 6. First, we aim to provide further support for our theorizing as it relates to consumers’ per-
ception of AI as less of a social agent. More specifically, we test the moderating role of a variable which should not signif-
icantly impact the extent to which AI is attributed mind: the relevance of the requested information. We reason that AI
will be perceived as lacking human capabilities, regardless of whether the information it requests is relevant or irrelevant.
Consequently, we expect to obtain no significant difference in brand trust when AI requests relevant or irrelevant informa-
tion. However, the relevance of the information is likely to influence the effect of disclosing information to humans as it will
raise doubts about the use of this information (e.g., Martin et al., 2017), potentially resulting in differential levels of sense of
13
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exploitation. Thus, in the human condition, we expect to obtain a significant difference based on the relevance of the infor-
mation. Study 6 tests these predictions.

Second, unlike the studies we reported so far, Study 6 employs a relatively less subtle manipulation. Rather than inform-
ing participants about the characteristics of the information they provided, we directly ask questions that are either relevant
or irrelevant to the decision context. This allows us to manipulate information disclosure by making participants provide
information about themselves rather than merely imagining disclosing information.

9.1. Method

Study 6 employed a 2 (agent: AI vs. human) � 2 (information: relevant vs. irrelevant), between-subjects design. We
recruited four hundred US-based participants (192 females, 3 non-binary; Mage = 37.9 years) on Prolific in return for mon-
etary payment. We excluded three participants due to failure in an attention check question, resulting in a final sample size
of three hundred and ninety-seven. Participants were randomly assigned to one of four conditions and were informed about
a new app, Vocalify, which was purportedly presented as providing music recommendations based on customer input. In the
AI (vs. human) condition, participants were informed that an algorithm (vs. expert musicians) would evaluate their
responses and recommend a song. Next, participants in the relevant condition were asked to report their favorite music
genre, their motivation for listening to music, the average duration they spend to listen to music on a typical day, and
whether they could play a musical instrument. Participants in the irrelevant condition were asked to report their favorite
music genre, their motivation for going on a vacation, the average duration they spend on the Internet on a typical day,
and whether they had a life insurance. A pretest (n = 98; 58 females, 1 non-binary; Mage = 42.1) confirmed that the manip-
ulation was successful. One-sample t-tests showed that relevance ratings for the relevant questions were significantly higher
than the midpoint (M = 4.93, SD = 1.22; t(97) = 7.52, p < .001), while the ratings for the irrelevant questions were significantly
lower than the midpoint (M = 2.03, SD = 1.47; t(97) = -13.26, p < .001).

Next, participants were asked to wait while either the algorithm or an expert musician was evaluating their responses. In
the meantime, they were asked to complete the brand trust scale based on their impression of Vocalify. Finally, participants
received a music recommendation and were asked to evaluate it by reporting their liking and their willingness to explore
similar songs on a 7-point scale.

9.2. Results

Brand Trust. A two-way ANOVA revealed a significant main effect of relevance on the composite brand trust score (Cron-
bach’s alpha = .82; Mrelevant = 4.14, SD = .78; Mirrelevant = 3.96, SD = .87; F(1, 393) = 4.35, p = .038). The main effect of the agent
(MAI = 3.98, SD = 0.84; Mhuman = 4.11, SD = .80; F(1, 393) = 2.90, p = .09) and the interaction (p < .08) were marginally sig-
nificant. Planned contrasts showed that participants reported significantly lower levels of trust when they disclosed relevant
information to AI than when they disclosed relevant information to a human (Mrelevant—AI = 3.99, SD = .70; Mrelevant—hu-

man = 4.28, SD = .79; F(1, 393) = 5.55, p < .02). The difference between the levels of trust was mitigated when they were asked
to report irrelevant information (Mirrelevant—AI = 3.97, SD = .94; Mirrelevant—human = 3.96, SD = .78; F(1, 393) = .003, p = .97). This
effect occurred because trust within the human condition significantly dropped when the information was irrelevant (F(1,
393) = 7.50, p = .006). However, the difference between the levels of trust did not vary across AI conditions (F(1,
393) = .048, p > .8).

Recommendation Evaluation. The effect we obtained for trust did not spillover to actual evaluations. A two-way ANOVA
revealed that the agent type (F(1, 393) = 2.18, p = .14), the relevance of the information (F(1, 393) = 1.13, p = .29), or their
interaction (F(1, 393) = 1.13, p = .14) did not influence the liking of the recommended song. Similarly, the agent type (F(1,
393) = .30, p = .59), the relevance of information (F(1, 393) = 1.74, p = .19), or their interaction (F(1, 393) = .39, p = .53)
did not significantly impact participants’ willingness to explore similar songs.

9.3. Discussion

The findings of Study 6 showed that the relevance of information moderated the impact of agent type on brand trust. In
line with our theorizing, when participants were asked to provide irrelevant information by humans, their trust in the brand
significantly decreased.

10. General discussion

Across seven reported experiments (and, two studies reported in the Appendix A3), we showed that disclosing personal
information to AI results in lower levels of brand trust than disclosing information to a human agent. This effect is driven by
inferences that AI will share the information with a larger audience, which then heightens consumers’ sense of exploitation.
In line with our theorizing, we showed that this effect is mitigated when consumers are informed that their information will
be kept confidential, when AI is anthropomorphized, and when the requested information is relatively irrelevant.
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10.1. Theoretical contributions and future research

Our findings advance the growing stream of research on consumer-technology interactions in significant ways. Extant
research has shown that consumers are averse to using algorithms for tasks that can be performed by humans (Dietvorst
et al., 2015). These studies on algorithm aversion, however, mostly focused on technology adoption and examined when con-
sumers prefer interacting with AI versus a human (e.g., Castelo et al., 2019; Longoni et al., 2019). We extend these studies by
exploring the downstream consequences of forced interactions with different types of agents in an information disclosure
context, which is increasingly becoming a widespread marketplace practice.

As discussed previously and summarized in Table 1, we add to studies on consumer-technology interaction in informa-
tion disclosure contexts, which mostly identified factors that lead to consumer information disclosure (e.g., Kim et al., 2022;
Lucas et al., 2014; Pickard et al., 2016; Pickard & Roster, 2020; Pitardi et al., 2021; Uchida et al., 2017). Different from these
studies, we investigated how disclosing information influences an important company-level outcome—brand trust—as mod-
erated by agent type. This is also a novel contribution to studies investigating brand-related outcomes of consumer’s inter-
action with technology (e.g., Bergner et al., 2023; Cheng & Jiang, 2020; Srinivasan & Sarial-Abi, 2021), which did not examine
information disclosure contexts. We show that disclosing information to AI influences an important brand-related outcome
(i.e., brand trust), and this effect is substantially different from disclosing information to a human. This is an important find-
ing as brand trust is a crucial component both for the consumers to keep engaging with the brand and for the brand to stay in
the market. Research suggests that trust is an asset that is gradually established (Albert & Merunka, 2013). However, several
experiments we reported in the current research show that consumers establish a level of trust using the available contex-
tual elements in the interaction setting even without having a former relationship with the brand. Our findings indicate that
disclosing information in the tech-savvy marketplace can hurt brand trust. Future studies should continue examining other
downstream consequences of disclosing information to AI as companies are increasingly incorporating AI for capturing data
on consumers who share their data voluntarily or involuntarily (Puntoni et al., 2021). Although disclosing information to AI
impairs consumers’ trust in brands, the results from Study 6 suggest that consumers enjoy the outcomes of this interaction
as much as the ones who disclose information to a human. This finding implies that consumers have preconceptions about
disclosing information to AI; however, this may not always lead to optimal outcomes.

We also contribute to extant knowledge on consumers’ perceptions about and attitudes toward AI by documenting a
novel process. The negative effect of disclosing information to AI on brand trust is driven by two novel mediators: anticipated
audience size and the sense of exploitation. This novel process we identify provides new venues for future research. Certain
companies or organizations might collect personal data and share it with third parties for a ‘‘better world.” For instance, a
web-based marketing company might collect clickthrough rate data and share it with NGOs and humanitarian organizations
for them to develop effective fundraising campaigns for humanitarian causes. In such contexts, customers’ inference regard-
ing audience size may not necessarily result in a sense of exploitation. Future research should identify the boundary condi-
tions of the effects we documented.

It is worth noting that past research has consistently found that objective or cognitively driven tasks decrease algorithm
aversion as consumers make attributions and/or inferences particularly regarding the capabilities of algorithms for given
tasks. One difference in consumers’ attributions for AI and humans is that AI performs better in objective tasks (Castelo
et al., 2019; Longoni & Cian, 2022; Wien & Peluso, 2021) but humans take subjective, situation- or consumer-specific infor-
mation into account (Longoni et al., 2019; Zhang, 2021). In other words, these studies reveal distinct but similar processes
based on consumers’ inferences regarding the domain-specific capabilities of the agent. Our research complements these
studies by showing that consumers judge the overall capabilities of AI in relation to humans and make inferences about
them. More specifically, the agent with which consumers interact influences also the inferences regarding the number of
people with which the agent may share this information. This may be driven by a potential lack of familiarity or understand-
ing among consumers regarding the inner workings and mechanisms of AI technology. Thus, future research should explore
this relationship and the role of familiarity with AI in shaping consumers’ trust perceptions towards brands following infor-
mation disclosure.

Note that the direct effect of agent on brand trust remained significant in Studies 2 and 4, even when controlling for the
mediating roles of audience size and the sense of exploitation. This suggests a partial mediation and implies that we have
unveiled one of the many potential processes that would explain why disclosing information to AI decreases brand trust
compared to disclosing information to humans. Future research might uncover other potential mechanisms underlying
the obtained effect.

10.2. Substantive implications

Identifying several theory-driven boundary conditions, our research offers guidance to managers on the use of algorithms
in contexts where consumers are asked to disclose personal information. First, managers can prevent the detrimental effects
of disclosing information to AI on brand trust by ensuring confidentiality, as confidentiality reduces the size of the inferred
audience. Likewise, marketers could avoid negative consequences of information disclosure to AI by developing anthropo-
morphized AI agents or by deploying other techniques that will make customers attribute human-like characteristics to AI.

The documented effects are particularly pronounced among customers with higher levels of privacy concerns. This, how-
ever, does not necessarily mean that the negative brand trust-related effects of asking customers to disclose information to
15



D. Lefkeli, M. Karatas� and Z. Gürhan-Canli International Journal of Research in Marketing xxx (xxxx) xxx
an AI agent disappears for customers who are less concerned with their privacy. Thus, marketers should be aware that using
AI in contexts where customers share information with the company might backfire for all customers regardless of their con-
cern for privacy. Considering this finding, along with the finding regarding the role of information confidentiality, companies
that use AI in information disclosure contexts must ensure that consumers’ privacy is protected in a way that also implies a
lower audience size.
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