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ABSTRACT

This study consists of four essays that examine migration and labour market outcomes in

Ghana and the UK. The first essay, which uses uniquely collected data on tertiary graduates

in Ghana, and spatial regression models, analyses peer effect (networks) on migration inten-

tions. The result from the study shows that individual-level connection to a network that is

usually unobserved is a key determinant of migration intentions. We find gender differences

in how individual-level connections to networks influence the intention to migrate. We also

find evidence of a social spillover effect on having a family or a friend abroad as a driver

for increasing the intention to migrate. Our results stress the importance of peer effect in

retaining graduates for societal transformation.

The effect of information on migration intentions is analysed in the second essay. A ran-

domised control trial was conducted based on access to a migration app that provides com-

prehensive migration-related information. The results show that the treatment assignment

led to a 20.7 percentage point increase in migration intentions. Further, we find regional

heterogeneities in the size of the estimated effect. We also find that the size of the estimated

impact varies across gender, a possible indication that men and women respond differently

to migration determinants. From a policy perspective, our findings highlight the importance

of information in human mobility.

The third essay examines the integration of tertiary graduates into the Ghanaian labour

market. The study focuses on the role of internship experience in early labour market

outcomes, including interview invitations, earnings, unemployment duration, and job-degree

match. The two-stage least squares instrumental variable estimation method is employed

to address the potential threat of non-random assignment into internships. The results

suggest that internship experience initially reduces labour market success upon entering the

workforce. Graduates with internship experience were found to be less likely to receive job

interview invitations. Additionally, those who completed an internship experienced a more
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extended job search period and were more likely to be employed in positions that did not

match their degree qualifications. These findings suggest that, at least in the short term,

internships may send a negative signal to prospective employers.

The final essay investigates the shortcomings of existing measures of migrant stocks and

flows for the UK and develops an alternative, comprehensive migration measure. We explore

whether an alternative source of information regarding the local area immigrant population,

the electoral roll register, could help improve the accuracy and reliability of published local

area migration figures. The approach used in this study identifies similarities between mi-

gration estimates from the annual population survey, the decennial census and the electoral

register. Overall, the results provide evidence for using the electoral register as a helpful tool

to improve the quality of migration statistics in the UK.
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Further Notes

Three of the Essays in this thesis use survey data collected from Ghana as part of the British

Academy/everhulme funded project which was led by Dr Christian Darko.

The third chapter of the thesis, titled “Why bother: Internships and early labour market

outcomes of tertiary graduates in Ghana”, is a joint work with Professor Fiona Carmichael

and Dr Christian Darko and uses data collected from the British Academy/Leverhulme

funded project.

The final essay titled “Immigration Stocks and Flows”, is a joint work with Dr Augustin de

Coulon and Professor Jonathan Wadsworth. The essay was produced using statistical data

from Office for National Statistics (ONS), UK, and does not imply the endorsement of the

ONS in relation to the interpretation or analysis of the statistical data.
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CHAPTER 1: INTRODUCTION

1.1 Motivation: migrant networks, education and economic development

The evolution of W. Arthur Lewis’s thinking about development economics was strongly

influenced by his experience as Ghana’s first Chief Economic Advisor (1957-58).1 He recog-

nised that a country’s economic development is embedded in its societal transformation,

which can be crucially affected by “means of education, example and economic incentive”

(Lewis, 1965). Economists acknowledge this and recognise human and social capital as inte-

gral to this transformation (see Schultz, 1961; Ehrenberg and Smith, 2017). Human capital

which comprises the knowledge, skills, competencies and health embodied in an individual,

has gained prominence in the economic literature and is thought to be critical for improving

productivity and sustaining economic growth (see Becker, 1962). Social capital, on the other

hand, is recognised as an essential factor in explaining differences in economic growth among

regions (see Ioannides and Datcher Loury, 2004; Granovetter, 2018).

The dual economy framework (see Lewis et al., 1954; Harris and Todaro, 1970, and others)

delivers some interesting insights into the role human and social capital play in determining

the economic and social progress of societies, particularly for most developing economies.

The labour markets provide the basis for understanding the workings of human and social

capital towards societal transformation. However, for most developing economies, the labour

1W. Arthur Lewis advised the Colonial Office on several Gold Coast projects and the country’s first
development plan. He became the Government’s Chief Economic Adviser after Ghana’s independence in
March 1957 (see Tignor, 2020; Kanbur, 2017, for more details).
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market fails to create the jobs and training needed for societal transformation. Despite the

experience of improved economic growth for most developing countries in recent decades,

labour market challenges remain as pressing for governments as they did when W. Arthur

Lewis (1954) presented his model of surplus labour over 60 years ago (see Lewis et al., 1954).

The dual economy models (see Lewis et al., 1954; Harris and Todaro, 1970, and others),

considered as one of the starting points of the migration theory, though not explicitly stated,

is well grounded in human (see Schultz, 1961; Becker, 1962) and social (see Bourdieu et al.,

1986; Coleman, 1988; Ioannides and Datcher Loury, 2004; Granovetter, 2018) capital theory

literature. The dual model (see Lewis et al., 1954; Harris and Todaro, 1970) emphasises the

potential for surplus labour in the agricultural (rural or informal) region to act as a significant

driver for structural change through labour migration into the industrial (urban or formal)

region. The labour migration in the model can therefore be interpreted as a process of social

learning by imitation.

This thesis uses Ghana as the object of study for three of its four chapters to examine

migration and labour market outcomes. Ghana’s economic size and status as a developing

country make it an excellent fit to generalise the findings of this thesis. A salient feature

of most developing economies is the coexistence of an industrial (urban or formal) region

alongside an agricultural (rural or informal) region. Ghana having similar features, is no

exception. In recent times, Ghana has experienced sustained economic growth, which has

contributed to a substantial reduction in the extent and depth of poverty (Nxumalo and

Raju, 2020). Studies, therefore, suggest that the gains in poverty reduction are linked to the

movement of workers from agriculture to industry and services (see also African Development

Bank, 2022; Nxumalo and Raju, 2020; Aryeetey and Baah-Boateng, 2015), thus making

Ghana a good case study. Ghana’s labour market segmentation makes it an excellent case

study for the Economic Community of West African States (ECOWAS) countries and many

other developing economies.
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The labour market in Ghana is predominantly characterized by informality, resulting in a

significant number of workers trapped in poverty due to insufficient earnings (Osei-Boateng

and Ampratwum, 2011; Otoo, 2019). On the other hand, the formal sector, which offers

higher productivity and well-paying jobs, is limited in size and subject to entry restrictions

(Codjoe, 2017). As a result of the rigidities in the Ghanaian labour market, tertiary graduates

are increasingly motivated to seek better economic opportunities abroad. Consequently, this

study examines the factors influencing graduates’ decisions to migrate or remain in the

country. Specifically, in the context of international migration, the study focuses on two

aspects related to migration decisions: networks and the diffusion of information. Migration

plays a crucial role in a country’s development and structural transformation, facilitating

the flow of ideas, remittances, and social capital, which can have profound social, economic,

and political effects on sending and receiving countries.

Social connections have a significant influence on migration decisions, enabling individuals

to leverage resources such as knowledge, information, and influence held by others (see Ioan-

nides and Datcher Loury, 2004; Granovetter, 2018; Imbens and Wooldridge, 2009). Studies

have consistently highlighted the vital role of networks in shaping societal transformation

(see Besley, 1995; Fafchamps and Gubert, 2007; Cox and Fafchamps, 2007; Bramoullé and

Kranton, 2007). In the context of migration, social capital in the form of migrant networks

explains the patterns and geography of migration, connecting specific places and regions

(see Massey et al., 1993; Espinosa and Massey, 1997). Migrant networks establish connec-

tions between migrants, former migrants, and non-migrants based on kinship, friendship,

and shared community origin (Massey et al., 1993). These networks and ethnic clustering

reduce the costs associated with moving, provide migrants with valuable job information,

and facilitate their access to local labour and housing markets (Carrington et al., 1996; Chau,

1997; Montgomery, 1991; Gibbs, 1994).

However, despite the potential advantages associated with international migration, a sig-
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nificant number of graduates choose to remain in Ghana and strive to integrate into the

local labour market to contribute to the country’s development. Thus, this thesis aims at

understanding the labour market transitions for Ghanaian tertiary graduates, as employ-

ment prospects play a crucial role in their ability to contribute to the social and economic

transformation of the country (see Aryeetey and Baah-Boateng, 2015). However, the labour

market challenges in Ghana pose significant obstacles to graduates’ effective participation in

economic development. Analyzing the elements of labour market transition can enhance our

understanding of economic development and inform strategies to address these challenges.

To gain a comprehensive insight into migration patterns, including their movement patterns,

and the factors influencing migration, it is essential to collect complete data on migrants in

the country of origin and destination. Currently, Ghana’s census data underestimates the

size of the emigrant population, as it relies on information provided by household members

who remain in the country (see OECD, 2022; Awumbila et al., 2014). The lack of accurate

data motivates this study to rely on data from the United Kingdom, a popular destination

for Ghanaian migrants. The United Kingdom is the second-largest recipient country for

Ghanaian nationals, primarily due to historical colonial ties and existing social networks

that facilitate access to accommodation, jobs, and integration (see Ehwi et al., 2021; Anarfi

et al., 2003). By examining migration flows to the United Kingdom, this research aims to

shed light on migration trends and the stock of migrants, providing valuable insights into

labour market dynamics and population changes.

1.2 Research questions

This thesis, comprising four essays, aims to investigate migration and labour market out-

comes for Ghana and the United Kingdom. The first essay focuses on the influence of social

networks on migration intentions. Previous studies have shown that social networks abroad

assist migrants in securing employment at their destination (Munshi, 2003; Patel and Vella,
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2013) and reduce the various costs associated with crossing borders (Carrington et al., 1996).

Conversely, connections in the migrants’ origin country can act as an incentive to discour-

age migration (see Munshi and Rosenzweig, 2016). Despite the vital influence that social

networks have on migration decisions, the connections between individuals usually remain

unobserved. Existing empirical evidence is mainly based on broad measures of networks, such

as the share of households with a migrant at the village (McKenzie and Rapoport, 2010) or

the county level (Bertoli, 2010), or the size of the diaspora in each destination country (see,

for instance Beine et al., 2009; Beine and Salomone, 2013).

In the second essay, the study analyses the effect of information on migration intentions.

Access to reliable information is essential for potential migrants to make informed decisions

about their departure, migration routes, and means of travel and to better ensure their safety

(see Manchin and Orazbayev, 2018; Epstein and Gang, 2006; Beine et al., 2009). However,

relatively limited quantitative research has analysed the effect of information and economic

factors as determinants of migration decisions. Most studies treat information as an extension

of the human capital notion of ’investment’ by the migrants (Davies et al., 2001).

In the third essay, the focus shifts to the transition from school to work among tertiary

graduates in Ghana, with particular attention given to the impact of internships on early

labour market outcomes. Despite Africa’s young population and sustained economic growth,

job creation has not kept pace (Aryeetey and Baah-Boateng, 2015). Increased access to

free education, such as in Ghana, has led to higher demand for jobs. However, educational

qualifications alone may not facilitate a smooth transition from school to work, as individuals

with higher educational attainment in developing countries sometimes fare worse than those

with lower or no educational attainment (Baah-Boateng and Twum, 2018). Consequently,

internships and work experience during undergraduate years have become more prevalent as

a means of enhancing employability (see Baert et al., 2021; Cerulli-Harms, 2017; Klein and

Weiss, 2011; Neyt et al., 2022; Nunley et al., 2016).
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Finally, the fourth essay addresses the limitations of existing migration measures in the

United Kingdom by developing an alternative and comprehensive migration measure. Cur-

rently, the UK relies on survey data to estimate local immigrant populations at higher

frequencies than the decennial Census. However, survey-based estimates may introduce un-

certainty, especially at the local level where sample sizes are small. This study explores

whether the electoral register, an alternative source of information, could enhance the accu-

racy and reliability of published migration figures at the local level.

1.3 Data overview

Three of the essays use survey data collected from Ghana. Myself, and researchers from

King’s College London and Birmingham University did the design and data collection. The

survey data we collected was uniquely funded by the British Academy / Leverhulme and

King’s College London. Ethical clearance was obtained from King’s College London2 and

Birmingham University.3 The survey data was relevant to the study in answering its research

question. We sampled 2250 individuals from about 49,553 tertiary graduates who completed

their program of study (university, Polytechnic and Training colleges) in 2018 and were

posted to the Greater Accra and the Ashanti regions of Ghana to do their mandatory National

Service (2018/2019 program).4 The two regions are the most populous and account for about

one-third of the total population in Ghana (see Ghana Statistical Service, 2022). The number

posted to these two regions represents about 49 percent of the national service personnel.

The National Service Scheme (NSS) is a mandatory one-year employment programme that

the government of Ghana uses to deploy tertiary graduates to priority areas within the

public and private sectors to support developmental activities. The scheme is intended to

remove some of the bottlenecks in the labour market by providing an equal level of job-

2Research Ethics Number: MRS-18/19-9096.
3Ethical Review application: ERN 18-1540.
4Ghana currently has 16 administrative regions (before 2020, there were ten regions), and they are further

divided into districts and metropolitan and municipal assemblies.
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related experience for tertiary graduates. Graduates do not have to apply for interviews

to be posted for the national service. The posting of service personnel is determined by

an interplay of several factors, including the courses pursued, choice of region and others

(The Ghana National Service Scheme Act, 1980).5 The government treats the one year of

service under the scheme as a requirement for progression into the labour market, ignoring

the possibility of alternative channels, such as family background and interviews, among

others, through which the transition from school to work can be facilitated.

Table 1.1: Data sources used in the various Chapters of the thesis

Chapter(s) Data Additional Information Data Source

2,3,4 Transition from school to
work: unravelling the mech-
anisms for employment in
Ghana

Funded by the British Academy
and King’s College London. Data
was collected by team from Univer-
sity of Birmingham, King’s College
London, and support from Ghana-
based enumerators and facilitators

Primary Data

5 Annual Population Survey
(APS)

A continuous household survey,
covering the UK, with the aim of
providing estimates between cen-
suses of main social and labour
market variables at a local area
level.

ONS Secure Re-
search Service

5 Census (2011) A census of the population of the
United Kingdom

ONS Secure Re-
search Service

5 Electoral statistics for the UK Electoral registrations for Parlia-
mentary and local government elec-
tions as recorded in the electoral
registers for England, Wales

ONS

5 Higher Education Statistics
Agency (HESA) Data

Data on all aspects of the UK
higher education sector

Higher Education
Statistics Agency

Note: : The table shows the description of the various data sets that were used in this thesis.

The National Service personnel (NSP) helps the study answer its research question. The

5See The Ghana National Service Scheme Act, 1980.
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NSPs are essential for this study because they are a homogeneous group. They have similar

demographics. Also, most of them are at a stage where some critical decisions are made.

They are at a stage where individual differences are yet to be influenced by experiences in

the labour market. Therefore significant decisions made around this time can affect their

future. Using a sample from this crucial group is also a great way to get to the country’s

highly skilled persons.

The survey was conducted in two rounds spanning different periods. The first round of data

collection took place from January 2019 to March 2019, while the second round occurred

from April 2020 to December 2020. In the initial round, data was collected using a computer-

assisted personal interview (CAPI). However, due to the onset of the Covid-19 pandemic and

the subsequent international restrictions, the second round necessitated a shift to an online

tool called Qualtrics, a cloud-based survey platform. Respondents were invited to participate

in the survey through Qualtrics. As an appreciation for their participation, each respondent

who completed the survey received a form of incentive.

The essay on UK migration statistics uses a data set that can be accessed only through

Office for National Statistics (ONS, UK) secure research service (SRS). The SRS is a globally

recognised service that uses some principles to ensure the safe use of (sensitive) data. The

study use data under the terms of the Digital Economy Act 2017 (UK Statistics Authority).

The essay on the UK uses data from the annual population survey, the census (2011), the

UK electoral register and the higher education statistics agency (HESA) data to answer

its research question. The annual population survey is a combined survey of households in

Great Britain. It covers employment and unemployment, housing, ethnicity, religion, health,

education and others. It is derived from combined data from 2 waves of the UK labour

force survey with a sample size of approximately 320,000 respondents. The census (2011)

counts and describes all usual residents, including students, at their non-term-time address in

England and Wales on census day, 27 March 2011. We use the 10 percent individual micro
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data covering all local areas in England and Wales. The electoral register data contains

annual counts of people listed on electoral registers for England and Wales. Finally, the

higher education statistics agency (HESA) data contains information about higher education

in the UK. It is open data and comprises all aspects of the UK higher education sector -

information about students, staff and graduates.

1.4 Empirical context of Ghana

The empirical analysis for 3 of this thesis’s four essays focuses on Ghanaian tertiary graduates

doing their national services for the 2018/2019 service year. Ghana’s characteristics make

it an ideal country to study migration and labour market outcomes. Ghana is a good

benchmark for the countries of the Economic Community of West African States (ECOWAS)

and similar countries in sub-Saharan Africa. Most countries in sub-Saharan Africa (SSA)

have had some of the fastest economic growth rates in the world. However, this has not been

reflected in the creation of jobs to match the recorded growths sufficiently (see Aryeetey

et al., 2021). Ghana is not an exception regarding the regional trend of relatively significant

growth yet not reflecting employment creation, especially for young people (see Aryeetey

et al., 2021).

Unemployment remains a major socioeconomic problem in Ghana, although evidence of

the extent of the unemployment situation downplays the enormity of the problem. Baah-

Boateng (2013) indicates that using the International Labour Organization (ILO) definition

of unemployment misses out on a considerable number of job seekers who are available

for work but did not look for a job given the reference period. Therefore, most of the

statistics classify most unemployed youth as discouraged workers. The Ghana labour market

is thus characterised by high unemployment and a low labour force participation rate among

young people (see Baah-Boateng, 2017; Dako-Gyeke, 2016; Aryeetey et al., 2021). Most

young people, particularly tertiary graduates, are motivated to search for better economic
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opportunities elsewhere.

Figure 1.1: Annual migration flow from selected ECOWAS countries to OECD countries by
nationality, 2000-19

Source: OECD report ”A review of Ghanaian Emigrants” (2022); OECD International Migration
Database (2021)

Migration has been part of people’s experience in many parts of Africa throughout history

(De Bruijn et al., 2001), and Ghana is no exception. The Organisation for Economic Co-

operation and Development (OECD) report (2022) indicates that Ghanaians in the diaspora

represent about 3 percent of the country’s population. Until recently, migration flows from

Ghana were regional (see Anarfi et al., 2003; Schans et al., 2018). The patterns have since

changed with larger shares of migrants moving to Europe and North America (OECD, 2022).

The OECD report (2022) on Ghanaian emigrants suggests that migration flow from Ghana

to OECD countries is the second highest among the countries of ECOWAS (see figure 1.1).

Ghana’s emigration rate to OECD countries is 2.3 percent, slightly above the ECOWAS

average of 2.1 percent (OECD, 2022). According to UN estimates, Nigeria is the top des-

tination country for most Ghanaian emigrants. This is followed by Côte d’Ivoire, Togo (47

000), and Burkina Faso, in that order. Outside of the ECOWAS area, South Africa is a

significant African destination for Ghanaian and continental emigrants. Outside Africa, the

United States is the leading destination country, followed closely by the United Kingdom,

Italy, Germany and Canada in that order (OECD, 2022).
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Figure 1.2: Educational attainment among Ghanaian emigrants in OECD countries, 2000/01
and 2015/16

Source: OECD report ”A review of Ghanaian Emigrants”(2022); OECD Database on Immigrants in OECD
Countries (DIOC), 2015/16; Wittgenstein Centre for Demography and Global Human Capital (2018).

Ghanaian emigrants to OECD countries hold significantly higher educational credentials

than the average Ghanaian population reflecting a strong positive selection of migrants from

developing countries to the OECD area. Regarding the ECOWAS population, Ghana ranks

in the middle in educational attainment. The share of highly educated migrants from Ghana

is almost at par with the ECOWAS average and slightly higher than the foreign-born average

(see figure 1.2).

The other chapter of this thesis uses the UK data set to develop a comprehensive migration

measure. The choice of the UK is primarily due to it being resident to the largest Ghanaian

diaspora community in Europe (see OECD, 2022).

1.5 Ghana National Service scheme

Ghana’s National Service Scheme is a mandatory one-year employment program for all ter-

tiary graduates in Ghana. By law, all Ghanaian graduates from accredited tertiary in-

stitutions are required to do national service.6 The Scheme, introduced in 1973, requires

6The Ghana National Service Act of 1980 (Act 426).
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all Ghanaian tertiary graduates to work in public or private sector organisations after their

first-degree programme. The national service secretariat is responsible for posting the service

personnel. National service personnel receive a monthly allowance.

The National Service Personnel represent a section of the highly skilled persons in Ghana.

For most of them, it is a key time when decisions relating to the transition from schooling

into the labour market are made. It is a stage in their lives where individual differences

are yet to be unmediated or exacerbated by experiences in the labour market. Therefore,

significant decisions around this time will greatly affect their labour market position.

1.6 Brief description of methods

This thesis employs various methodologies, primarily focusing on causal inference, to address

its research questions. In the first essay, we utilize spatial econometric analysis to gain

insights into the network effect on migration intentions. Our contribution to this essay

lies in applying network theory to understand how social connections influence migration

intentions. In the second essay, we conduct a randomized control trial (RCT) based on

access to a migration app that provides comprehensive migration-related information. The

RCT allows us to evaluate the impact of information on migration decisions. This aspect has

received limited attention in the literature (see Halfacree, 2004; Stigler, 1961; Baláž et al.,

2016; De Haas, 2010), although there are some exceptions (see Bah et al., 2022; Farré and

Fasani, 2013; Wilson, 2021; McKenzie et al., 2013).

In the third essay, we employ a two-stage least square instrumental variable (IV) approach

to address the potential threat posed by the non-random assignment of students into in-

ternships. The IV approach allows us to draw causal inferences, given the infeasibility of

implementing a randomized control trial (see Angrist and Krueger, 2001). Our analysis in

the third essay provides new insights into the relevance of using internships as signals to

potential employers. Finally, in the fourth essay, we utilize panel data analysis to explore
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whether an alternative source of information regarding the local area immigrant population

could enhance the accuracy and reliability of published migration figures at the local level.

As a toolkit in causal inference, the panel data estimator is designed explicitly for longitu-

dinal data and can help mitigate omitted variable bias when repeatedly observing the same

unit over time. Thus the thesis takes a comprehensive approach, combining causal infer-

ence and other methodologies, to investigate various aspects of migration and labour market

outcomes.

1.7 Summary of main findings

In the first essay, our findings indicate that peer effects play a significant role in the decision

to migrate, with a more substantial influence observed among males than females. The

variable capturing peer influence demonstrates a statistically significant effect in all spatial

regression models for the male sample. However, we do not observe a similar effect in

the female sample. Moreover, the study highlights the significance of individuals’ religious

affiliation, family background, and having a friend or family member abroad as determinants

of migration intention. Notably, the presence of a family or friend abroad exerts a social

spillover effect, increasing the intention to migrate.

In the second essay, our analysis reveals that access to accurate and comprehensive infor-

mation related to migration positively impacts migration intention. We also find that the

experiment led to a sizeable and statistically significant increase in migration intentions for

males compared to females. The study highlights the importance of information in human

mobility.

In the third essay, we find that internship experience reduces labour market success imme-

diately after entering the workforce. Graduates with internship experience exhibit a lower

likelihood of receiving job interview invitations, a prolonged job search period, and a higher

probability of working in jobs that do not align with their degree qualifications.
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In the final essay, we learn that electoral register data is a valuable tool for improving the

measurement of migration statistics in the UK. Across various indicators, the electoral reg-

ister data closely aligns with the Census estimates, suggesting its effectiveness in capturing

the local area stocks of European Union migrants compared to the annual population sur-

vey. Additionally, we find that the population’s age structure, the population size within

a specific local authority, and the proportion of UK-born individuals within a local author-

ity significantly contribute to the heterogeneity in the correspondence between the annual

population survey and electoral register data.

1.8 Some policy suggestion

The study’s findings from the first essay throw more light on the issue of human capital

flight, which evokes a wide range of discussions, controversy and rhetoric, especially con-

cerning economic development. For Ghana, a sub-Saharan country that is experiencing high

emigration rates of the highly educated population (see Docquier and Rapoport, 2012), un-

derstanding the contribution of peer influence on migration intentions will undoubtedly help

policymakers tackle the issue of human capital flight.

Our findings from the second essay also highlight the importance of information in human

mobility. From the policy perspective, the second essay contributes to the ongoing debate

about brain drain (Mountford, 1997). We argue that information is critical and can shape

human mobility. It can either contribute to brain drain or brain gain. While our results show

that access to information affects migration intentions, its policy relevance will depend on

the type of information and how well this information is made available at a large(r) scale.

The availability of accurate and comprehensive migration-related information provided at

tertiary graduates’ fingertips raises policy-relevant questions about brain drain.

The findings from our third essay on the effects of internship experience on early labour

market success suggest that universities and industry need to work together to identify skills
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required in the labour market. In the Ghanaian case, internship as a signalling mechanism is

ineffective, which could be attributed to the nature of the interns’ work and the possibility

that the skills acquired during these years may be irrelevant.

Our findings from the final essay suggest that the electoral role register offers complementary

and helpful information on regional figures and trends and appears reasonably close to 2011

figures from the decennial census. UK regional dispersion of immigration is better measured

through the electoral register than the annual population survey. We find sufficient evidence

to warrant further investigation of the usefulness of the electoral roll as a supplementary

measure of migration statistics.

1.9 Structure of the thesis

The thesis is composed of 4 main essays. The first essay examines the effect of networks

on migration intentions (Chapter 2). The second essay analyses the effect of information

on migration intentions (Chapter 3). The third essay investigates the effect of internship

experience during tertiary education on early labour market outcomes (Chapter 4). The

third essay explores whether an alternative source of information regarding the local area

immigrant population could help improve the accuracy and reliability of published local

area migration figures for the UK (Chapter 5).The thesis concludes in the Chapter 6 with

summarises and suggestions for future research.
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CHAPTER 2: SOCIAL NETWORKS AND MIGRATION INTENTIONS OF

GHANAIAN GRADUATES

ABSTRACT

We estimate the effect of networks on migration intentions using survey data set on Ghanaian

tertiary graduates. Using spatial regression models, we address the empirical challenge of

disentangling peer effects (social effects) from correlated effects. We find that peers have an

impact on the decision to out-migrate. There is gender heterogeneity in the estimated effect

size, with the male sample having a more substantial peer effect than the female sample. Our

results further indicate the existence of a social multiplier effect. Our findings are not an

artefact but a general description of human behaviour.

2.1 Introduction

“[..] Man is by nature a social animal; an individual who is unsocial naturally

and not accidentally is either beneath our notice or more than human. Society

is something that precedes the individual.”1

Social networks are essential in migration decision-making (Beine and Salomone, 2013;

Bertoli, 2010; McKenzie and Rapoport, 2010; Munshi and Rosenzweig, 2016). For instance,

social connections abroad have been found to help migrants secure jobs at destination (Mun-

1Aristotle, Politics, Book I, Part II.
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shi, 2003; Patel and Vella, 2013). Also, in some cases, these social connections help reduce

the multifaceted costs of crossing a border (Carrington et al., 1996). Connections at origin,

on the other hand, act as an incentive to reduce the moves (see Munshi and Rosenzweig,

2016). Despite the vital influence that social networks have on migration decisions, the

connections between individuals remain usually unobserved (see Bertoli and Ruyssen, 2018).

Existing empirical evidence is mainly based on broad measures of networks, such as the share

of households with a migrant at the village (McKenzie and Rapoport, 2010) or the county

level (Bertoli, 2010), or the size of the diaspora in each destination country (see, for instance

Beine et al., 2009; Beine and Salomone, 2013).

This study investigates the effect of social networks on migration decisions. Specifically, we

study the peer effect on the intentions to migrate internationally by empirically disentangling

peer effects (social effects) from correlated effects. Our data set allows us to identify these

direct networks or peers without having to use the stock of migrants at the intended destina-

tion as a measure of network abroad (see for instance McKenzie and Rapoport, 2010; Beine

et al., 2009; Beine and Salomone, 2013; Bertoli, 2010). While using the stock of migrants at

the intended destination as a measure of the network has its advantages, the disadvantage

is in its implicit assumption that all potential migrants equally benefit from the networks at

the destination (see Jackson, 2010). Peer effects are increasingly attracting the attention of

the empirical literature (Manski, 1993; Bramoullé et al., 2009).

Drawing inspiration from Manski’s (1993) linear-in-means, we estimate the effect of social

networks on migration intentions.2 We recognise that individuals are not isolated actors but

rather embedded within social networks where their actions and choices are influenced by

the people they interact with (see Jackson, 2010). We, therefore, introduce the peer effects

perspective of networks to study how networks can shape individuals’ migration intentions.

Peer effects arise when individual behaviour is affected by other members, particularly in

2The linear-in-means assumes an identification of a social effect or a peer effect through which the out-
come of any given individual is related to the (average) outcomes and or (average) characteristics of other
individuals in their reference group.
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their network.

We test the theoretical model of disentangling peer effects (social effects) from correlated

effects using a survey data set collected on Ghanaian tertiary graduates. The survey data

allows us to observe individuals and their connections to a network. The individuals we

sample in our data had just completed their mandatory one-year National Service.3 The

national service program is a government of Ghana scheme that assigns all Ghanaian ter-

tiary graduates to a 12-month employment posting throughout the country to support the

development efforts of Ghana’s public and private sectors. Our survey data captured various

aspects of their lives. The survey collected data on basic demographic characteristics, pre-

vious work experience, migration intentions, and some variables allowing us to define peer

groups. Data collection commenced in January 2019 and was completed by March 2019,

when our respondents (graduates) were doing their one-year mandatory national service.

The study’s identification of the peer effect on migration intentions is challenging for some

reasons. First, because social relationships are present for various reasons, and social neigh-

bours might display similar behaviours, they are more likely to be influenced by common

traits or experiences. Hence there is likely to be some difficulty in sorting out whether in-

dividuals behave in a certain way because of the influence of their neighbours or because

of some influences that are common to them and their neighbours. Second, there could be

common shocks affecting the intention to out-migrate that this study may not be able to

identify. It could also be related to other factors related to their network position. Thirdly,

since the data set is from a survey, there could be an issue of measurement error due to incor-

rect reports, which can affect our measure of social networks. Even though quality control

checks were implemented to avoid measurement errors, we cannot rule them out entirely.

Addressing all these issues involves either adding a control variable or using a unique survey

technique. To tackle the correlated peer effect issue, we use spatial regression models. The

3The data collection was funded by the British Academy/Leverhulme and King’s College London.
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spatial regression models allow researchers to model sophisticated spatial dependency. The

spatial regression models originally proposed for analysing spatial data (see Anselin, 1988;

Banerjee et al., 2003) are gaining prominence in the economic literature. Given that social

network data are similar to spatial data and how observations from connected users are

correlated, the spatial regression models are a good fit for our network analysis.

We employ three different spatial regression models to account for the spatial dependence

present in the data. This is necessary given that data that displays spatial dependence

can be effectively modelled through various methods (see Elhorst and Fréret, 2009; LeSage

and Pace, 2009). The models we estimate are the spatial autoregressive model (SAR),

the spatial autoregressive combined model (SAC) and the spatial Durbin model (SDM).

The SAR model incorporates the spatially weighted dependent variable as an endogenous

regressor at the right-hand side of the equation. On the other hand, the SAC model comprises

an autocorrelated dependent variable and an autocorrelated disturbance term. The final

model we estimate is the SDM, which combines spatially lagged covariates with the spatial

autoregressive term of the dependent variable.

Our results confirm that peer effects influence an individual’s migration intentions. Our

Moran’s I statistic, which measures our data set’s observed network (spatial autocorrela-

tion), was 0.080 and highly significant.4 Thus, suggesting a positive network autocorrelation

in the self-reported likelihood of emigrating within the next two years and therefore violating

the assumption that our sample’s observations are independent of each other. Our estimates

from the spatial regression models reveal that the coefficient on the endogenous effect (spa-

tial autoregressive parameter) of migration intention (self-reported likelihood of emigration

within the next two years) is 0.75 for the SAR model, 0.57 for the SAC model and 0.72

for the SDM model. This indicates a positive correlation between individuals’ intention to

migrate and their intention to migrate among their peers. We also find gender heterogeneity

in the effect size and statistical significance, with the peer effect on the male sample having

4Moran’s I (1948) is a weighted correlation coefficient used to detect departures from spatial randomness.
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a more substantial effect than on the female sample. We find a positive relationship between

religious affiliation to Christianity and migration intentions. Our results further reveal that

individuals from more advantageous5 households are more likely to have a positive migration

intention. We also find a positive correlation between having a family/friend abroad and the

self-reported likelihood of emigration within the next two years. The result further revealed

a negative correlation between migration intentions for the individual’s age and the presence

of a local network.

Given the dependence relation between the observations in the data, interpreting the partial

effect from the reduced form requires the study to include information from the peers (re-

lation). The spatial lag defined in this study as the weighted average migration intentions

among peers, therefore, modifies the effect of the explanatory variables. As such, a change

in any of the explanatory variables changes the conditional mean of migration intention for

that individual, and that change in migration intention also changes the conditional mean of

migration intention for all linked peers. The change in the migration intentions of the linked

peers then affects the migration intentions of peers that are related to them, and so on, until

all peers linked by the chain of relations are affected. The implication is that any change

in an explanatory variable for a given individual also affects the dependent variable of all

its linked peers. Therefore, a change in any of the explanatory variables will have direct

effects on the intention to migrate for a given individual and indirect effects through social

influence.

For the direct impacts, we find that the sex, religious affiliation to Christianity, family back-

ground, and family/friends abroad variables were positive and statistically significant for all

the estimated models. We also find that the difference between the coefficient estimates

from our spatial regression models and the estimated average direct impact we estimate is

positive (at least for the SAR model). Thus, suggesting positive feedback effects from sex,

5The score was obtained through factor analysis using the information on parental education and occu-
pation, with a higher score indicating that the respondent comes from an advantageous household.
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religious affiliation to Christianity, family background, and family/friend abroad variables

through individuals’ close peers to themselves. For the indirect effect, which measures the

spillover from the covariates of the neighbouring unit, we find that the main drivers were reli-

gious affiliation and family/friends abroad variables. The study finds that having family and

friends abroad for a given individual changes the conditional mean of intention to migrate

positively with close peers. The indirect impact estimates reflect the social spillovers. For

the total effect, defined as the sum of the average direct and indirect effect, we find that sex,

religious affiliation to Christianity, family background, and family and friends abroad vari-

ables are essential in influencing individuals’ migration intention. Disaggregation by gender

reveals marked differences in the impact of Spatial Spillovers. For instance, in quantifying

the direct, indirect and total effect for the SAR estimate, while we find family background

and family/ friend abroad variables to be the main drivers of the average indirect effect for

the male sample, we find for the female sample, we find only family/friends abroad variable

positive driver of average indirect effect.

Our study is unique in several respects. First, we focus on Ghana, one of the sub-Saharan

countries that have experienced high emigration rates of the highly educated population (see

Docquier and Rapoport, 2012). The issue of human capital flight evokes a wide range of

discussions, controversy and rhetoric, especially concerning economic development. Even

though the findings from this study may be peculiar to Ghana, the analysis can be easily

generalised to other countries, regions or continents. Second, the study examines migration

intentions internationally rather than the actual decisions because we do not have infor-

mation on whether these individuals migrated. Analysing respondents’ intention to migrate

abroad may miss an essential element - declared intentions versus realised actions. While mi-

gration intentions do not translate systematically into actual migration flows, the two appear

strongly correlated (see Bertoli and Ruyssen, 2018). Thus, understanding the intentions of

individuals, although sub-optimal compared to examining actual migration behaviour, can

provide valuable insights and some vital policy relevance. Understanding migration inten-
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tions can allow policymakers to gain insights into the motivations, aspirations, and concerns

of potential migrants, enabling them to design targeted policies that address these factors.

The chapter proceeds as follows. In Section 2.2, we discuss the related literature. Section

2.3 reviews the empirical strategy. We discuss the data and social networks in Section 2.4

and present details of our results in Section 2.5. We provide the conclusion of the study in

Section 2.6. All appendix material can be found in the Appendix.

2.2 Related literature

This study contributes to two strands of literature. First, the body of literature on migration

intentions determinants. Most studies on migration intention use survey-related data sets to

identify the factors that affect migration intentions. For instance, Gallup’s report on “the

many faces of migration” (Esipova et al., 2011) studies the push-and-pull factors influencing

the desire for out-migration. The authors find that the underemployed are most likely to

migrate and that social networks play a significant role. Also, Dustmann and Okatenko

(2014) using Gallup world poll data, study the role of wealth constraints and local amenities

in governing migration intentions. The authors find that contentment with local amenities

like security and public services is an important determinant of migration intentions.

Manchin and Orazbayev (2018), drawing inspiration from Dustmann and Okatenko (2014),

examines the role of social networks in explaining the intention to migrate. They distin-

guished between close and broad networks and found that these combined networks abroad

influence migration intentions more than work-related factors, income or wealth. Manchin

and Orazbayev (2018) also find that close networks at the current location reduce the inten-

tion to migrate. Docquier et al. (2014) using bilateral cross-country data from the World

Gallup surveys and national censuses for 138 origin countries and 30 major destinations,

analyze the dyadic factors governing the size and the composition of the bilateral pool of

intending migrants and the probability that these intentions are realised. They find that the
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size of the network of previous migrants and the average income per person at the destination

are significant determinants of migration. Docquier et al. (2014) identified economic growth

in the destination country as a pull factor for migration.

Bertoli and Ruyssen (2018) using data from the Gallup world polls, identify the effect of

migrant networks on migration intentions and migrants’ destination choices and find that a

close network abroad explains the choice of the intended destination. They also explore how

gender discrimination affects female migration intentions and plans. They find that women

who do not feel treated with respect and dignity are more likely to migrate abroad. However,

they conclude that the actualization of these migration intentions depends on factors such

as household income, network effects and family obligations.

Docquier et al. (2020) investigate whether would-be migrants from the Middle East/North

Africa countries self-select on cultural traits such as religiosity and gender attitudes. Using

Gallup World Poll data, the authors find that individuals who intend to emigrate to high-

income countries exhibit significantly lower levels of religiosity than the rest of the population.

Friebel et al. (2018) using quasi-natural experiment estimate a gravity model of migration

intentions using novel variation that targets the cost of illegal migration. They find that

geographical distance is an essential determinant of individual intentions to migrate using

irregular migration routes from Africa and the Middle East towards Europe. Friebel et al.

(2018) finds that shorter distances increase the willingness to migrate, especially for youth,

(medium) skilled individuals and those with a network abroad.

Migration intentions are shaped by complex factors, including other people’s aspirations.

Even though most of these studies have identified some critical factors that affect the inten-

tion to migrate, little is known about the effect of others people’s intentions on migration

intention. In this paper, we investigate the effect of social networks on migration intentions.

Our study also relates to the literature on networks and migration decisions. A large body of

literature identifies migrants’ networks as an essential determinant of migration. Networks
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provide migrants access to information about jobs and conditions in the destination. For

instance, Munshi (2003) using data from the Mexican Migration Project finds that the es-

tablished network members provide most migrants with referrals and support about jobs.

Dustmann et al. (2015) also provides evidence for the West German metropolitan area us-

ing employer-employee social security data that job search networks reduce informational

deficiencies in the labour market for migrants. Thus, migration networks attract migrat-

ing members to the same geographic area. Epstein and Gang (2006) provide evidence that

networks influence the choice of location for potential migrants. They use the Hungarian

Household Panel Survey to explore the role of family and friends in migration decisions.

Funkhouser (2009) also find for Nicaragua, using the Living Standard Measurement Sur-

veys, that emigration to the United States is based on the cumulative labour market success

of emigrants’ households in Nicaragua.

Social networks also act as a safety net for migrants by providing material or social support.

Edin et al. (2003) provides evidence from natural experiments that living in enclaves improves

labour market outcomes for less-skilled immigrants. They use data from an immigrant pol-

icy initiative in Sweden when government authorities distributed refugee immigrants across

locales. They find that earnings rise with increases in ethnic concentration for individuals at

the lower end of the observed skill distribution. Comola and Mendola (2015), using data on

Sri Lankan immigrants living in Milan, show that migrants tend to interact with co-nationals

who come from nearby localities in Sri Lanka and who arrived in Italy either at the same

time or long before.

Networks also make migration easier for potential migrants by reducing the costs and risks of

moving (see Munshi, 2003; Docquier and Lodigiani, 2010). McKenzie and Rapoport (2007)

present macroeconomic evidence of a network credit effect. Like Munshi (2003) they also used

the Mexican Migration Project data and the Encuesta Nacional de Dinámica Demográfica to

prove that community networks tend to lower costs, especially for the less educated. Thus,
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networks are undoubtedly crucial in the migration decision.

In most migration literature on networks, the connections between individuals and their

networks are usually unobserved. Limited studies attempt to identify the mechanism through

which networks exert such effects. For instance, Giulietti et al. (2018) investigate the role of

networks in depth by disentangling the effect of strong and weak ties in migration decisions

in China and finds that both weak and strong ties matter in the migration decision process.

Wahba and Zenou (2005) also for Egypt show that the probability of finding a job through

friends and relatives increases and is concave with population density. Nonetheless, most

studies use a broad measure of network for their analysis. Thus, our contribution to the

literature is identifying individuals’ connection to a network and how it impacts migration

intentions.

The specifications we use to analyze the social network effect on migration intentions are

empirically grounded in the spatial econometric literature. Our measure of social networks

differs a bit from what is mainly found in the migration literature. In most of these studies,

networks are measured by taking the share of migrants in the destination country from the

same village of origin, McKenzie and Rapoport (2007, 2010); Munshi (2003), which is a broad

measure of networks. With the spatial econometric model, we can find the effect of social

networks on migration intentions without using a broad measure of a network.

2.3 Empirical strategy

2.3.1 The linear-in-means model

Our starting point is Manski (1993) linear-in-means model, which relates an individual’s

outcome to their own characteristics, contextual influences from her peers’ characteristics,

and endogenous effects from their peers’ outcomes (see Manski, 1993). The structural model

is given by:
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yi = α + β

∑
j∈Pi

y

ni

+ γXi + δ

∑
j∈Pi

x

ni

+ εi (2.1)

Where individual i has a peer group Pi of size ni. The
∑

j∈P y

ni
are

∑
j∈P x

ni
are the mean out-

come and the mean characteristics of individual i′s peer group. The coefficient β captures

the endogenous effect, and δ is the exogenous effect or the contextual effects.The endogenous

effects capture how an individual’s migration intentions are affected by their peers’ inten-

tion to migrate, and the contextual effects capture the impacts of the characteristics of an

individual’s peers on their migration intentions.

Manski (1993) shows that identifying endogenous and contextual peer effects is difficult

because of what the author referred to as the ”Reflection Problem”. According to Manski

(1993), the reflection problem is a significant barrier in identifying direct network effects. The

author argues that the endogenous effects are unidentifiable in the presence of a correlated

effect. That is, individuals in the same reference group behave very similarly because they

face a common environment.

There have been some proposed solutions to identify endogenous and contextual peer effects.

These solutions include instrumental variable, fixed effects strategy and quasi-experiment

strategy. First, the instrumental variable method is usually used to control for the endo-

geneity of peer group formation (see Evans et al., 1992; Foster and Rosenzweig, 1995). The

biggest concern is the validity of the instrumental variables because it is normally difficult

to guarantee that they are correlated with the peer variables while uncorrelated with the

structural errors. Second, the fixed effects strategy is used to isolate the effects of neigh-

bourhood or network on the individuals’ outcome from those of unobserved characteristics

(see Aaronson, 1998). This strategy is also likely to suffer from omitted variable bias. Third,

the use of a quasi-experiment strategy has the potential to solve the endogenous sorting
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problem and is suggested by several researchers, including Manski (1993). The validity of

this strategy depends heavily on the design and implementation of the experiment because

it is possible that what is supposed to be random is a result of self-selection.

2.3.2 The spatial regression model(s)

In this study, we conceptualise space as a structural framework comprised of interconnected

nodes and edges. Nodes in this context represent individuals, while the edge represent the

link or social flows or connections between them such as the peer groups (see Andris and

Sarkar, 2022; Lazega et al., 2008). The spatial component of our study therefore focuses on

the relationships and social ties that may influence interactions among these individuals in

their peer group. Spatial data are characterised by dependence (spatial autocorrelation) and

heterogeneity (spatial structure) Anselin (1988). These spatial effects hold significant im-

portance in applied econometric analysis as they can potentially invalidate certain standard

methodological results, require adjustments to others, and, in certain contexts, necessitate

the development of specialised techniques. Traditional econometrics often overlooks these

issues, which have been effectively addressed by the field of spatial econometrics. By incor-

porating spatial considerations into our study, we aim to address the empirical challenge of

disentangling peer-effects (social effects) from correlated effects.

We use the spatial regression model(s) (SRM) to avoid the limitations of the linear-in-means

model. This model departs from the Manski (1993) model by measuring peer variables

as the weighted averages of observed peer outcomes and characteristics instead of group

expectations. Lee (2007) shows that the SRM model can be used to disentangle endogenous

and exogenous effects. The SRM model makes identifying endogenous and contextual effects

possible if there is sufficient variation in the size of peer groups within the sample.6

6Bramoullé et al. (2009) also proposed a framework in which the endogenous and exogenous effects are
identified. They provide necessary and sufficient conditions for identification.
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In the spatial econometric literature, (see Elhorst, 2014; LeSage and Pace, 2009; Elhorst

and Zigova, 2014), three basic models (the spatial lag model, the spatial error model, and

the spatial Durbin model) are often used to describe the effect of interactions. First, the

spatial lag model extends standard linear regressions to include a spatially lagged dependent

variable. Second, the spatial error model incorporates a spatial autoregressive process in

the error term. Finally, the spatial Durbin model includes spatially lagged dependent and

independent variables Elhorst (2014); Elhorst and Zigova (2014).

Lee (2007) shows that when there is sufficient variation in the size of peer groups within the

sample, the endogenous and exogenous effects can be disentangled. Bramoullé et al. (2009)

also show that the model is identified in the case of networks through intransitive triads.

Intransitive triads describe a structure in which individual “i” interacts with individual “j”

but not with individual “k”, whereas “j” and“k” interact. Our identification strategy relies on

this insight. We, therefore, construct a peer group interaction structure where individuals

interact with each other based on the group they identify with. We denote the network

of peer interactions in the form of an adjacency (spatial) matrix to represent a network

involving nodes (individuals) and links between nodes.

Because the peer grouping may not completely overlap, the Spatial regression model will

generate the necessary nonlinearity for estimating the endogenous peer effect in the model.

However, The concern is how endogeneity of peer formation might impact the estimates of

interaction effects (Goldsmith-Pinkham and Imbens, 2013). Notwithstanding, controlling for

the spatial correlation in the errors between peers may capture some of this bias. Lee et al.

(2010) suggest that if there are omitted variables related to self-selection into peer groups,

including this error correlation may reduce some of the resulting bias.

For this study, we use a cross-sectional spatial Durbin model (SDM), which was first consid-

ered in Anselin (1988). Our model is specified as follows:
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yi = ρ

J∑
j=1

Wijyj +Xiβ + γ

J∑
j=1

WijXj + εi (2.2)

Where yi is the migration intention for individual i and Wij is a spatial (adjacency) weight

showing the link between individual i and j, yj is the migration intention of individual j so

that
∑J

j=1 Wijyj is the weighted average of the dependent variable for the neighbours of i.

The scalar parameter ρ is the spatial autoregressive parameter and is the main parameter

of interest, and it measures the intensity of the spatial interdependence. In our study, ρ

captures the endogenous peer effect, and we interpret it as the average change we would see

in an individual’s outcome if we directly changed their peer’s outcomes. Our model requires

the spatial autoregressive parameter (ρ) to be nonzero and statistically significant. Our prior

expectation is that ρ should be positive to indicate a positive influence of peers’ migration

intentions on the individuals’ migration intentions. An individual’s migration intentions are

further influenced by a set of own characteristics Xi and or characteristics of its neighbour,

Xj. Therefore, the slopes γ capture the contextual effects (the exogenous peer effect). The

parameter, εi is an error term that is assumed to be εi ∼ N(0, σ2In). By including the

spatial lag variable, we are making explicit the existence of spatial spillover effects due to

the network (peer groupings).

The spatial Durbin model produces an unbiased estimate irrespective of the spatial data-

generating processes (see LeSage and Pace, 2009). The spatial Durbin model nests several

other models, namely, the spatial autoregressive model (SAR), Spatial Lag of X Model (SLX),

Spatial Error Model (SEM) and nonspatial model (ordinary least squares -OLS model) (see

LeSage and Pace, 2009). Figure A2.1 in the appendix presents a taxonomy for different

spatial models and suggests the appropriate spatial regression with its test.

Following Halleck Vega and Elhorst (2015), we test the choice for our regression model.
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First, we estimate equation 2.2 using the ordinary least squares (OLS) and test for the

overall spatial autocorrelation of our data set using Moran’s I statistics. The Moran’s I

first proposed by Moran (1948) allow researchers to detect the spatial pattern of a network

(spatial structure) for a given data which in our case is a peer network. The value of the

Moran I statistics usually ranges from -1 to +1. A positive index suggests similar values

cluster together, whereas a negative index suggests dissimilar values cluster. For the choice

of our model, we test using the lagrange multiplier (LM) diagnostics for spatial dependence.

The LM-Error rejects the null in the presence of a lag model. The LM-Lag rejects the null

in the presence of an error model. We also include the robust forms of the LM because the

LM-Error and LM-Lag by themselves can not be used to determine the dependence structure

(see Anselin et al., 1996). Further, we use the Wald statistics, and the likelihood-ratio (LR)

tests to examine if the choice of our model is appropriate.

To address the simultaneity problem in the spatial context, we follow Anselin (1988) and

use a maximum likelihood estimation procedure to estimate equation 2.2. The log-likelihood

function is given by:

lnL = −n

2
ln(πσ2) + ln|In − ρW | − e

′
e

2σ2
,

e = y − Zδ

(2.3)

where Z = [Wy, X, WX], δ = [ρ, β, γ]. This approach provides consistent estimates as-

suming that the error term is normally distributed. Our decision to use the ML approach

is based on the reason that ML performs better than a generalized method of moments in-

strumental variables (GMM IV) approach when estimating a spatial regression model in the

presence of spatially autocorrelated explanatory variables (Pace et al., 2012).
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2.4 Data

2.4.1 Data

In this study, we use survey data on tertiary graduates in Ghana who had completed their

program of study in 2018 and were working as part of their National service for the 2018/2019

period. Our sample consisted of 2250 individuals selected from a population of approximately

85,708 tertiary graduates. Data collection for this study commenced in January 2019 and was

successfully concluded by March 2019. Rigorous quality control checks were implemented to

ensure the reliability and accuracy of the collected data. Ultimately, 1751 national service

personnel responded to our survey, providing valuable insights for our analysis.

The National Service personnel as respondents were relevant for our analysis because they

are at a critical stage where the most important life decisions are taken. The national service

scheme (NSS) is a mandatory one-year employment program that deploys tertiary graduates

to priority areas within the public and private sectors to support developmental activities

(National Service Scheme, 2022). The government treats the one year of service under the

scheme as a requirement for progression into the labour market, ignoring the possibility

of alternative channels, such as family background and interviews, among others, through

which the transition from school to work can be facilitated.

The survey questionnaire allows the study to investigate the influence of networks, specifically

the peer effect, on migration intentions among tertiary graduates in Ghana. The survey

instrument included some questions that enabled us to construct peer groupings to help the

study and analyse networks’ effect on migration intentions.7

7The University of Birmingham and King’s College London granted ethical approval for the study.
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2.4.2 Descriptive statistics

The descriptive statistics of the dependent and independent variables are reported in table

2.1. Full definitions of the variable can be found in Table A2.1 of the appendix. Our

dependent variable measures the self-reported likelihood of emigrating internationally within

the next two years. Respondents were asked to choose from a scale of 1 (highly unlikely) to

10 (highly likely) the likelihood of emigrating abroad within the next two years. The average

self-reported likelihood of emigrating abroad within the next two years was 5.6. Compared

to females (5.5), male respondents, on average, have a higher intention to out-migrate (5.7).

Table 2.1: Descriptive statistics

Variable All (N=1751) All (N=1088) All (N=663)
Mean Std. dev. Mean Std. dev. Mean Std. dev.

Migration Intentions 5.633 2.263 5.733 2.215 5.468 2.331
Age 25.204 2.770 25.362 2.605 24.946 3.005
Sex (Male=1) 0.621 0.485
Marital Status (Single=1) 0.944 0.230 0.966 0.181 0.908 0.289
Religion (Christian=1) 0.917 0.276 0.918 0.274 0.916 0.278
Pre-Labour Market Exp (Weeks) 9.283 14.701 9.389 14.935 9.110 14.318
Family Background 2.056 1.094 2.030 1.108 2.098 1.071
Local Network (=1) 0.278 0.448 0.257 0.437 0.312 0.464
Family/Friend Abroad (=1) 0.555 0.497 0.531 0.499 0.594 0.491

Note: Descriptive statistics by sample
Source: Authors’ computation from Survey Data

For our independent variables, we include a number of variables that are likely to affect the

dependent variable. In the migration literature, age is a key determinant, with young adults

generally known to be the most mobile age group and might be presumed to have the highest

incidence of migration aspirations (Zaiceva, 2014). Because our data samples only national

service personnel, we do not observe many variations in the age variable. The average age

in our study was 25 years which is similar to the average age for completing a university

education in Ghana.

32



We also include the sex of the respondent as a determinant of migration intention in our

study. Sex or gender plays a key role in migration. Our data reveal that about 62 percent

of our sample are males. Our averages compare with the government of Ghana’s ministry

of education (2018) report that females constitute 41.8 percent of total enrolment in ter-

tiary institutions (i.e. 39.7 percent for public universities). We also include marital status

as an independent variable. Marriage can act as a constraint on, and or opportunities for,

migration. In deciding to move abroad, married respondents will generally have to consider

their partner’s aspirations before making decisions. Thus marriage can serve as both con-

straints and opportunities for migration. We, therefore, include marital status as a control

variable. Our data suggest that most of our respondents were single (94 percent), which was

not surprising as our sample consisted of national service personnel.

We include religious affiliation to capture the effect of socio-religious networks on migration

intentions. Religious affiliation is one way individuals become enmeshed and maintain their

social networks. These networks generally share ideology, ethics, and moral beliefs that

revolve around their religion (see Berger, 2011). In Ghana, Christianity is the dominant

religion in all the regions of Ghana apart from the northern regions.8 It is, therefore, not

surprising that 92 percent of our respondents were affiliated with the Christian religion.

We also include a previous labour market experience variable as a control. We consider

this variable as one mechanism through which individual transitions from school to work

(Klein and Weiss, 2011; Weiss et al., 2014; Cerulli-Harms, 2017). We expect labour market

experience to play a crucial role in migration decisions. Whether the individual will decide to

work in the country or migrate abroad to find other opportunities is more likely to depend on

their experience with the labour market. The labour market experience variable is measured

in weeks. On average, the male sample had more experience in the labour market than

the female sample. Various factors reflecting different socioeconomic or inequality aspects

8See Ghana living standard survey report 2019 estimates that about two-thirds of household heads in
Ghana are Christians.
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can also affect migration intentions. We, therefore, include a family background variable to

capture such an effect. We construct the family background variable from the respondent’s

parental education level and occupation skills. We used factor analysis (polychoric) to create

a continuous measure.9 - The family background variable ranges from 0.342 (disadvantaged

respondents) to 4.095 (advantaged respondents). We also include a variable to capture local

connections. This variable is expected to reduce migration intention as having this sort of

connection helps them transition from school to work effortlessly. Our descriptive statistics

suggest that 28 percent of our sample had some local connection they could rely on for a

smooth transition from school to work. The female sample had more local connections than

their male counterpart.

Finally, we include a dummy variable that captures the respondent’s direct connection to a

family or friend abroad. Our data suggest that about 55 percent of our respondents identify

as having a family or friend abroad that they can count on for help. Individuals with family

or a friend abroad can aspire to migrate to reunite with them. It could also be that ties with

current migrants can shape perceptions of migration (see Bakewell and Jolivet, 2016).

2.4.3 Social networks

In Ghana, the boundaries of individuals or households are mobile and permeable such that

relationships and interconnectedness play an important role (see Udry and Conley, 2004;

Conley and Christopher, 2001; Fafchamps, 2004). It is fruitful to think of a Ghanaian as

participating in numerous social relationships of varying intensities with a variety of different

people. Hence to design an appropriate policy it is useful to recognise that the Ghanaian

people are embedded within social networks.

We define social networks as any form of interaction between individuals that we can identify

9polychoric is a technique used to estimate or measure the association of ordinal variables (see Holgado-
Tello et al., 2010).
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in our data, such as groups the respondents have in common. Our definition of networks is

based on peer groups. According to (Wasserman et al., 1994) social networks are networks

in which the vertices or the actors are individuals. The edges of ties (links) represent some

form of social interaction between the peer groups. In this study, we define peer groups as

groups the respondents share in common (see Wasserman et al., 1994).

We adopt an adjacency matrix approach to incorporate three distinct peer groupings we

identified in our dataset. The first peer grouping is formed based on the respondents’ faculty

and university attended. Thus, individuals who attended the same university and belonged

to the same faculty are considered linked within this group. Similarly, the second peer group

is defined based on the high school attended by the respondents and the year of completion.

Thus, individuals who attended the same high school and completed their studies in the

same year are connected within this group. Lastly, the third peer group is determined by the

establishment where the NSS personnel were assigned for their national service. Therefore,

respondents who were posted to the same establishment are regarded as linked within this

particular group. Each link group is denoted as a dichotomous indicator that equals one if

individual “i” and individual “j” are linked and zero otherwise. all The links are undirected.

Subsequently, we consider individuals who share any of the three identified peer groups as

having social connections. While we acknowledge the potential existence of other network

linkages, such as membership in community organizations, belonging to the same church,

or being Facebook friends, data restrictions limit our ability to include such factors in our

network structure. Hence, we define peer groups solely based on the three identified variables

from our dataset. Thus our network structure might only partially approximate the true

underlying social network structure, as we lack actual information on interaction patterns

between individuals in our data.

In our network representation, a link from one node (individual) to another signifies the

presence of a peer relationship. The resulting adjacency matrix, denoted as W, represents
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the network and is an N by N matrix, where each entry indicates the existence or absence

of a link.

Wij =



0 W12 . . . W1N

W21 0 . . . W2N

. . . . . . . . . . . .

WN1 WN2 . . . 0



Wij are entries of the total number of groups the individuals share in common. The diagonal

of the adjacency matrix is 0 because an individual cannot be their own peer. Our network

structure is summarised in Table 2.2

Table 2.2: Network summary statistics

network summary statistics

Directed FALSE
Nodes: 1756
Edges: 64382
Minimum value: 0
Maximum value: 3
Density: 0.0418
Reciprocity: 0.0418
Transitivity: 0.6551
Betweenness centralization: 0.0056
Degree centralization: 0.0643

Network descriptive statistics of our data (Table 2.2) suggest that of the 1756 people who

we identified as having or belonging to a group we find 64,382 form of social interaction

between them. The maximum number of groups to which some individuals have in common

is 3. The coefficient of transitivity is 0.66 suggesting 66 percent triads of a individuals and

the peers have links with one another. We also find from our constructed network that only

4.2 percent of all the possible ties are present.
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2.4.4 Weighting matrix

To capture the network effect on migration intentions, we specify spatial (adjacency) weight-

ing matrices based on the peer groupings in our data. The matrix describes the network of

relationships between any pair of individuals. Every element in the matrix represents the

number of links between the pair of individuals. We create a square matrix of 1751X1751

(see table 2.3) with its i− th row representing the vector of weights that define the number

of groups the pairs have in common. Our matrix has zero diagonal giving an indication that

individuals do not impact on itself directly but it does indirectly.

Table 2.3: Summary of spatial-weighting object

Matrix Description

Dimensions 1751 x 1751
Stored as 1751 x 1751
Links

total 128664
min 4

mean 73.480
max 186

The number of links is 128,664, with each individual having 73 neighbors on average. The

minimum number of neighbour is 4 and the maximum is 186.

We use a row-standardized matrix to create a proportional weights because of the unequal

number of neighbours. This ensures that all weights are between 0 and 1 and helps with the

interpretation of the weights matrix as an averaging of neighbouring values. In particular,

we compute the weighting matrix such that more weight is placed on the number of links

the pairs have. We define a row-standardized weight matrix W as:

Wij =
Wij∑n
j=1Wij

(2.4)
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Thus each row of the matrix is divided by row’s sum such that the element of each row sum

to unity and the sum of all weights equals the total number of observations. An important

feature is that, the row-standardized weights matrix ensures that the spatial parameter in

many spatial stochastic processes are comparable between models (Anselin and Bera, 1998).

2.5 Results

2.5.1 Determinants of migration intention

The estimation results are based on the empirical equation 2.2 and the identification strategy

as outlined in Section 3. Columns 1 and 2 of table 2.5 present the results obtained from the

Ordinary Least Squares (OLS) regression, which does not consider the relational dependency

or allow for peer effects. As a result, these columns do not capture the influence of peer

relationships on the variables. Our result reveals that several variables are statistically

significant in explaining the intention to migrate internationally. Specifically, age, sex (male

compared to female), religious affiliation (Christianity), family background, local network,

and family/friends were statistically significant. The positive coefficients associated with Sex,

religious affiliation (Christianity), family background, and family/friends suggest a positive

correlation between these variables and the intention to migrate internationally. In other

words, holding other factors constant, individuals with these characteristics are more likely

to express a higher intention to migrate internationally.

On the other hand, age and local network variables had negative coefficients, indicating a

negative correlation between these variables and the intention to migrate internationally.

Consequently, older individuals are less likely to express a strong intention to migrate inter-

nationally, all other things being equal. Similarly, individuals with a stronger local network

are also less likely to express a strong intention to migrate internationally, all other things

being equal. Comparing the results of the OLS regression with the spatial lag models, we
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find that the OLS results yield similar directional effects. However, the coefficients in the

OLS regression model tend to be relatively higher compared to the spatial lag models and,

therefore, likely to be biased due to other unobservable factors.

To test for spatial dependence, we apply a spatial autocorrelation test (Moran’s I test and

the Lagrange multiplier (LM) test) to the OLS residuals in columns 1 and 2 (see Anselin,

1988; Anselin et al., 1996). The spatial dependency(Moran’s I and the LM) test is presented

in table 2.4. The estimated Moran’s I statistics suggest that spatial regression models should

be used in favour of the ordinary least squares (OLS). The Moran’s I statistic is 0.080 and

highly significant (1 percent significance level). For the choice of the model, we perform the

LM test. Table 2.4 shows that the robust LM statistic for the spatial error model was not

statistically significant. We conclude that spatial regression models with lag are preferred to

spatial regression models with error. Figure A2.1 in the appendix presents a pictorial idea

for selecting the appropriate spatial models. We present the result for our spatial models in

table 2.5.

Table 2.4: Test for spatial dependence

Model Index Value

Moran’s I 0.080***
Spatial error Lagrange multiplier 206.205***

Robust Lagrange multiplier 1.300
Spatial lag Lagrange multiplier 215.401***

Robust Lagrange multiplier 10.496***

Note: * p <.10, ** p <.05, *** p <.01.
Source: Authors’ computation from Survey Data

Columns 3 and 4 show the OLS result for Manski’s equation for comparison with the spatial

regression models. Columns 5 to 10 show the results for our spatial regression models captur-

ing the determinants of migration intentions. Our findings indicate that the Ordinary Least

Squares (OLS) regression model in Columns 3 and 4 yields comparable results to the spatial

lag models, particularly in terms of the directional effects. We note a substantial difference

in the coefficients associated with endogenous effects between OLS (Columns 3 and 4) and
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the spatial regression models. It is also important to note that the inclusion of spatial lag

(endogenous (peer) and contextual effect) in the OLS regression violates the assumption of

uncorrelated error terms. Additionally, the assumption of independent observations is also

violated. Consequently, these violations introduce bias and inefficiency in OLS estimates in

Columns 3 and 4.

The sign of the spatial autoregressive parameter, W.(MigrationIntention) capturing the

endogenous (peer) effect is positive and significant for all the SRMmodels. This suggests that

the migration intentions of peers positively influence an individual’s intentions to migrate.

The sex variable (male dummy) also has a significant and positive impact on migration

intentions, indicating that compared to females, males are more likely to develop a migration

intention. This result aligns with the sex or gender dynamics in the migration literature that

seems to suggest that women are less likely to out-migrate (Beine and Salomone, 2010; Kirwin

and Anderson, 2018). Male and female migrants face different opportunities and risks, with

males more likely to take risks in general compared to females (see Byrnes et al., 1999).

In addition, the religion variable is positive and significant, indicating that all other things

being equal, individuals who belong to the Christian sect are more likely to develop mi-

gration intentions. We also find that family background positively and significantly affects

migration. Respondents from the more advantageous household are more likely to have a

positive migration intention. Probably these individuals are the ones who can actualize these

migration dreams.

We also find from table 2.5 that having a family or a friend abroad positively correlates with

developing migration intentions. Our result is similar to Manchin and Orazbayev (2018)

study which finds that social networks (composed of friends and family) abroad influence

individuals’ intention to migrate internationally. One potential concern is that the family

or a friend abroad variable is endogenous. Thus the variable can be driven by some other

unobserved variables, and therefore their coefficients could be biased. Consequently, one
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should be cautious with the interpretation of these estimated coefficients. More importantly,

however, an endogenous family and friend variable in the specification could potentially

bias the estimates of our coefficient of interest, ρ (W.(MigrationIntention)), if they are

correlated with W.(MigrationIntention). In a robustness test, we re-estimated the equation

2.2 for SRM models in table 2.5, first by excluding the family and friend variable and second

by including regional fixed effect and the family/friend abroad. In all estimates, neither

W.(MigrationIntention) nor the coefficients of the other parameters change in direction

and statistical significance.

Our findings from table 2.5 indicate a potential correlation between age and a reduced in-

clination among older individuals to express an intention to migrate internationally, holding

all other factors constant. Despite minimal variation in respondent age found in our data,

this outcome aligns with the existing literature on the connection between ageing and migra-

tion, commonly referred to as the ’ageing-migration nexus’ (see Lulle and King, 2016; King

et al., 2017). The outcome is not unexpected, as it is plausible that older individuals have

developed strong roots and connections in their current locale, such as familial, social, and

community ties, which foster a sense of belonging and stability. Our findings also reveal that

individuals with a local network are less likely to express a strong intention to migrate inter-

nationally. This observation suggests that individuals with stronger local networks may enjoy

the advantages of social connections that provide employment opportunities or potential ca-

reer advancements, thereby diminishing the necessity or inclination to pursue international

migration. This result aligns with the study by Manchin and Orazbayev (2018), which em-

phasizes that close social networks at home are relatively less important, particularly among

individuals with aspirations for international relocation.However, we did not observe a sig-

nificant impact of marital status and pre-labor market experience on migration intention in

our study. This could possibly be attributed to the fact that a relatively small proportion of

respondents in our data are married, which may explain the lack of observed effects.
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To explore potential variations in peer effects and their impact on the intention to migrate

abroad, we conducted a gender-based analysis to examine underlying heterogeneity. The

results for the male and female subgroups are presented in Tables 2.6 and 2.7, respectively,

highlighting some important distinctions and enhancing the comprehensiveness of our find-

ings.

In the male sample (Table 2.6), we find a significant and positive spatial autoregressive pa-

rameter, W.(MigrationIntention), indicating that the inclination to migrate internationally

increases in response to higher average migration intentions among peers. Furthermore, our

analysis reveals a significant positive relationship between family background and the inten-

tion to migrate abroad, suggesting that individuals from advantageous family backgrounds

are more likely to express a desire to migrate. Additionally, the family/friends abroad vari-

able exhibits a strong positive effect on migration determinants within the male sample, a

finding that attains significance even at the 1 percent level.

Regarding the female sample, the results from Table 2.7 provide further insight into the

intention to migrate, revealing some noteworthy distinctions. Like the male sample, we find

a positive and significant spatial autoregressive parameter, W.(MigrationIntention), across

all spatial regression models. This finding indicates that higher migration intentions among

peers positively influence the propensity of females to consider international migration. Fur-

thermore, our analysis demonstrates that age negatively and significantly affects the female

sample, suggesting that older individuals are less likely to express intentions to migrate.

Additionally, we observe a positive and significant relationship between the family/friends

abroad variable and the intention to migrate among females.

The gender-specific findings presented in this study provide a nuanced understanding of the

multifaceted nature of migration intentions. They emphasize the importance of accounting

for gender-based variations in peer effects and considering factors such as family background,

age, and social connections abroad, which distinctly shape migration intentions for males and
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females. The heterogeneity observed in the estimated effect sizes, particularly concerning

the endogenous peer effect, reveals that males exhibit a relatively higher effect compared to

females (excluding the SAC model). This disparity aligns with prevailing gender norms in

many Ghanaian communities, where distinct expectations are imposed on women and men.

Smith and Floro (2020), suggests that certain norms favour men’s income-earning work away

from home. In various West African contexts, including Ghana, women typically assume

primary responsibilities for childcare and household chores, while men are expected to provide

economic resources for the family. Consequently, extensive ethnographic research has focused

on men migrating to support their families through remittances (Hannaford, 2017)). Our

findings affirm these findings and reinforce the conclusion that determinants of migration

intentions differ between males and females. In the case of males, their intentions to out-

migrate may be driven by factors related to economic prospects, while for females, marriage-

related considerations may be more influential. In Ghana, it is commonly understood that

females often relocate to join their husbands rather than being motivated by other migration

pull factors (see Ghana Statistical Service, 2014).

The average migration intention in our data also compares well with the Ghanaian emigrant

population. Even though studies (see Rizwan et al., 2022) suggest an increase in the femini-

sation of the Ghanaian emigrant population, the male population dominates. For instance,

the OECD reports (2022) indicate that in 2015/16, 47 percent of Ghanaian migrants living

in OECD countries were women, thus suggesting that gender inequality continues to remain

a salient feature of the emigrant population.

2.5.2 Robustness and sensitivity analysis

We perform a number of robustness checks to see whether our results are sensitive to the

choice of the estimator, alternative independent variables, as well as different weighting

matrices and forms of row standardization. We report the results of these robustness exercises
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for the determinants of migration intentions.

Two-stage least squares estimator (2SLS) and reduced form models

As a robustness check, we apply an instrumental variable approach suggested by Following

Kelejian and Prucha (1998) and reestimate equation 2.2 given that an individual’s own migra-

tion intentions and their peer’s migration intentions could be simultaneously determined by

other unobserved factors leading to a biased coefficient of the spatial autoregressive param-

eter. We estimate equation 2.2 using a generalized spatial two-stage least squares estimator

(GS2SLS). Following Kelejian and Prucha (1998) we redefine equation 2.2 as y = Zδ+ε and

ε = ρMε + µ. Where Z = (Y,X,Wy,Wx) and δ = (β, γ, δ). We rely on the instrumental

variable approach to deal with the endogeneity caused by the spatial lag variable. The prin-

ciple of instrumental variables estimation is based on the existence of a set of instruments,

H that are strongly correlated with Z but asymptotically uncorrelated with ε (see Anselin,

1988). We use a matrix H = [Wx,W 2x] to instrument for δ. Thus, the spatial lags of the

exogenous predictors serve as instruments for the spatial lag of the outcome. The basic intu-

ition for this is that Just as x is related to y, Wx is related to Wy. The GS2SLS estimator

of δ applies the Cochrane-Orcutt transformation to the model.

Table 2.8 presents the results of this robustness exercises. Columns 1 to 4 present the

results of our overall sample using the generalized spatial two-stage least-squares estima-

tor (GS2SLS). Columns 5 and 6 use the instrumental variable approach (2SLS and GMM

respectively). The first-stage F-statistics is 44.20 and 41.55 respectively. For the IV-

GMM approach, the Hansen J-test on over-identifying restrictions yields a p-value of 0.1547

and thereby does not reject the null that the instruments are uncorrelated with the er-

ror term in the second stage. The direction and significance of our explanatory variables

stay robust. However, for columns 1, 2 and 3, even though the size of the spatial lag,

W.(MigrationIntention) does not stay within the theoretical prediction, the direction and
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significance stay robust. Theoretically the ML is more efficient than the GS2SLS for a nor-

mally distributed data, hence ML being our preferred choice of estimator for equation (see

Lee, 2004).

Inclusion of regional fixed effect

We include regional dummies to capture difference in regional emigration. Two different

regional fixed effect are considered. The first, table 2.9 uses the current region where the

respondent is doing the national service. The second, table A2.2 in the appendix uses

the usual region of residence of our respondent for the regional fixed effect. In all these

regressions, our estimates stay robust, and our measure of peer’s migration intention, depicts

a positive and significant influence on the individuals own migration intentions.

Peer group based on National Service postings only

As an additional robustness check of our findings, we employ a weight matrix derived from

NSS postings to establish a peer group. To a certain degree, this peer group can be considered

exogenously assigned to individuals within the specific context, given that the postings of

the NSS personnel are done by the Management of the National Service Scheme, reducing

the likelihood of self-selection. The outcomes of this robustness analysis are presented in

Tables 2.10 and 2.11, demonstrating our results’ continued validity. However, it is important

to acknowledge that relying solely on the NSS peer groupings raises concerns regarding the

endogeneity of the network’s transitivity and the identification of contextual peer effects

under intransitivity. In other words, when the peers of peers are not peers, potential biases

may arise (see Bramoullé et al., 2009)
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Table 2.9: Determinants of migration intention (regional fixed effect)

(1) (2) (3) (4) (5)
VARIABLES SAR SAC SEM SDM SDM (W.X)

Age -0.040* -0.041* -0.040* -0.039* -0.083
(0.021) (0.021) (0.021) (0.021) (0.115)

Male(=1) 0.269** 0.285*** 0.293*** 0.283** -0.314
(0.107) (0.111) (0.112) (0.113) (0.501)

Single(=1) 0.322 0.310 0.300 0.363 2.120
(0.243) (0.243) (0.241) (0.244) (1.719)

Christian(=1) 0.422** 0.430** 0.426** 0.399** -0.394
(0.186) (0.189) (0.189) (0.189) (1.012)

Pre-Labour Market Exp (Weeks) 0.004 0.004 0.005 0.005 0.015
(0.004) (0.004) (0.004) (0.004) (0.019)

Family Background 0.142*** 0.148*** 0.148*** 0.157*** 0.326
(0.048) (0.050) (0.050) (0.051) (0.212)

Local Network (=1) -0.293** -0.254** -0.232** -0.239** -1.474**
(0.115) (0.119) (0.118) (0.119) (0.582)

Family/Friend Abroad (=1) 0.524*** 0.560*** 0.576*** 0.564*** -1.078**
(0.105) (0.108) (0.107) (0.107) (0.521)

W.(Migration Intention) 0.703*** 0.419* 0.677***
(0.069) (0.234) (0.076)

e.(Migration Intention) 0.415* 0.733***
(0.246) (0.070)

Constant 1.463* 3.104** 5.503*** 2.286
(0.782) (1.514) (0.702) (4.027)

Observations 1,751 1,751 1,751 1,751 1,751
Regional FE Yes Yes Yes Yes
log-likelihood -3811.306 -3809.919 -3811.263 -3804.309
Wald statistics 103.97*** 81.01*** 109.45*** 115.78***

Note: The table presents estimation results for spatial regression models capturing the determinants of
migration intentions. Regional dummies (fixed effect) are included to capture regional emigration differ-
ences. The dependent variable, migration intention, is measured on a scale from 1 (highly unlikely) to
10 (highly likely) about the self-reported likelihood of emigrating within the next two years. Standard
errors are in parentheses. * p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Weighting matrix alternatives

Based on our findings on the determinants of migration intention (subsection 2.5.1) we as-

sume that a weight matrix based on peers groups best describes the spatial dependence or

the network, such that equation 2.2 represents the true data-generating process. However,

because theory does not provide guidance on the degree to which spatial dependence de-

creases as distance increases, we start to test the robustness of our results by analyzing the

sensitivity of our model specification on the choice of the weighting matrix.

First, in table 2.12, we use a non-normalised weighted matrix. The results for the ex-

planatory variables stay relatively stable in sign and strength. It can be observed with this

weighting scheme that the spatial autoregressive parameter, W.(MigrationIntention) in the

SAC model lacks significance despite the positive direction. Second, we normalised the ma-

trix such that its largest eigenvalue is 1 to estimate equation 2.2. The results stay robust

with a positive and significant spatial interdependence in migration intentions. Third, we

use the minmax- normalized weighting matrix. With this type, the matrix elements are

divided by the smaller of the largest row or column sum of absolute values. The results

stay robust. Again it is only in the SAC model that the spatial autoregressive parameter,

W.(MigrationIntention) lacks significance.

2.5.3 Determining the impact of social (spatial) spillovers

Linear regression parameters have a straightforward interpretation as the partial derivative

of the dependent variable with respect to the explanatory variable because of the linearity

and independence of the observations assumption. However, for models that include spatial

lags of the explanatory or dependent variables, interpretation of the regression parameters

becomes more complicated because spatial regression includes information set from neigh-

bouring regions or observations (see LeSage and Pace, 2009). The spatial dependence, there-
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fore, allows us to retrieve more detailed information about the interaction effects (LeSage and

Pace, 2009). For instance, in considering the effect of family background on the intention to

migrate for individual “i”, one has to be careful because of the spatial dependence. A change

in the family background variable for individual “i” will have a direct effect on the intention

to migrate for individual “i” as well as an indirect effect on all others in his network due

to the spatial dependence. To understand the dependence structure in the spatial Durbin

model, we follow (LeSage and Pace, 2009) and look at the data-generating process formu-

lated in equation 2.5 and derive the direct and indirect effect of the explanatory variables on

the dependent variable.

yi = (In − ρW )−1(Xβ +WXjγ + εi) (2.5)

where

(In − ρW )−1 = In + ρW + ρ2W 2 + ρ3W 3 + .... (2.6)

and rewrite the right-hand side in equation 2.5

(In − ρW )−1Xβ + (In − ρW )−1WXγ =
k∑

r=1

(In − ρW )−1(Inβr +Wγr)xr

=
k∑

r=1

Sr(W )xr

(2.7)

where r stands for the explanatory variables. Following LeSage and Pace (2009) and Kim
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et al. (2003), the data-generating process follow as:



y1

y2
...

yn


=

k∑
r=1



Sr(W )11 Sr(W )12 . . . Sr(W )1n

Sr(W )21 Sr(W )22 . . . Sr(W )2n
...

...
...

Sr(W )n1 Sr(W )n2 . . . Sr(W )nn


×



x1r

x2r

...

xnr


+ (In − ρW )−1ε (2.8)

Following equation 2.8 the derivative of yi with respect to xr can be divided into a direct

and an indirect effect because of the i, jth element of matrix Sr(W ). For individual i the

direct effect measures the impact of a change in an explanatory variable xir on own migration

intentions. Thus, the direct effect of a change in an explanatory variable on own migration

intentions is defined as

δyi
δxir

= Sr(W )ii (2.9)

The indirect effect measures the impact of a change in the peer’s explanatory variable xjr

on the migration intentions of the individual ”i” and is defined as:

δyi
δxjr

= Sr(W )ij (2.10)

This implies that a change in the explanatory variable of individual “i” has a potential impact

on the dependent variable of its peers and vice versa. This originates in the definition of

our spatial regression model, which takes into account the peer’s dependent and explanatory

variables through Wy and WX.
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This implies that every diagonal element of the nxn matrix Sr(W) represents a direct effect

and every off-diagonal element of Sr(W) represents an indirect effect. The magnitude of

these effects is different for different individuals and will depend on the degree of connectivity

among them, which is determined by the spatial weight matrix W, the parameter ρ, which

represents the strength of spatial dependence intention to migrate, and the parameters β

and γ. To present these effects, we follow LeSage and Pace (2009) and use scalar summary

measures defined as:

M̄(r)direct = n−1tr(Sr(W )),

M̄(r)total = n−1i
′

nSr(W )in

M̄(r)indirect = M̄(r)total − M̄(r)direct

(2.11)

where tr represent the trace of the matrix and in represent an nx1 vector of ones. The

expression M̄(r)direct is the average direct effect, which is calculated as the average of the

diagonal of Sr(W ). The expression M̄(r)total is the average total effect, which is the average

over all derivatives of yi with respect to xjr for any i and j, that is, the average of all sums

down the columns of Sr(W). And M̄(r)indirect represents the average indirect effect, which is

the difference between the average total effect and the average direct effect and equals the

average column sum of the off-diagonal elements in Sr(W ). By taking the column sum, we

interpret the average indirect effect as the change in the migration intentions of all other

individuals resulting from a change in the rth explanatory variable of an individual in our

sample.

Following LeSage and Pace (2009) we estimate the simulated parameters from the normally

distributed parameters ρ, β, γ, and σ2 drawn from the variance-covariance matrix coming

from the maximum likelihood estimates to draw inference regarding the statistical signifi-

cance of the impact estimates (see Elhorst and Fréret, 2009). We estimate the direct and
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indirect effects using the mean value of these draws. Table 2.13 presents the scalar summary

measures for a marginal increase in our explanatory variable across all individuals in our

sample, which accounts for spatial spillover effects and is divided into the average direct, in-

direct, and total effect. The equivalent presentation of the scalar summary measures without

the religious affliation variable is presented in the appendix table A2.3

The direct impact in table 2.13 indicates the impact on individual i’s migration intentions

due to a change in the respective explanatory variable. Comparing the coefficient of the

direct impact (table 2.13) with the coefficients from our spatial regression model (table 2.5),

we find that the effect sizes are similar. The marginal differences between the results stem

from feedback effects from individuals with similar characteristics. The results in table 2.13

reveal that age, sex, religion, family background, local network and family/friend abroad are

the main drivers of the direct effect on the determinants of migration intentions. The result

is consistent for all models.

With the average indirect effect, the pattern and sizes of our coefficients are slightly differ-

ent from the coefficient estimates of the spatially lagged explanatory variables of our SRM

models. This difference results from the spatial multiplier, (I − ρW )−1 from equation 2.5,

which accounts for the strength of interaction between individuals. For the SAR model,

we find that family background and family/friend abroad variables are the main drivers of

the indirect effect on migration intentions. We do not find any average indirect effect for

the SAC model. In the SDM model, as indicated by the results presented in table 2.13, we

observe that the sign of the estimated mean indirect impact of local networks suggests that

individuals with local networks negatively influence their peers’ intentions to migrate abroad.

This, in turn, establishes a feedback loop wherein one’s (individual’s) intention to migrate

is negatively affected due to positive spatial dependence on peers’ intention to migrate.

Finally, the average total impact estimates, defined as the sum of the direct and indirect

effects, show the average total effect on individual i from a change in the explanatory variables
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Table 2.13: Spillover effects of a unit change in the explanatory variable

Direct Indirect Total

Coefficient SE Coefficient SE Coefficient SE

Panel A - SAR
Age -0.044* 0.021 -0.131 0.076 -0.175 0.094
Sex (Male=1) 0.256* 0.109 0.763 0.412 1.019* 0.500
Marital Status (Single=1) 0.327 0.248 0.973 0.801 1.301 1.031
Religion (Christian=1) 0.426* 0.190 1.267 0.704 1.693* 0.861
Pre-Labour Market Exp (Weeks) 0.003 0.004 0.007 0.011 0.010 0.015
Family Background 0.150** 0.049 0.446* 0.205 0.596* 0.241
Local Network (=1) -0.285* 0.118 -0.847 0.461 -1.132* 0.556
Family/Friend Abroad (=1) 0.538*** 0.107 1.599* 0.640 2.136** 0.699

Panel B - SAC
Age -0.044* 0.021 -0.058 0.066 -0.101 0.078
Sex (Male=1) 0.264* 0.111 0.348 0.376 0.612 0.425
Marital Status (Single=1) 0.320 0.246 0.422 0.546 0.742 0.723
Religion (Christian=1) 0.423* 0.190 0.558 0.629 0.982 0.730
Pre-Labour Market Exp (Weeks) 0.003 0.004 0.004 0.006 0.006 0.009
Family Background 0.154** 0.050 0.204 0.213 0.358 0.230
Local Network (=1) -0.254* 0.122 -0.335 0.410 -0.589 0.491
Family/Friend Abroad (=1) 0.558*** 0.109 0.736 0.742 1.294 0.752

Panel C - SDM
Age -0.043* 0.021 -0.458 0.405 -0.500 0.409
Sex (Male=1) 0.266* 0.113 -0.629 1.707 -0.364 1.706
Marital Status (Single=1) 0.399 0.252 6.870 6.122 7.269 6.196
Religion (Christian=1) 0.389* 0.190 0.473 3.488 0.861 3.512
Pre-Labour Market Exp (Weeks) 0.004 0.004 0.019 0.063 0.023 0.063
Family Background 0.169*** 0.051 1.374 0.767 1.543* 0.771
Local Network (=1) -0.267* 0.119 -5.649* 2.432 -5.916* 2.444
Family/Friend Abroad (=1) 0.559*** 0.108 -1.782 1.808 -1.223 1.823

Note: Interpretation of coefficients for the spatial regression model is straightforward. A change occurring
in one individual exerts an impact on the other. The table provides a summary measure of the impacts
arising from changes in the explanatory variables of the model average over all observations in the sample.
The direct effect measures the impact of a change in an explanatory variable on an individual’s migration
intentions. The indirect effect measures the impact of a change in a peer’s explanatory variable on the
individual’s migration intentions. The total effect is the sum of the direct and indirect effects. The
results are averaged for all observations. Standard errors are provided. * p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table 2.14: Spillover effects of a unit change in the explanatory variable, male sample only

Direct Indirect Total

Coefficient SE Coefficient SE Coefficient SE

Panel A - SAR
Age -0.030 0.028 -0.036 0.035 -0.066 0.062
Marital Status (Single=1) 0.095 0.391 0.113 0.464 0.208 0.854
Religion (Christian=1) 0.343 0.240 0.407 0.316 0.751 0.542
Pre-Labour Market Exp (Weeks) 0.001 0.005 0.001 0.005 0.002 0.010
Family Background 0.209*** 0.061 0.248* 0.106 0.457** 0.151
Local Network (=1) -0.242 0.152 -0.287 0.207 -0.529 0.349
Family/Friend Abroad (=1) 0.486*** 0.133 0.576* 0.251 1.062** 0.351

Panel B - SAC
Age -0.030 0.028 -0.035 0.052 -0.065 0.073
Marital Status (Single=1) 0.095 0.391 0.111 0.481 0.206 0.865
Religion (Christian=1) 0.344 0.240 0.401 0.521 0.745 0.670
Pre-Labour Market Exp (Weeks) 0.001 0.005 0.001 0.005 0.002 0.010
Family Background 0.209*** 0.061 0.245 0.279 0.454 0.294
Local Network (=1) -0.241 0.156 -0.282 0.401 -0.524 0.513
Family/Friend Abroad (=1) 0.486*** 0.140 0.568 0.620 1.054 0.630

Panel C - SDM
Age -0.027 0.028 -0.267 0.234 -0.293 0.237
Marital Status (Single=1) 0.155 0.392 3.385 4.440 3.540 4.533
Religion (Christian=1) 0.327 0.242 0.604 2.083 0.931 2.105
Pre-Labour Market Exp (Weeks) 0.003 0.005 0.009 0.037 0.011 0.037
Family Background 0.219*** 0.063 0.926* 0.470 1.145* 0.473
Local Network (=1) -0.240 0.154 -2.067 1.363 -2.306 1.376
Family/Friend Abroad (=1) 0.513*** 0.135 -1.504 1.085 -0.991 1.098

Note: The estimated results are for the male sample only. The direct effect measures the impact of a
change in an explanatory variable on an individual’s migration intentions. The indirect effect measures
the impact of a change in a peer’s explanatory variable on the individual’s migration intentions. The
total effect is the sum of the direct and indirect effects. The results are averaged for all observations.
Standard errors are provided. * p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table 2.15: Spillover effects of a unit change in the explanatory variable, female sample only

Direct Indirect Total

Coefficient SE Coefficient SE Coefficient SE

Panel A - SAR
Age -0.089** 0.034 -0.080* 0.040 -0.169* 0.070
Marital Status (Single=1) 0.449 0.331 0.403 0.321 0.851 0.636
Religion (Christian=1) 0.642* 0.317 0.576 0.337 1.218 0.623
Pre-Labour Market Exp (Weeks) 0.007 0.007 0.006 0.006 0.013 0.013
Family Background 0.074 0.084 0.067 0.078 0.141 0.161
Local Network (=1) -0.313 0.188 -0.281 0.193 -0.594 0.369
Family/Friend Abroad (=1) 0.647*** 0.181 0.581* 0.255 1.228** 0.395

Panel B - SAC
Age -0.089** 0.034 -0.150 0.125 -0.238 0.143
Marital Status (Single=1) 0.461 0.333 0.778 0.819 1.239 1.078
Religion (Christian=1) 0.636* 0.316 1.074 0.942 1.709 1.137
Pre-Labour Market Exp (Weeks) 0.006 0.007 0.011 0.013 0.017 0.019
Family Background 0.065 0.084 0.109 0.152 0.174 0.228
Local Network (=1) -0.365 0.198 -0.617 0.648 -0.982 0.803
Family/Friend Abroad (=1) 0.634*** 0.181 1.071 0.837 1.704 0.904

Panel C - SDM
Age -0.088* 0.034 -0.161 0.235 -0.250 0.242
Marital Status (Single=1) 0.491 0.334 3.761 2.471 4.252 2.569
Religion (Christian=1) 0.588 0.315 -0.121 2.202 0.466 2.268
Pre-Labour Market Exp (Weeks) 0.009 0.007 -0.029 0.044 -0.019 0.045
Family Background 0.087 0.086 0.345 0.492 0.432 0.502
Local Network (=1) -0.331 0.189 -3.594** 1.392 -3.925** 1.426
Family/Friend Abroad (=1) 0.641*** 0.183 0.175 1.334 0.816 1.377

Note: The estimated results are for the female sample only. The direct effect measures the impact of a
change in an explanatory variable on an individual’s migration intentions. The indirect effect measures
the impact of a change in a peer’s explanatory variable on the individual’s migration intentions. The
total effect is the sum of the direct and indirect effects. The results are averaged for all observations.
Standard errors are provided. * p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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from all individuals in the sample. Therefore it accounts for the spillover effects within

the network. The estimates vary across different models. For the SAR model, the key

drivers of the total effect on migration intentions are sex, religion, family background, local

networks, and family or friends abroad variables. In contrast, the SDM model reveals a

distinct pattern in which family background (yielding positive spillover) and local networks

(leading to negative spillover) emerge as the primary drivers of the total effect on migration

intentions. Interestingly, no average total effect on migration intentions is identified in the

SAC model.

Disaggregation by gender also reveals some differences between males and females. The

results for the male and female samples are presented in tables 2.14 and 2.15, respectively.

We also provide tables A2.4 and A2.5 alternative results, which do not include the religious

affiliation variables for male and female samples, respectively, in the appendix. In table 2.14,

where we focus on the male sample, we find that the main drivers of the direct effect as

family background and family or friends abroad. However, the results differ for the averaged

indirect and total effects, varying across different models. In Panel A, using the SAR model,

we find that the primary drivers of the averaged indirect effect are family background and

the family or friends abroad variables. Similarly, for the average total effect, we find that

the main drivers are family background and family or friends abroad variables.

Conversely, in Panel B (SAC model), we do not find any averaged indirect effect or total

effect for the male sample. In Panel C (SDM model), where we consider the contextual

effect, we find that a one percent increase in an individual’s family background level results

in an average 0.926 percent increase in migration intention collectively experienced by all

other peers. However, since this impact is distributed among multiple peers, the individual

will experience a smaller increase in migration intentions. The result further reveals that the

main driver of the total effect on migration intention is family background

For the female sample, our estimate of the spillover effect (Table 2.15) reveals that the main
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Table 2.16: Spillover effects of a unit change in the explanatory variable using network
measure based on NSS postings only

Direct Indirect Total

Coefficient SE Coefficient SE Coefficient SE

Panel A - SAR
Age -0.044* 0.021 -0.029* 0.014 -0.073* 0.035
Sex (Male=1) 0.267* 0.108 0.176* 0.075 0.444* 0.181
Marital Status (Single=1) 0.313 0.247 0.206 0.164 0.519 0.410
Religion (Christian=1) 0.474* 0.189 0.313* 0.131 0.787* 0.316
Pre-Labour Market Exp (Weeks) 0.001 0.004 0.001 0.002 0.001 0.006
Family Background 0.179*** 0.049 0.118*** 0.036 0.298*** 0.082
Local Network (=1) -0.209 0.118 -0.138 0.079 -0.348 0.195
Family/Friend Abroad (=1) 0.507*** 0.106 0.334*** 0.082 0.841*** 0.181

Panel B - SAC
Age -0.046* 0.021 -0.067* 0.032 -0.113* 0.052
Sex (Male=1) 0.320** 0.107 0.464** 0.172 0.784** 0.274
Marital Status (Single=1) 0.358 0.249 0.520 0.368 0.879 0.614
Religion (Christian=1) 0.470* 0.188 0.681* 0.286 1.151* 0.467
Pre-Labour Market Exp (Weeks) 0.001 0.003 0.001 0.005 0.002 0.009
Family Background 0.166*** 0.046 0.241*** 0.072 0.406*** 0.115
Local Network (=1) -0.302** 0.113 -0.439* 0.180 -0.741* 0.289
Family/Friend Abroad (=1) 0.465*** 0.103 0.675*** 0.168 1.140*** 0.261

Panel C - SDM
Age -0.044* 0.021 -0.173 0.097 -0.217* 0.103
Sex (Male=1) 0.273* 0.108 1.056* 0.463 1.328** 0.494
Marital Status (Single=1) 0.346 0.248 2.229 1.222 2.575* 1.307
Religion (Christian=1) 0.431* 0.190 0.185 0.834 0.616 0.893
Pre-Labour Market Exp (Weeks) 0.000 0.004 0.017 0.013 0.017 0.014
Family Background 0.207*** 0.050 0.291 0.169 0.498** 0.176
Local Network (=1) -0.182 0.119 -1.609*** 0.428 -1.790*** 0.450
Family/Friend Abroad (=1) 0.496*** 0.107 0.152 0.411 0.647 0.437

Note: The table provides a summary measure of the impacts arising from changes in the explanatory
variables of the model average over all observations in the sample using network measures based on NSS
postings. The direct effect measures the impact of a change in an explanatory variable on an individual’s
migration intentions. The indirect effect measures the impact of a change in a peer’s explanatory variable
on the individual’s migration intentions. The total effect is the sum of the direct and indirect effects.
The results are averaged for all observations. Standard errors are provided. * p <.10, ** p <.05, *** p
<.01.

Source: Authors’ computation from Survey Data
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Table 2.17: Spillover effects of a unit change in the explanatory variable using network
measure based on NSS postings - male sample

Direct Indirect Total

Coefficient SE Coefficient SE Coefficient SE

Panel A - SAR
Age -0.030 0.028 -0.011 0.010 -0.041 0.038
Marital Status (Single=1) 0.108 0.389 0.039 0.141 0.146 0.529
Religion (Christian=1) 0.341 0.239 0.123 0.089 0.464 0.326
Pre-Labour Market Exp (Weeks) -0.001 0.005 -0.000 0.002 -0.001 0.006
Family Background 0.230*** 0.060 0.083** 0.026 0.313*** 0.083
Local Network (=1) -0.222 0.152 -0.080 0.057 -0.302 0.208
Family/Friend Abroad (=1) 0.484*** 0.133 0.175** 0.058 0.659*** 0.184

Panel B - SAC
Age -0.028 0.028 -0.007 0.008 -0.035 0.035
Marital Status (Single=1) 0.066 0.389 0.016 0.096 0.082 0.485
Religion (Christian=1) 0.343 0.238 0.083 0.080 0.426 0.301
Pre-Labour Market Exp (Weeks) -0.001 0.005 -0.000 0.001 -0.001 0.006
Family Background 0.232*** 0.061 0.056 0.040 0.288*** 0.083
Local Network (=1) -0.202 0.155 -0.049 0.053 -0.252 0.201
Family/Friend Abroad (=1) 0.488*** 0.134 0.119 0.084 0.607*** 0.182

Panel C - SDM
Age -0.027 0.028 -0.123** 0.041 -0.150** 0.054
Marital Status (Single=1) 0.216 0.390 2.656* 1.046 2.872* 1.206
Religion (Christian=1) 0.249 0.240 -0.474 0.746 -0.225 0.823
Pre-Labour Market Exp (Weeks) -0.001 0.005 0.016 0.012 0.015 0.013
Family Background 0.239*** 0.062 0.165 0.162 0.404* 0.172
Local Network (=1) -0.186 0.155 -0.575 0.428 -0.761 0.456
Family/Friend Abroad (=1) 0.460*** 0.135 -0.092 0.385 0.367 0.418

Note: The estimated results are for the male sample only. The estimates are derived using the NSS postings
as the sole network measure. The direct effect measures the impact of a change in an explanatory variable
on an individual’s migration intentions. The indirect effect measures the impact of a change in a peer’s
explanatory variable on the individual’s migration intentions. The total effect is the sum of the direct
and indirect effects. The results are averaged for all observations. Standard errors are provided. * p
<.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table 2.18: Spillover effects of a unit change in the explanatory variable using network
measure based on NSS postings - female sample

Direct Indirect Total

Coefficient SE Coefficient SE Coefficient SE

Panel A - SAR
Age -0.088* 0.034 -0.025* 0.011 -0.112* 0.044
Marital Status (Single=1) 0.423 0.331 0.119 0.095 0.542 0.423
Religion (Christian=1) 0.698* 0.316 0.196* 0.098 0.894* 0.406
Pre-Labour Market Exp (Weeks) 0.007 0.007 0.002 0.002 0.009 0.009
Family Background 0.095 0.084 0.027 0.024 0.122 0.108
Local Network (=1) -0.302 0.189 -0.085 0.055 -0.387 0.241
Family/Friend Abroad (=1) 0.642*** 0.181 0.180** 0.063 0.822*** 0.234

Panel B - SAC
Age -0.078* 0.034 0.002 0.009 -0.076* 0.035
Marital Status (Single=1) 0.341 0.326 -0.010 0.040 0.331 0.323
Religion (Christian=1) 0.605 0.310 -0.017 0.070 0.588 0.317
Pre-Labour Market Exp (Weeks) 0.005 0.007 -0.000 0.001 0.005 0.007
Family Background 0.111 0.084 -0.003 0.013 0.108 0.082
Local Network (=1) -0.143 0.195 0.004 0.016 -0.139 0.195
Family/Friend Abroad (=1) 0.626*** 0.179 -0.018 0.073 0.608** 0.193

Panel C - SDM
Age -0.087* 0.034 -0.132*** 0.038 -0.219*** 0.057
Marital Status (Single=1) 0.458 0.327 1.200 0.674 1.658* 0.800
Religion (Christian=1) 0.681* 0.312 0.523 0.740 1.203 0.863
Pre-Labour Market Exp (Weeks) 0.005 0.007 0.017 0.013 0.022 0.015
Family Background 0.135 0.084 0.004 0.181 0.139 0.206
Local Network (=1) -0.271 0.189 -1.418*** 0.422 -1.690*** 0.482
Family/Friend Abroad (=1) 0.611*** 0.180 0.140 0.416 0.752 0.475

Note: The estimated results are for the female sample only. The estimates are derived using the NSS
postings as the sole network measure. The direct effect measures the impact of a change in an explanatory
variable on an individual’s migration intentions. The indirect effect measures the impact of a change in
a peer’s explanatory variable on the individual’s migration intentions. The total effect is the sum of the
direct and indirect effects. The results are averaged for all observations. Standard errors are provided.
* p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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drivers of the direct effect (in both the SAR and SDM models) are age, religion, and family or

friends abroad variables. In the SAC model, the main drivers of the direct effect are age and

family or friends abroad variables. Across all models, we find that age negatively impacts

migration intentions for the female sample, while the family or friends abroad variable has

a positive direct impact. For the indirect effect, we find that in the SAR model, the main

drivers are age and family or friends abroad variables. Similarly, age and family or friends

abroad variables emerge as the main drivers for the average total effect. In the SDM model,

the local network variable exhibits a negative and significant for both the average indirect

and total effect. However, in the SAC models, we did not observe any average indirect or

total effect for the female sample.

As part of our robustness checks, we recalculated the marginal effect for our spatial regression

models by limiting the network measure to only NSS personnel peer grouping. The results,

presented in Tables 2.16, 2.17 and 2.18, indicate that our estimates of the spillovers remain

robust under this restriction.

2.6 Conclusion

This study highlights the crucial roles that social networks play in migration decisions.

By examining the peer effect on intentions to migrate internationally, we contribute to the

existing literature on migration and networks. Our study utilizes unique survey data collected

on tertiary graduates who completed their program of study in 2018 and were working as

part of their National service program for the 2018/2019 period. The study employs spatial

regression models and infers social connections from three measures: faculty and university

attained, high school attended and completion year, and allocated establishment for National

service.

The findings of our study align with previous research yet offer novel insights by utilizing

distinct data and a unique setting. By applying spatial regression models, we effectively
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address the empirical challenge of disentangling peer effects (social effects) from correlated

effects. Our analysis reveals that the migration intentions of their peers positively influence

an individual’s intention to migrate. Moreover, we observe gender differences, with the peer

effect being more substantial for males compared to females. Our results further suggest that

individuals’ family background and having a friend or family member abroad are positive

and significant determinants of migration intentions. On the other hand, we find that local

network reduces the intention to migrate abroad. We also identify spillover effects, with

family background and friends or family abroad variables serving as the primary drivers of

spillovers on migration intentions.

Our study sheds light on the intricate dynamics of social networks in shaping migration de-

cisions, highlighting the importance of considering peer effects in understanding individuals’

intentions to migrate internationally.

72



Appendix

Figure A2.1: Comparison of spatial econometric models

Source: Halleck Vega and Elhorst (2015)
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Table A2.2: Determinants of migration intention (regional fixed effect)

(1) (2) (3) (4) (5)
VARIABLES SAR SAC SEM SDM SDM (W.X)

Age -0.041* -0.041** -0.041* -0.036* -0.031
(0.021) (0.021) (0.021) (0.021) (0.118)

Male(=1) 0.296*** 0.302*** 0.310*** 0.292** -0.415
(0.107) (0.109) (0.112) (0.114) (0.510)

Single(=1) 0.254 0.249 0.240 0.325 2.097
(0.244) (0.244) (0.243) (0.245) (1.743)

Christian(=1) 0.382** 0.388** 0.388** 0.365* -1.412
(0.192) (0.193) (0.194) (0.193) (1.083)

Pre-Labour Market Exp (Weeks) 0.002 0.003 0.003 0.004 0.009
(0.004) (0.004) (0.004) (0.004) (0.020)

Family Background 0.135*** 0.139*** 0.145*** 0.155*** 0.343
(0.048) (0.049) (0.051) (0.051) (0.226)

Local Network (=1) -0.288** -0.270** -0.231* -0.240** -1.517**
(0.116) (0.119) (0.119) (0.119) (0.615)

Family/Friend Abroad (=1) 0.560*** 0.575*** 0.600*** 0.585*** -0.865
(0.105) (0.107) (0.107) (0.108) (0.573)

W.(Migration Intention) 0.712*** 0.608*** 0.657***
(0.069) (0.166) (0.079)

e.(Migration Intention) 0.187 0.746***
(0.235) (0.071)

Constant 1.438* 2.020* 5.364*** 2.005
(0.787) (1.157) (0.710) (4.086)

Observations 1,751 1,751 1,751 1,751 1,751
Regional FE Yes Yes Yes Yes
log-likelihood -3807.431 -3807.093 -3809.903 -3796.572
Wald statistics 107.09*** 89.54*** 108.98*** 124.15***

Note: The table presents estimation results for spatial regression models capturing the determinants of
migration intentions. Regional dummies (fixed effect) are included to capture regional emigration differ-
ences. The dependent variable, migration intention, is measured on a scale from 1 (highly unlikely) to
10 (highly likely) about the self-reported likelihood of emigrating within the next two years. Standard
errors are in parentheses. * p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table A2.3: Spillover effects of a unit change in the explanatory variable

Direct Indirect Total

Coefficient SE Coefficient SE Coefficient SE

Panel A - SAR
Age -0.044* 0.021 -0.134 0.078 -0.178 0.096
Sex (Male=1) 0.256* 0.109 0.785 0.426 1.041* 0.514
Marital Status (Single=1) 0.363 0.248 1.113 0.841 1.477 1.067
Pre-Labour Market Exp (Weeks) 0.003 0.004 0.010 0.012 0.013 0.015
Family Background 0.161*** 0.049 0.494* 0.221 0.656** 0.254
Local Network (=1) -0.282* 0.118 -0.863 0.475 -1.145* 0.571
Family/Friend Abroad (=1) 0.544*** 0.107 1.665* 0.670 2.209** 0.729

Panel B - SAC
Age -0.043* 0.021 -0.053 0.067 -0.096 0.079
Sex (Male=1) 0.266* 0.111 0.328 0.389 0.594 0.433
Marital Status (Single=1) 0.354 0.246 0.436 0.592 0.790 0.754
Pre-Labour Market Exp (Weeks) 0.003 0.004 0.004 0.006 0.007 0.009
Family Background 0.166*** 0.050 0.205 0.237 0.371 0.251
Local Network (=1) -0.247* 0.123 -0.305 0.413 -0.552 0.494
Family/Friend Abroad (=1) 0.566*** 0.109 0.697 0.785 1.263 0.792

Panel C - SDM
Age -0.042* 0.021 -0.514 0.393 -0.556 0.396
Sex (Male=1) 0.268* 0.113 -0.757 1.693 -0.489 1.691
Marital Status (Single=1) 0.432 0.251 6.971 6.106 7.402 6.178
Pre-Labour Market Exp (Weeks) 0.005 0.004 0.028 0.061 0.032 0.061
Family Background 0.180*** 0.050 1.392 0.763 1.573* 0.767
Local Network (=1) -0.262* 0.119 -5.863* 2.465 -6.125* 2.477
Family/Friend Abroad (=1) 0.564*** 0.108 -1.823 1.820 -1.259 1.835

Note: The direct effect measures the impact of a change in an explanatory variable on an individual’s
migration intentions. The indirect effect measures the impact of a change in a peer’s explanatory variable
on the individual’s migration intentions. The total effect is the sum of the direct and indirect effects.
The results are averaged for all observations. Standard errors are provided. * p <.10, ** p <.05, *** p
<.01.

Source: Authors’ computation from Survey Data
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Table A2.4: Spillover effects of a unit change in an explanatory variable, male sample

Direct Indirect Total

Coefficient SE Coefficient SE Coefficient SE

Panel A - SAR
Age -0.030 0.028 -0.035 0.035 -0.065 0.062
Marital Status (Single=1) 0.113 0.391 0.134 0.465 0.248 0.854
Pre-Labour Market Exp (Weeks) 0.001 0.005 0.002 0.005 0.003 0.010
Family Background 0.218*** 0.061 0.258* 0.108 0.476** 0.153
Local Network (=1) -0.234 0.152 -0.278 0.206 -0.512 0.348
Family/Friend Abroad (=1) 0.488*** 0.133 0.578* 0.251 1.066** 0.351

Panel B - SAC
Age -0.03 0.028 -0.038 0.056 -0.068 0.078
Marital Status (Single=1) 0.115 0.392 0.147 0.532 0.262 0.913
Pre-Labour Market Exp (Weeks) 0.001 0.005 0.002 0.006 0.003 0.010
Family Background 0.217*** 0.061 0.278 0.301 0.495 0.314
Local Network (=1) -0.236 0.156 -0.302 0.419 -0.539 0.534
Family/Friend Abroad (=1) 0.485*** 0.140 0.62 0.645 1.104 0.657

Panel C - SDM
Age -0.027 0.028 -0.304 0.229 -0.331 0.231
Marital Status (Single=1) 0.171 0.392 3.300 4.433 3.471 4.526
Pre-Labour Market Exp (Weeks) 0.003 0.005 0.015 0.036 0.018 0.036
Family Background 0.228*** 0.062 0.942* 0.463 1.170* 0.466
Local Network (=1) -0.231 0.154 -2.165 1.363 -2.396 1.376
Family/Friend Abroad (=1) 0.513*** 0.135 -1.439 1.077 -0.926 1.090

Note: The estimated results are for the male sample only. The direct effect measures the impact of a
change in an explanatory variable on an individual’s migration intentions. The indirect effect measures
the impact of a change in a peer’s explanatory variable on the individual’s migration intentions. The
total effect is the sum of the direct and indirect effects. The results are averaged for all observations.
Standard errors are provided. * p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table A2.5: Spillover effects of a unit change in the explanatory variable, female sample

Direct Indirect Total

Coefficient SE Coefficient SE Coefficient SE

Panel A - SAR
Age -0.090** 0.034 -0.084* 0.042 -0.174* 0.072
Marital Status (Single=1) 0.516 0.330 0.481 0.340 0.997 0.650
Pre-Labour Market Exp (Weeks) 0.009 0.007 0.008 0.007 0.017 0.013
Family Background 0.093 0.084 0.087 0.082 0.180 0.164
Local Network (=1) -0.322 0.189 -0.300 0.202 -0.622 0.378
Family/Friend Abroad (=1) 0.667*** 0.181 0.621* 0.269 1.288** 0.407

Panel B - SAC
Age -0.090** 0.034 -0.167 0.141 -0.257 0.159
Marital Status (Single=1) 0.533 0.332 0.989 0.985 1.522 1.225
Pre-Labour Market Exp (Weeks) 0.008 0.007 0.014 0.016 0.022 0.021
Family Background 0.083 0.084 0.154 0.179 0.237 0.248
Local Network (=1) -0.382 0.200 -0.707 0.743 -1.089 0.898
Family/Friend Abroad (=1) 0.651*** 0.182 1.207 0.949 1.858 1.011

Panel C - SDM
Age -0.089** 0.034 -0.173 0.231 -0.262 0.238
Marital Status (Single=1) 0.547 0.332 3.775 2.444 4.322 2.536
Pre-Labour Market Exp (Weeks) 0.011 0.007 -0.026 0.044 -0.015 0.045
Family Background 0.104 0.085 0.366 0.480 0.470 0.489
Local Network (=1) -0.337 0.189 -3.711** 1.377 -4.048** 1.410
Family/Friend Abroad (=1) 0.657*** 0.183 0.141 1.344 0.798 1.388

Note: The estimated results are for the female sample only. The direct effect measures the impact of a
change in an explanatory variable on an individual’s migration intentions. The indirect effect measures
the impact of a change in a peer’s explanatory variable on the individual’s migration intentions. The
total effect is the sum of the direct and indirect effects. The results are averaged for all observations.
Standard errors are provided. * p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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CHAPTER 3: DECIDING TO MIGRATE: A FIELD EXPERIMENT AMONG

TERTIARY GRADUATES IN GHANA

ABSTRACT

The study analyses how changes in information impact migration intention among tertiary

graduates in Ghana. We conduct a randomized control trial based on access to a migration

app that provides comprehensive migration-related information. The results showed that

installing the app increased the likelihood of intention to out-migrate. We also find that the

experiment led to a sizeable and statistically significant increase in migration intentions for

males compared to females. There is no evidence of an impact on migration preparation

for the overall sample one year after the treatment. From a policy perspective, the findings

highlight the importance of information in human mobility.

3.1 Introduction

Migration decisions are taken at essential crossroads in people’s lives and have lasting con-

sequences for the decision makers and the people around them. Neoclassical studies on

migration determinants often assume that migration decisions are highly rational and are

characterised by the best possible assessment of costs and benefits (see Borjas, 1989). How-

ever, in reality, migration decisions are often made in the context of limited and uncertain

information about livelihood opportunities at the destination and success chances of migra-
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tion (Stigler, 1961; Stiglitz, 2000).1 Access to reliable information is essential for potential

migrants to make informed decisions about their departure, migration routes, and means

of travel and to better ensure their safety (see Manchin and Orazbayev, 2018; Epstein and

Gang, 2006; Beine et al., 2009). Access to timely information can save lives and encourage

migration through legal channels. Empirically evaluating the relevance of information on

migration decisions has been limited, but there are some exceptions (see Bah et al., 2022;

Farré and Fasani, 2013; Wilson, 2021; McKenzie et al., 2013).

This study empirically analyses how access to accurate and comprehensive migration-related

information on a mobile app impacts migration decisions. Specifically, we answer the question

- to what extent does changing the information set available to an individual affect an

individual’s decision to out-migrate? We conceptualize the formation of migration intention

as a human capital investment decision. Potential migrants collect and assess information

on multiple criteria and weigh them before they decide to out-migrate. Deciding to migrate

is complex and involves assessing multiple, and perhaps conflicting information sources.

Information is, therefore, likely to play a crucial role in migration decisions.

To understand the impact of information on individuals’ migration decisions, we conduct a

field experiment in Ghana. We randomly assigned a sample of tertiary graduates who, at the

time, were enrolled in their one-year mandatory National Service program into control and

intervention groups. The randomization was conducted at the individual level stratified by

region. The intervention group was informed about and encouraged to download a migration

app developed by the International Organisation for Migration (IOM), which is intended to

provide them with accurate and comprehensive information about safe migration. The Mi-

gapp provides information on migration risks, visa regulations, health guidelines, migrants’

rights, governments’ migration policies, access to migration services and programmes, and

money transfer, among others. The control group received their intervention during the sec-

ond wave of the data collection. We estimate the difference-in-means of migration intentions

1Migration decisions are usually based on significant geographic heterogeneity in employment prospects.
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between the treatment and comparison groups one year later. Due to the imperfect compli-

ance we observe in the data, we estimate the intention-to-treat effects (ITT) as well as the

local average treatment effects (LATE).

Our ITT estimates reveal that the treatment assignment led to a 20.7 percentage point in-

crease in migration intentions. There are regional heterogeneities in the size of the estimated

effect. For instance, for the Greater Accra Region, which hosts the national capital, Accra

Metropolis, and represents Ghana’s socioeconomic and political hub, the treatment led to

an 8.2 percentage point increase in migration intentions. In the Ashanti region, the second

most urbanized administrative region, the treatment assignment led to a 30.3 percentage

point increase in migration intention. The size of the estimated effects also varies across

the male and female samples. We find for the male sample that the treatment assignment

led to a 22.5 percentage points increase in the intention, representing about an 80.9 per-

cent change of the average increase in male migration intention. For the female sample, the

treatment assignment increased migration intention by 17.1 percentage points, representing

a 64.5 percent change of the average increase in female migration intention. Also, we un-

cover intriguing findings by disaggregating the treatment effects based on the respondent’s

connection to family/friends abroad. For individuals with links to family/friends abroad,

the treatment assignment resulted in a 12.6 percentage point increase in migration intention.

This represents a substantial 68.8 percent change in the average increase in migration in-

tention for this group. In contrast, individuals without family or friend connections abroad

experienced an even more pronounced effect. The treatment assignment led to a 24.7 per-

centage points increase in migration intention, corresponding to a 73.5 percent change in the

average increase for this particular subgroup, thus sheds light on the salience of acquiring

such novel information about migration through our treatment assignment.

The ITT estimates further reveal that our treatment assignment did not impact migration

preparations. The lack of effect on migration preparation could have resulted from the
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global mobility disruptions due to COVID-19, thus not giving people enough time to make

migration preparations. We also find that the treatment assignment led to a 6.7 percentage

point increase in the self-reported likelihood of emigration within the next two years. Again,

we identify regional and gender heterogeneities. While the experiment assignment led to

an 11.6 percentage point increase in the Ashanti Region, it did not lead to an increase

in the Greater Accra Region. Similarly, the offer of intervention positively impacted the

male sample. However, there was no statistically significant effect for the female sample.

Disaggregating the treatment effects based on the presence or absence of links to family and

friends abroad, we find that for individuals with existing connections to family and friends

abroad, the treatment assignment leads to a 7 percentage point increase in the self-reported

likelihood of emigration within the next two years. Surprisingly, we do not observe any effect

of the treatment assignment on the self-reported likelihood of emigration for individuals

without links to family and friends abroad.

We estimate the effect of installing the IOM’s MigApp on migration intentions by instrument-

ing a dummy variable indicating whether a person installed the app with the experiment’s

random assignment to the treatment group. About 91 percent of those assigned to the

treatment group installed the migration app. The IV estimates reveal that installing the

migration app increased migration intention by 24.2 percentage points. The findings from

the IV estimate suggest that the local average treatment effect on migration intention was

slightly higher (3.5 percentage point increase) than the intention-to-treat effect. Apart from

the impact size, the direction of LATE was similar to the ITT. Just like the ITT estimates

for migration preparation, there was a lack of effect of installing the app on the likelihood

that the individual would have made some preparation towards actualizing their intention.

Regarding the self-reported likelihood of emigration within the next two years, we find that

the effect of installing the app was a 7.8 percentage point increase. Again we find some

apparent differences between the Greater Accra and Ashanti regional samples and the male
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and female samples. The IV estimate showed a 9.2 percentage point increase in the self-

reported likelihood of emigration within the next two years for the Ashanti regional sample.

In terms of the male and female samples, we find no effect among those who installed the

app on the female sample; however, we find that the experiment increased the self-reported

likelihood of emigration for the male sample. Our results on the heterogeneity, by individuals

having a link to a family or friends abroad or not, do not reveal substantial differences between

the two groups regarding the percent change in average migration intention. However, the

group without family and friend connections shows a slightly higher increase (83.3 percent)

than those with family and friend connections abroad (82.6 percent). Also, we find no impact

on migration preparation on either group (family/friend abroad or not). Regarding the effect

of installing the app on the self-reported likelihood of emigration, the app installation had

no impact on individuals without any connections to family or friends abroad. However, for

those with existing links to family and friends abroad, there was an increase of 8.4 percentage

points in the self-reported likelihood of emigration within the next two years.

This paper relates to the growing literature on determinants of migration. Our approach

relates to but is not specific to the neoclassical approach of studying the economic determi-

nants of migration (see Kennan and Walker, 2011; Manchin and Orazbayev, 2018; Epstein

and Gang, 2006; Ortega and Peri, 2009; Hatton and Williamson, 2005; Grogger and Han-

son, 2011), studies on information and communication technologies (ICTs) shaping human

mobility (see Boas, 2017; Dekker et al., 2018), studies on social networks and migration

decisions ((see (Chapter 2 of this thesis) (and also Epstein, 2010; Manchin and Orazbayev,

2018; Epstein and Gang, 2006)) as well as experimental evidence relating to the migration

literature (see McKenzie et al., 2010; McKenzie and Yang, 2010; Baláž and Williams, 2017;

Stillman et al., 2015; Chand and Clemens, 2019). We extend the literature through the

empirical approach we adopt. Although there has been some engagement in experiments in

recent years, the experimental evidence is limited in the migration literature.
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This paper also relates to the literature on learning which shows how people’s beliefs and

economic decisions can be shaped by the information set available to them. Most of the liter-

ature on learning uses information experiments to study either policy questions (see Alesina

et al., 2018; Armantier et al., 2016; Hjort et al., 2021; Bursztyn et al., 2020) and/or test

economic theories (see Bursztyn et al., 2012). In this paper, we study the role of informa-

tion in shaping human mobility, which some migration research using quantitative methods

often ignores. We show in this paper that access to accurate and comprehensive information

increases the likelihood of developing migration intentions. From a policy perspective, the

findings highlight the importance of information in human mobility.

The chapter is organized as follows. Section 3.2 looks at the related literature. Section 3.3

describes how information affects migration intentions in a conceptual framework. Section 3.4

presents details on the design and implementation of the intervention and the measurement

of the outcome variables of interest. Section 3.5 details the data, while Section 3.6 presents

the results. Section 3.7 provides a brief discussion on potential channels that can affect the

experiments and outcomes, and Section 3.8 concludes the study. Detailed tables can be

found in the Appendix.

3.2 Related literature

This work contributes to the literature on the economic determinants of migration which

have been extensively studied for domestic and international migration. Previous studies

mostly consider employment, wages, social security, inequality, and the size of the labour

market as potential push and pull factors (see Docquier and Rapoport, 2012; Manchin and

Orazbayev, 2018). Most of the literature studying the economic determinants of migration

uses actual migration rather than migration intention to study migration determinants (see

for instance Ortega and Peri, 2009; Hatton and Williamson, 2005; Grogger and Hanson,

2011). Other studies also model the determinants of migration around migration intention

84



(see Ahn et al., 1999; Epstein and Gang, 2006).2 In this study, we use individuals’ intention to

out-migrate to understand the effect that altering the information available to an individual

will have on their intention to migrate. Psychological theory on reasoned action and planned

behaviour suggest that individual intention does predict actual decision and behaviour (see

Ajzen et al., 1991). Thus, focusing on intentions will help us to understand the complexity

of international migration decision-making processes.3

Migration studies using intentions usually focus on two strands of the literature. One strand

examines drivers of migration intention. For instance, Otrachshenko and Popova (2014) use

the Eurobarometer Survey for 27 Central and Eastern European and Western European

countries and finds that intention to migrate increases when people are dissatisfied with life.

They find that socioeconomic variables and macroeconomic conditions indirectly affect the

intention to migrate through life satisfaction. Also, Hiskey et al. (2014) use survey data

across 22 Latin American countries and find that the degree of democracy and economic

performance influence an individual’s migration intentions. Piracha and Saraogi (2017) also

uses household survey data from Moldova to provide some evidence of receipt of remittances

by non-migrants and their migration intentions. They find that remittances relieve credit

constraints in the home country and act as a signalling device of success in the host country.

The other strand of intention to migrate literature investigates the relationship between aspi-

rations, plans and actual migration behaviour. For instance, Czaika and Vothknecht (2014)

using the Indonesia Family Life Survey finds evidence that migrants self-select along higher

individual aspirations acquired or inherited before migration. Creighton (2013), also using

the Mexican Family Life Survey, finds that aspiring to migrate to the United States predicts

subsequent migration to the United States. Van Dalen and Henkens (2013) using survey

data on native-born Dutch found that intentions were good predictors of future emigration.

Studies also indicate that migrants networks are a key determinant of migration. In an un-

2Migration intentions defined as the willingness or the desire to go abroad.
3Migration intentions help us to understand migration propensities which include potential illegal mi-

grants, mostly omitted from migration statistics (Manchin and Orazbayev, 2018).

85



certain environment, migration networks (see Manchin and Orazbayev, 2018; Epstein and

Gang, 2006; Beine et al., 2009) have been found to provide information about the labour

market in the host country and to affect potential migrants’ decisions. For instance, Manchin

and Orazbayev (2018) finds that social networks abroad (close and broad) increase the like-

lihood of an individual developing an intention to migrate. Beine et al. (2009) also find that

diaspora effects explain about 71% of the variation of the observed variability in migration

flows. Networks are believed to be a key element in lowering costs of migration and assim-

ilation (Epstein and Gang, 2006; Massey et al., 1993). For example, Espinosa and Massey

(1997) argue that social networks help to mitigate the hazards associated with border cross-

ing.4 Munshi (2003) finds that individuals with more extensive networks are more likely

to be employed in higher paying jobs upon arrival in the U.S. Epstein and Gang (2006)

also provides evidence to suggest that networks influence the locational choice of potential

migrants. Epstein and Gang (2006) show that migration tends to follow geographical or

cultural channels. A situation they describe as herd behaviour - migrants go to where they

have information, and the information is mostly obtained from looking at what others do.

The migration determinants literature primarily uses a human capital model to explain mi-

grants’ decisions, (Sjaastad (1962) and Becker (1964)). The model assumes that individuals

only decide to migrate if the expected future returns exceed the expected migration costs.

The decision to out-migrate is assumed to be affected by monetary5 and non-monetary6

returns and costs (see Ehrenberg and Smith, 2017). Even though studies acknowledge the

relevance of non-monetary costs, they are often left out because of the difficulty in quanti-

fying at the individual level. Some studies (see De Haas, 2010; Baláž et al., 2016) therefore

argue that the non-monetary costs will not affect the aggregate spatial structure of migra-

tion flows if an individual’s distribution of tastes is random and competition is perfect with

resources moving effortlessly among places. However, the migration decision is not situated

4Friends and relatives show migrants the preferred routes and techniques of entry.
5Such as travel expenses and forgone earnings.
6Including psychological costs arising from the separation from family and friends.
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in a cultural and social vacuum, thus making the assumption of perfect knowledge limiting

(see De Haas, 2010; Stigler, 1961; Baláž et al., 2016).

In recent times, Information and Communication Technology (ICT) has heavily influenced

our social life. With just the use of mobile phones, migrants can access and exchange infor-

mation. Features like text messaging, WhatsApp messaging, Telegram, Twitter, Facebook,

Google Maps and others can allow migrants to exchange information (see Dekker and Eng-

bersen, 2014). Aker et al. (2011), for instance, found for Niger that the availability of mobile

phones in a household increases the likelihood of seasonal migration. However, despite ICTs

becoming a basic need for migrants (see Dekker and Engbersen, 2014; Boas, 2017; Hannides

et al., 2016), very few studies (see Boas, 2017; Aker et al., 2011) have looked at the im-

pact of information received through the use of ICTs on migration decisions at least from a

causal perspective. A common element in the literature is the assumption that modern ICT

lowers information asymmetries and thus results in more efficient labour market outcomes.

Most migration research ignores the role information plays in the migration decision-making

processes (see Baláž et al., 2016). Empirically evaluating the relevance of information on

migration decisions has been limited, but there are some exceptions (see Bah et al., 2022;

Farré and Fasani, 2013; Wilson, 2021). Although experimental research methods offer an al-

ternative approach to the empirical evaluation of information, there has also been a limited

engagement. There are some exceptions (see for example Chand and Clemens, 2019; McKen-

zie et al., 2010; McKenzie and Yang, 2010). Using a randomised controlled field experiment,

we analyse how access to accurate and comprehensive migration-related information impacts

migration decisions.

This study also contributes to the literature on learning in shaping people’s behaviours, and

beliefs (see Alesina et al., 2018; Armantier et al., 2016; Hjort et al., 2021; Bursztyn et al.,

2020, 2012). In recent times information experiments have been used to understand eco-

nomic agents beliefs and choices. For instance, information experiments have been used to
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study tax-compliance beliefs (see Doerrenberg and Peichl, 2018; Perez-Truglia and Troiano,

2018). Cruz et al. (2018); Kendall et al. (2015); Hager et al. (2022) and others have also

used information experiments to understand political views and policy attitudes. Chopra

et al. (2019) also used the provision of information experiments to understand the demand

for news. Dolls et al. (2018) used an experiment to understand the effect of information

on retirement savings. Information provision experiments have also been applied to study

job search (Abebe et al., 2021; Franklin, 2018), and in the agricultural literature to study

the effects of information on farmers’ behaviour (Hanna et al., 2012). Information provi-

sion experiments have been used to study health behaviours. For example, Barari et al.

(2020) study public health messaging and social distancing in the context of the coronavirus

pandemic.

We contribute to the literature on information provision experiments by studying the effect of

changing the information set on intention to migration. There has been limited engagement

with experimental research for migration studies (Baláž and Williams, 2017), though there

are some exceptions (see McKenzie et al., 2010; McKenzie and Yang, 2010; Stillman et al.,

2015; Chand and Clemens, 2019; Ambler et al., 2015). The strongest engagement has been

with natural experiments (see McKenzie et al., 2010; McKenzie and Yang, 2010), which has

its limitations in terms of control over the experiment. In this study we use a randomised

controlled field experiment to quantify the effect of information on migration decisions.

3.3 Conceptual framework

The objective of this section is to motivate the empirical analysis rather than develop a

comprehensive model. The framework is based on works by Dustmann and Glitz (2011),

Dustmann and Okatenko (2014), Manchin and Orazbayev (2018), Stigler (1961) and Sjaastad

(1962). Given that we use survey data on individual preferences and intentions, the model

will be based on the individual’s preference towards migration rather than data on actual
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migration (see similar studies by Manchin and Orazbayev, 2018).7

The starting point of the framework is the human capital model (Migration Choice Model).

The human capital model views the decision to out-migrate as an investment in human capital

Sjaastad (1962). An individual will migrate if the lifetime utility minus the cost (direct and

psychic) of moving exceeds the utility of staying at the original location (see the human

capital model in Ehrenberg and Smith, 2017). In the human capital investment model, it

is assumed that the individual observes the real returns in the destination country (yd(t))

as well as the real returns in the country of origin (yo(t)). These real returns depends on

earnings, cost of living, local amenities, and idiosyncratic fit (see Dustmann and Glitz, 2011;

Dustmann and Okatenko, 2014; Ehrenberg and Smith, 2017; Wilson, 2021).These location-

specific returns vary over time. Our model also assumes a utility cost of Cod representing a

direct and psychic cost associated with migration from the origin to the destination.

In our model, similar to Dustmann and Glitz (2011), we assume that individuals live in three

periods - learning, transition and adult life.8 Life is finite and time flows continuously. The

first period is usually the “learning period,” and they are of unit length. Individuals live in

their home country. During that period, individuals do not work but can acquire education

and choose how much to acquire. Acquisition of education is costly, and individuals differ

in their efficiency in acquiring education.9 In the second period, an individual can choose

to emigrate or live in their home country. The second period is the transition stage, where

individuals move from school to work. They can also choose to acquire further education in

the country of origin. In Ghana, we can think of this period as when the individual starts

the mandatory National service program until they move to the next stage in life. The third

period is the post-transition stage. If the individual decides not to emigrate after the first

period, they will spend both the second and third periods in the home country. If individuals

7Problem of self-selection is less likely to affect this study.
8See Dustmann and Glitz (2011) model of return migration and investment in Human Capital.
9According to Bhagwati and Hamada (1974); Docquier and Rapoport (2012) the initial costs are often

subsidized with limited capital from the country of origin.

89



decide to emigrate, they can return to their home country after spending some time in the

third period in the destination country.

Similar to the simplified migration choice model found in Wilson (2021) online appendix,

we assume that the individual is risk averse and has monotone preferences. Thus the utility

function is strictly increasing and concave. Under complete information with no uncertainty,

the decision to move (Md) in the second period (desire to out-migrate) from origin (o) to

destination (d) is:

Md =


1 if

T∑
t=0

U(yd(t))

(1+r)t
− Cod ≥ U(yo(t))

(1+r)t

0 otherwise

(3.1)

However, individuals are likely to face uncertainty about conditions in the potential destina-

tion such that yd(t) is random.

The individual will decide to migrate in period two only if

T∑
t=0

EU(yd(t))− U(yo(t))

(1 + r)t
− Cod ≥ 0 (3.2)

Where the E operator is the expected value. Changes in the parameters that govern the

distribution of yd(t) will affect the outcome of the migration decision. That is assuming yd(t)

is normally distributed with a mean (µd) and variance (σ2).

Under these assumptions The nature of the mean (µd) implies that

δC∗
od

δµd

=
T∑
t=0

δ(EU(yd(t))−U(yo(t))

(1+r)t
)

δµd

> 0 (3.3)
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δC∗
od

δσ2
=

T∑
t=0

δ(EU(yd(t))−U(yo(t))

(1+r)t
)

δσ2
≤ 0 (3.4)

Thus, if the mean (µd) increases, less weight is placed on low values of yd and the expected

utility rises. The threshold moving cost increases, and the individual will be willing to pay a

higher cost to move. An increase in the variance, holding all else constant, will imply that the

spread around the mean is more significant, thus resulting in a weakly lower expected utility

(see Wilson, 2021). The increase in variance will therefore increase the risk of migration and

reduces the individual’s moving cost, and therefore the individual will be less likely to move

(see Wilson, 2021).

Individuals may need more information about the parameters that govern the distribution

of actual returns in the destination country (yd(t)) (see Wilson, 2021). For example, if

the individual’s prior belief is that the return to migration is low, they will be less willing

to move. Receiving additional information can change their migration outcomes as the

individual updates their beliefs about these parameters. Specifically, access to accurate and

comprehensive information provided by the migration app might change the individuals’

perceptions of the distribution of the returns in the potential destinations and their beliefs.

When individuals receive comprehensive and accurate migration-related information, they

can update their prior beliefs following a process like Bayes’ Rule.10

As individuals incorporate a new set of information, they better understand the distribution

that governs yd(t) and can therefore compute the likelihood of observing the return y given

the new information set. The effect of additional information on the perceived mean of yd(t)

depends on an individual’s prior beliefs (see Wilson, 2021). If the individual initially believed

the average return in a potential destination was lower than the migration app suggests, the

information received is expected to increase their perception of µd (see Wilson, 2021). This

10Under Bayesian updating, changing the set of information will be used to update posterior beliefs.
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increases C∗
od, meaning the individual will be more willing to develop a migration intention.

Although we do not estimate the structural parameters of this individual-level model, the

predictions motivate how access to accurate and comprehensive information might affect the

intention to migrate.

3.4 Background and experimental design

3.4.1 Background

Ghana is regarded as one of the countries in sub-Saharan Africa with the highest ’brain drain’

rates in the world (Docquier and Rapoport, 2012). For instance, Docquier and Marfouk

(2006) estimates that in the year 2000, about 46.9 percent of tertiary-educated Ghanaians

emigrated mainly to the United States and Europe. Also, Asare (2012), citing the European

Union (2006) indicated that about 33.8 percent of Ghanaian emigrants living in Organisation

for Economic Co-operation and Development (OECD) countries were classified as medium-

skilled workers, whilst 27.6 percent were considered as highly skilled. Ghana, therefore,

provides a unique setting for this study to answer the research question.

We make use of survey data11 set gathered by myself and researcher’s from King’s College

London and Birmingham University.12 The survey sampled 2250 individuals from about

85,708 tertiary graduates who completed their program of study (university, Polytechnic and

Training colleges) in 2018 and were doing their mandatory National service. The government

of Ghana posted these individuals to both public and private sectors to work as part of

their National service for the 2018/2019 program. The national service scheme (NSS) is

a mandatory one-year employment programme that deploys tertiary graduates to priority

areas within the public and private sectors to support developmental activities. The scheme

11Ethical clearance was sought from the University of Birmingham (ERN 18-1540) and King’s College
London (MRS-18/19-9096).

12The data was uniquely funded by the British Academy / Leverhulme and King’s College London.
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is intended to remove some of the bottlenecks in the labour market by providing an equal

level of job-related experience for tertiary graduates. Graduates do not have to apply for

interviews to be posted. However, they are expected to list the top 3 regions they would

like to be posted to. The posting of service personnel is determined by an interplay of

factors, including the courses pursued, choice of region and others (The Ghana National

Service Scheme Act, 1980).13 The government treats the one year of service under the

scheme as a requirement for progression into the labour market, ignoring the possibility of

alternative channels, such as family background, and networks among others, through which

the transition from school to work can be facilitated.

The National Service personnel (NSP) are a vital group that can help this study answer its

research question. The NSPs are essential for this study because they are a homogeneous

group who have similar demographics. Also, most of them are at a stage where some critical

decisions are made. They are at a stage in their lives where individual differences are yet

to be influenced by experiences in the labour market. Therefore significant decisions made

around this time can affect their future. Using a sample from this crucial group is also a

great way to get to the highly skilled persons in the country.14

3.4.2 Experimental design

The key question we address is to what extent do changes in information set affect an

individual’s decision to out-migrate? we conduct a randomised control trial based on access

to information to answer the research question. The randomised control design provides

a strong identification strategy. It allows the study to attribute differences in outcomes

between the treatment and control groups to the impact of the experiment (see Angrist and

13See The Ghana National Service Scheme Act, 1980.
14All graduates from accredited tertiary institutions in the country are required to do a national service.

Up until 2011, Medical practitioners were exempted. They were only required to do housemanship (training
period for newly graduated medical doctors) (Ghana News Agency (2011) Second year of doctors’ houseman
ship to count as National Service).
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Pischke, 2008).

A total of 2,250 individuals were sampled for this study. These individuals were selected from

a pool of approximately 49,553 tertiary graduates who, at the time, were working as part

of their national service in the Greater Accra and Ashanti regions of Ghana, representing

approximately 49 percent15 of the total number of tertiary graduates posted by the National

Service Secretariat.1617

Our study employed a stratified randomized design for our experiment. The 2,250 partici-

pants entered the experiment based on the geographical region and the district in which they

did their national service. Our enumerators contacted the sampled individuals through their

respective work establishments and invited them to participate in the study. Participants

were informed during the invitation that they would receive an incentive upon completing

the end-line (follow-up) survey.

In order to ensure comparability and minimize external influences, a protocol was devised

to maintain consistency across districts. Within the Ashanti region, 600 individuals were

allocated to the control group, while 450 individuals were assigned to the intervention group.

In the Greater Accra region, both the control and intervention groups consisted of 600

individuals each. The intervention group was randomly assigned and informed about and

encouraged to download a migration app developed by the IOM, while the control group

received their intervention during the second wave of data collection. To find out more

about compliance and some potential contamination, a question regarding the likely sources

of information utilized by respondents to obtain travel abroad information was included in

the follow-up survey (See figure 3.4.1 for the consort flow diagram).

15Authors calculation from administrative data received from National Service Secretariat.
16About 49,553 tertiary graduates were posted to some 7,584 establishments in the Greater Accra and

Ashanti Regions of Ghana.
17According to the Ghana 2021 population and housing census thematic report on migration, more than

half (53.7 percent) of emigrants (former household members living abroad at the time of the census) are
reported to have originated from Greater Accra (26.9 percent) and Ashanti (26.8 percent) regions.
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Enrolled (n=2250)Enrolment

Randomization

Allocation

Allocated to treatment (n=1050):
Greater Accra (n=600)
Ashanti Region (n=450)

Did not receive intervention (n=327)
Quality control (n=150)
No Response (n=177)
Greater Accra (n=100)
Ashanti Region (n=77)

Allocated to control (n=1200):
Greater Accra (n=600)
Ashanti Region (n=600)

Did not receive control (n=208)
Quality control (n=0)
No Response (n=208)
Greater Accra (n=161)
Ashanti Region (n=47)

follow up

Lost to follow-up (n=287)
No email address provided (n=24)
Discontinued intervention (n=0)

No response=263

Lost to follow-up (n=356)
No email address provided (n=129)
Discontinued intervention (n=0)

No response=227

Analysis
(n=1072)

Analysed (n=436)
Excluded from analysis (n=0)

Analysed (n=636)
Excluded from analysis (n=0)

Figure 3.4.1: The consort flow diagram of the field experiment
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The experimental approach employed in this study follows a quantitative methods framework.

Individual-level questionnaires were administered in two distinct periods. A Computer As-

sisted Personal Interview (CAPI) method was employed for the baseline survey, which took

place between January 2019 and March 2019. The intervention was administered during

the baseline survey, with the intervention group receiving the treatment after completing the

questionnaire. The second phase of data collection (follow-up) took place between April 2020

and December 2020, during which the control group received the treatment. Both survey

rounds collected personal and family background data, including education, previous em-

ployment, current employment, and plans for future employment and migration intentions.

For the follow-up survey, we used an online tool called Qualtrics software for data collection.

Fifteen interviewers were contracted to conduct the fieldwork exercise during the baseline

survey. Each interviewer was responsible for interviewing approximately 150 individuals

undertaking national service. Specifically, eight interviewers were assigned to work in eight

districts in Greater Accra, while seven interviewers covered 18 districts in the Ashanti region.

In the Greater Accra region, four interviewers administered the survey instrument to the

treated group, while the other four administered it to the control group. Similarly, in the

Ashanti region, three interviewers worked in six districts. They administered the instrument

to the treated group, while four interviewers covered 12 districts and administered the survey

instrument to the control group (see figure 3.4.1 for the consort flow diagram).

3.4.3 Details of treatment

We introduced the treated group to a Migration App (MigApp) and encouraged them to

install it on their smartphones and visit it occasionally. The MigApp is a smartphone tool

developed by the International Organisation for Migration (IOM) for migrants, expatriates,

and travellers. It is a trusted and practical travel platform, providing information on mi-

gration risks, visa regulations, health guidelines, migrants’ rights, and government migration
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policies (IOM, 2018). Figure A3.1 from the appendix presents a picture of the MigApp.

The MigApp offers a range of features to support individuals before, during, and after their

migration journey. It enables users to access accurate information and practical assistance,

such as facilitating money transfers (Remittances) and storing passport details and other

essential documents. Additionally, the app includes a built-in translator to overcome lan-

guage barriers, allowing users to communicate with their doctors and other service providers

effectively (IOM, 2018). Furthermore, the MigApp provides up-to-date news from around

the world, keeping users informed about current events (IOM, 2018).18 Its comprehensive

nature aims to reduce the costs and risks associated with migration for potential migrants.

While users may not acquire novel information about the pros and cons of migration, the

app’s usage enhances the overall migrant experience by offering valuable tools and resources.

The treatment of using the MigApp will increase the salience of migration among individ-

uals. As the app is developed by the International Organization for Migration (IOM), an

organization dedicated to improving migrants’ experiences, its usage signifies the organiza-

tion’s concern for migrants’ well-being. This heightened awareness of migration, coupled

with the practical benefits provided by the app, is expected to positively influence individ-

uals’ perceptions of migration and their decision-making process. The app, therefore, aims

to improve the overall migrant experience by reducing both monetary and non-monetary

costs. By effectively providing helpful information and suggestions, the MigApp will enable

users to make more informed decisions, ultimately minimizing the expenses associated with

migration. The app’s features, such as money transfers, job search, and access to relevant

residence requirements, contribute to a more efficient and cost-effective migration planning

process. Thus MigApp serves as a valuable tool for potential migrants and will offer com-

prehensive information and practical support throughout the migration journey. Its usage

is expected to reduce costs and risks associated with migration and increase the salience of

migration among individuals.

18See Mig App
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3.5 Data and empirical Strategy

3.5.1 Baseline data

After completing the baseline (wave one) data collection exercise, we employed quality control

checks to ensure the data’s integrity and reliability. These checks involved conducting follow-

up calls with a sample of the respondents to clarify data and in-office review of the data.

Out of the 2,250 individuals who were invited to participate in the survey, a total of 1,751

individuals responded. For the analysis, we utilized 1,715 observations, with 723 belonging

to the Treatment group. The remaining 60 observations were excluded due to non-response.

The baseline data contain some rich information on respondent characteristics. Using the

respondents’ characteristics (demographics), we present the sample balance for all the sam-

ples and a sample balance excluding the attriters. We provide the full definitions of all

variables used in the analysis in table A3.1 of the appendix. Table 3.5.1 presents the rela-

tive differences between the treated and the control group. At a prior, we do not expect to

observe any significant difference between the two groups for both samples. This is because

we drew the samples from a homogeneous group. In the overall sample, we do not observe

any statistically significant differences in age, sex and marital status.

However, we observe significant differences in some variables like ethnicity, religion, the type

of institution name attended, family background, previous labour market experience (weeks),

and whether the respondent has a friend or family abroad. The family background variable

was constructed using factor analysis (polychoric) on variables which includes the father’s

level of education, the mother’s level of education, the father’s occupational skills and the

mother’s occupational skills. I find (table 3.5.1) that, for the sample that includes the

attriters, those who subscribed to the “Akan” ethnic group (0.058) and Christian religious

group (0.055) were less likely to be assigned to the treatment group. We also find that

those who completed university were 10.2 percentage points more likely to be assigned to a
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treatment. The results from both samples had similar observed differences. Because of the

significant differences, we observe between the control and treated groups for some variables,

we include them as covariates in our subsequent analysis.

3.5.2 Attrition, non response

Out of the 1715 individuals who responded to the baseline survey, 1072 remained in the

panel. Fifty-five percent of those who left the panel were in the control group.

The most frequent cause of attrition was inaccurate email addresses that the data collection

team received from the respondents during the baseline survey. Some of the respondents also

did not give us their email addresses. Again, because the second wave of the data collection

exercise was done using an online tool, some of the intended recipients of the emails thought

it was a scam and therefore did not respond to the survey. We know this from the emails

the research team received during the data collection exercise.

A differential attrition test suggests that the attrition rate was not different across the

treatment and control groups. To understand whether the characteristics of those who left

the panel differed by treatment assignment, we computed a baseline correlation of individuals

who left the panel. Table 3.5.2 presents the baseline correlates of respondents who left the

panel. We find that the characteristics of those who left the sample, as well as those who

stayed, were similar. Respondents’ gender and region of residence differed for those who left

and those who remained. We found that the male respondents were less likely to leave the

panel for the overall sample. We also found that individuals with work experience were less

likely to leave the panel. Respondents from the Ashanti region were also less likely to leave

the panel.
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Table 3.5.2: Baseline correlate of individuals remaining in the longitudinal sample

(1) (2) (3)
VARIABLES All Treatment Control

Age 0.009* 0.005 0.010
(0.005) (0.008) (0.006)

Male (=1) -0.074*** 0.006 -0.133***
(0.025) (0.039) (0.032)

Single (=1) 0.008 0.007 -0.013
(0.055) (0.084) (0.072)

Ethnic Group (Akan=1) -0.000 -0.015 0.012
(0.029) (0.045) (0.037)

Christian (=1) -0.028 -0.005 -0.055
(0.046) (0.063) (0.070)

Polytechnic (=1) -0.006 -0.008 -0.001
(0.030) (0.053) (0.036)

Other Tertiary (=1) 0.040 0.046 0.032
(0.048) (0.077) (0.062)

Engineering -0.002 -0.054 0.036
(0.044) (0.074) (0.055)

Physical and life Science 0.002 -0.038 0.044
(0.039) (0.055) (0.055)

Medical Science -0.044 -0.046 -0.036
(0.042) (0.072) (0.050)

family background (Factor Analysis) 0.010 0.013 0.002
(0.011) (0.019) (0.014)

Pre labour market experience (weeks) -0.002*** -0.003* -0.002**
(0.001) (0.002) (0.001)

Family and Friend Abroad -0.005 0.083** -0.064**
(0.024) (0.038) (0.032)

Region (Ashanti=1) -0.069*** -0.068* -0.054
(0.026) (0.040) (0.035)

Observations 1,715 723 992

Note: The table shows the probability of leaving the panel. Model 1 is for all the sample, whiles Model
2 and 3 is restricted to the treatment and the control group, respectively. The results show average
marginal effects from the equivalent probit estimation. Robust standard errors are in parentheses. * p
<.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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3.5.3 Empirical strategy

We estimate the treatments’ average treatment effect (ATE) on three primary outcomes:

migration intention, migration preparation and self-reported likelihood of emigration within

the the next two years. To measure the effect of information on these outcomes, we estimate

the following regression: (see Angrist and Pischke, 2008);

Yi = α + βMigi +X ′
iγ + ϵi (3.5)

Where Y is the outcome variable of interest, Xi are the covariates, Mig is the treatment

indicator variable equal to one if the individual was randomly informed about and encouraged

to install the IOM migration app(Mig App) on their phone and the zero for the control group.

The intercept is the mean change in the outcome variable among the control and treatment

group. The β is the main parameter of interest. We use the Ordinary Least Squares regression

(OLS) method to obtain the estimates.

One attractive feature of randomized experiments is that they generate unbiased estimates of

the average treatment effect regardless of whether this study accounts for the other control

on the outcome. The problem of omitted variables is addressed by random assignment.

Randomly assigned treatments are statistically independent of all observed and unobserved

variables (see Angrist and Pischke, 2008). Any correlation between the treatment and other

factors that affect outcomes arises purely by chance due to how observations happened to

be allocated to treatment and control groups. Nevertheless, the inclusion of the Xi may

generate more precise estimates of the causal effect of interest (see Angrist and Pischke,

2008).

In what follows, we present the causal estimate of the treatment. First, we present the ITT
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effect, which is the average effect of treatment assignment and follow up with a presentation

on the local average treatment effect (LATE) to deal with non-compliance. While the ITT

approach may give an unbiased causal estimate of the treatment effect, it is often a diluted

effect because non-compliance may cause an underestimate of the true effect (see Angrist

et al., 1996).

3.6 Results

We examine the impact of the experiment on three outcome variables. First, we analysed the

data based on the respondents’ random allocation. This is regardless of whether or not they

complied with the treatment assignment. In the second subsection, we estimate the effect

of installing the IOM’s MigApp on migration intentions by instrumenting a dummy variable

indicating whether a person installed the app with the experimental random assignment to

the treatment group. For the sake of brevity, all tables in this section present the estimated

treatment effects without presenting the coefficient estimates of all the covariates. The

detailed tables with covariates are presented in the Appendix.

Intention to migrate has been analysed in the literature using questions that relate to the

prospect of migration (see for instance Migali and Scipioni, 2019; Carling and Schewel, 2018).

Our analysis uses similar questions and focuses on these three questions: Question one, “if

you had the opportunity, would you like to move to another country after National Service,

or would you prefer to continue living in this country? Please select the option that best

applies”; Two, “Have you made any preparations for this move? (i.e. visa application,

studying/writing for/an international examination - graduate record examination (GRE),

Scholastic Assessment Test (SAT), TOEFL, and others.)?”; and Three, “On a scale of 1

(highly unlikely) to 10 (highly likely), what is the likelihood of living abroad in the next two

years?” Based on the response to these questions, the outcome variables were created.
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3.6.1 Intent-to-treat analysis

First, we estimate the intent-to-treat effect for migration intention. The respondents were

asked in both waves if they would like to move to another country if given the opportunity

or if they would prefer to continue living in Ghana (see Gallup, 2008). The response from

the baseline survey suggests that about 56 percent of the respondents had a definite desire

to emigrate if given the opportunity (see table A3.2 in the appendix). Based on the answers

from the respondent, we construct a dummy variable equal to one if the change in the

respondent’s migration intentions were positive and zero otherwise.

The standard errors in all the empirical analyses are robust. Tables 3.6.1 and 3.6.2 present the

estimated treatment effect on migration intentions. The coefficient for all the covariates are

presented in Tables A3.4, A3.5, A3.6 and A3.7 of the appendix. We present the results for the

entire sample, as well as results stratified by gender, geographical region, and heterogeneity

based on respondents’ connections to family or friends abroad. The decision to stratify

the results by geographical region is justified by our sampling technique and the findings

of the 2021 census report, which revealed that more than half of the emigrant population

originated exclusively from the Greater Accra and Ashanti regions (see Ghana Statistical

Service, 2021a). We find that the treatment assignment led to an increase in migration

intention. We find (table 3.6.1) that the treatment assignment led to a 20.7 percentage point

increase in migration intention. We find an increase in the intention to migrate for all the

sub-samples. We find some differences between males and females regarding the magnitude

of the increase in migration intention. For instance, while the treatment assignment led to

a 22.5 percentage point increase for males, in the female sample, we find that the treatment

assignment only led to a 17.1 percentage point increase. Compared with other estimates in

the literature, the effect we find seems to stress the gender dimension in the literature. For

instance, Docquier et al. (2012) showed that women and men respond differently to push

factors. Skilled men are more internationally migratory than skilled women.
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Table 3.6.1: Effects of treatment assignment on migration intention: Full sample and het-
erogeneity by gender and geographical regions

(1) (2) (3) (4) (5) (6)
VARIABLES All Greater Accra Ashanti

Panel A
Treated 0.207*** 0.187*** 0.082* 0.047 0.303*** 0.284***

(0.028) (0.029) (0.043) (0.046) (0.037) (0.039)
Constant 0.206*** 0.286*** 0.260*** 0.465*** 0.140*** 0.117

(0.024) (0.080) (0.027) (0.141) (0.018) (0.088)

Observations 1,068 1,068 458 458 610 610
R-squared 0.054 0.074 0.008 0.054 0.114 0.153
Region FE Yes Yes No No No No
Covariates No Yes No Yes No Yes

Panel B - Male
Treated 0.225*** 0.207*** 0.112** 0.076 0.307*** 0.293***

(0.035) (0.037) (0.055) (0.060) (0.046) (0.051)
Constant 0.193*** 0.317*** 0.238*** 0.590*** 0.153*** 0.120

(0.029) (0.111) (0.033) (0.184) (0.023) (0.130)

Observations 692 692 289 289 403 403
R-squared 0.061 0.074 0.015 0.076 0.113 0.135
Region FE Yes Yes No No No No
covariates No Yes No Yes No Yes

Panel C - Female
Treated 0.171*** 0.147*** 0.029 -0.006 0.294*** 0.282***

(0.048) (0.050) (0.072) (0.077) (0.063) (0.064)
Constant 0.234*** 0.290** 0.300*** 0.328 0.116*** 0.113

(0.042) (0.114) (0.049) (0.211) (0.028) (0.124)

Observations 376 376 169 169 207 207
R-squared 0.046 0.105 0.001 0.061 0.116 0.220
Region FE Yes Yes No No No No
covariates No Yes No Yes No Yes

Note: All regressions are estimated using the OLS. The dependent variable is the change in migration
intention between the baseline and the follow-up. Panel A is for the entire sample, and panels B and
C are restricted to male and female samples. The results presented are for the intention-to-treat (ITT)
effect. The table report only the treatment effect is reported. The covariate includes age, ethnicity,
religion, Faculty or discipline, tertiary type, pre-labour market experience, family and friends abroad,
and family background. Robust standard errors are in parentheses. p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table 3.6.2: Effects of treatment assignment on migration intention: Full sample and het-
erogeneity by gender and relation with a friend or family abroad

(1) (2) (3) (4) (5) (6)
VARIABLES All Family/friend NO

Panel A
Treated 0.207*** 0.187*** 0.154*** 0.126*** 0.247*** 0.243***

(0.028) (0.029) (0.038) (0.041) (0.042) (0.045)
Constant 0.206*** 0.286*** 0.170*** 0.254** 0.220*** 0.145

(0.024) (0.080) (0.019) (0.103) (0.026) (0.121)

Observations 1,068 1,068 593 593 475 475
R-squared 0.054 0.074 0.031 0.067 0.068 0.091
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Panel B - Male
Treated 0.225*** 0.207*** 0.153*** 0.124** 0.292*** 0.272***

(0.035) (0.037) (0.049) (0.053) (0.051) (0.055)
Constant 0.193*** 0.317*** 0.193*** 0.416*** 0.181*** 0.078

(0.029) (0.111) (0.025) (0.154) (0.030) (0.158)

Observations 692 692 373 373 319 319
R-squared 0.061 0.074 0.029 0.072 0.098 0.134
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Panel C - Female
Treated 0.171*** 0.147*** 0.159*** 0.138** 0.151* 0.165*

(0.048) (0.050) (0.058) (0.062) (0.077) (0.085)
Constant 0.234*** 0.290** 0.129*** 0.107 0.304*** 0.207

(0.042) (0.114) (0.028) (0.114) (0.052) (0.195)

Observations 376 376 220 220 156 156
R-squared 0.046 0.105 0.039 0.099 0.024 0.078
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Note: All regressions are estimated using the OLS. The dependent variable is the change in migration
intention between the baseline and the follow-up. Panel A is for the entire sample, and panels B and
C are restricted to male and female samples. The results presented are for the intention-to-treat (ITT)
effect. The table report only the treatment effect is reported. The covariate includes age, ethnicity,
religion, Faculty or discipline, tertiary type, pre-labour market experience, family and friends abroad,
and family background. Robust standard errors are in parentheses. p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Regarding the geographical regions, the results (Table 3.6.1) reveal that the treatment as-

signment had a more significant impact on the Ashanti region than on the Greater Accra

region sample. While the treatment assignment led to a 30.3 percentage point increase in

migration intention for the Ashanti regional sample, the Greater Accra sample only had an

increase of 8.2 percentage points. Given that the national service personnel are posted at

random19 to priority areas, it is not easy to suggest a possible reason to explain such differ-

ences in the sub-samples. Based on the literature on the culture of migration, one can suggest

that migration influence from the district or region could be a contributing factor. Some dis-

tricts or regions are noted for emigrating; hence if one finds themselves in that region, then

receiving comprehensive information on migration can increase their migration intentions.

If that is the case, one can suggest that the people from the Ashanti region are more likely

to emigrate. For instance, the 2012 Ghana population and housing census summary report

indicates that the Ashanti region reported the highest number of households whose former

members had emigrated outside the borders of Ghana. Some studies also justify why cer-

tain regions produce significantly more migrants than others (see Thompson, 2017; Massey

et al., 1993). Massey et al. (1993), for instance, argued in terms of risk and provides an

explanation for low male migration in India. One possible explanation for the Greater Accra

result could be that it hosts the national capital and represents Ghana’s socioeconomic and

political hub. Therefore those in the Greater Accra region are more likely to have access to

competing information on migration to the app hence the dilution.

Further disaggregation of the data based on respondents’ connection to family or friends

abroad and presented in Table 3.6.2 revealed interesting findings regarding the impact of the

treatment assignment on migration intentions. The treatment assignment led to a 12.6 per-

centage points increase in migration intention among individuals with connections to family

or friends abroad. In contrast, individuals without any links to family or friends abroad

experienced a 24.7 percentage points increase in migration intention. This effect size is more

19The program or degree or discipline offered at school is considered.
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pronounced as it corresponds to a 73.5 percent change in the average increase in migration

intention for individuals without connections, compared to a 68.8 percent change for those

with connections. This finding carries significant implications in existing literature, empha-

sising the role of social networks abroad in influencing migration decisions. Our results stress

the importance of acquiring novel information about migration through the treatment as-

signment, which is a crucial factor in shaping individuals’ migration intentions. Individuals

with social connections may have already formed their decisions prior to receiving the treat-

ment, given the relevance of social networks in transmitting the information. Therefore, it is

the individuals without connections abroad who seem to benefit more from the treatment, as

social networks provide migrants with access to valuable information, such as job opportuni-

ties and destination conditions (Munshi, 2003; Epstein and Gang, 2006; Beine et al., 2009).

This finding also aligns with the growing body of evidence suggesting that the provision

of information can influence migration decisions. This has been demonstrated in previous

studies that exploit variations in migrants’ access to information, either through differential

media exposure (see Farré and Fasani, 2013; Wilson, 2022) or by directly providing infor-

mation about average earnings in different locations through randomised experiments (see

Bryan and Morten, 2019).

We investigate further how the treatment assignment impact the respondent’s preparation

for migration. Respondents who desired to out-migrate were asked if they had made prepara-

tions for their intended move. The preparation included but was not limited to visa applica-

tion, studying for international examinations (for example, Graduate Record Examinations

(GRE), SAT admission test, Test of English as a Foreign Language (TOEFL), and others),

and job application. The question regarding steps taken to prepare for migration is factual

and fundamentally different from the migration intention question. While the question on

migration intention (if they had the opportunity, would they like to out-migrate?) indicates

mere desire to out-migrate, the question on migration preparation intends to reveal more

concrete intentions and arrangements that people may undertake before leaving. The ques-
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Table 3.6.3: Effects of treatment assignment on migration preparation: Full sample and
heterogeneity by gender, and geographical regions

(1) (2) (3) (4) (5) (6)
VARIABLES All Greater Accra Ashanti

Panel A
Treated 0.021 0.020 -0.004 -0.010 0.040 0.034

(0.026) (0.028) (0.039) (0.042) (0.035) (0.037)
Constant 0.140*** 0.132* 0.151*** -0.017 0.125*** 0.195*

(0.022) (0.073) (0.025) (0.075) (0.019) (0.101)

Observations 816 816 342 342 474 474
R-squared 0.001 0.001 0.000 0.032 0.003 0.014
Region FE Yes Yes No No No No
Covariates No Yes No Yes No Yes

Panel B - Male
Treated 0.011 0.007 -0.033 -0.041 0.043 0.041

(0.032) (0.034) (0.048) (0.052) (0.043) (0.046)
Constant 0.142*** 0.128 0.159*** -0.030 0.131*** 0.189

(0.027) (0.094) (0.031) (0.110) (0.024) (0.137)

Observations 546 546 225 225 321 321
R-squared 0.000 0.004 0.002 0.034 0.003 0.018
Region FE Yes Yes No No No No
Covariates No Yes No Yes No Yes

Panel C - Female
Treated 0.039 0.033 0.047 0.068 0.032 0.014

(0.045) (0.046) (0.068) (0.078) (0.060) (0.062)
Constant 0.135*** 0.153 0.131*** -0.043 0.114*** 0.188

(0.038) (0.120) (0.044) (0.115) (0.031) (0.162)

Observations 270 270 117 117 153 153
R-squared 0.005 0.023 0.004 0.081 0.002 0.096
Region FE Yes Yes No No No No
Covariates No Yes No Yes No Yes

Note: All regressions are estimated using the OLS. The dependent variable is migration preparation. Panel
A is for the entire sample, and panels B and C are restricted to male and female samples. The results
presented are for intention-to-treat (ITT), and only the treatment effect is reported. The covariate
includes age, ethnicity, religion, Faculty or discipline, tertiary type, pre-labour market experience, family
and friends abroad, and family background. Robust standard errors are in parentheses. * p <.10, ** p
<.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table 3.6.4: Effects of treatment assignment on migration preparation: Full sample and
heterogeneity by gender, and relationship with a family and friends abroad

(1) (2) (3) (4) (5) (6)
VARIABLES All Family/friend No

Panel A
Treated 0.021 0.020 0.022 0.003 0.021 0.027

(0.026) (0.028) (0.035) (0.037) (0.038) (0.040)
Constant 0.140*** 0.132* 0.135*** 0.206* 0.136*** 0.019

(0.022) (0.073) (0.020) (0.108) (0.024) (0.094)

Observations 816 816 457 457 359 359
R-squared 0.001 0.001 0.001 0.021 0.001 0.026
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Panel B - Male
Treated 0.011 0.007 -0.010 -0.028 0.031 0.038

(0.032) (0.034) (0.043) (0.045) (0.046) (0.051)
Constant 0.142*** 0.128 0.145*** 0.126 0.139*** 0.054

(0.027) (0.094) (0.025) (0.125) (0.028) (0.141)

Observations 546 546 289 289 257 257
R-squared 0.000 0.004 0.000 0.019 0.002 0.026
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Panel C - Female
Treated 0.039 0.033 0.076 0.043 0.000 0.005

(0.045) (0.046) (0.061) (0.061) (0.067) (0.069)
Constant 0.135*** 0.153 0.117*** 0.286 0.127*** 0.035

(0.038) (0.120) (0.031) (0.193) (0.045) (0.136)

Observations 270 270 168 168 102 102
R-squared 0.005 0.023 0.011 0.064 0.000 0.131
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Note: All regressions are estimated using the OLS. The dependent variable is migration preparation. Panel
A is for the entire sample, and panels B and C are restricted to male and female samples. The results
presented are for intention-to-treat (ITT), and only the treatment effect is reported. The covariate
includes age, ethnicity, religion, Faculty or discipline, tertiary type, pre-labour market experience, family
and friends abroad, and family background. Robust standard errors are in parentheses. * p <.10, ** p
<.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table 3.6.5: Effects of treatment assignment on the self-reported likelihood of emigrating
within the next two years: Full sample and heterogeneity by gender, and geographical regions

(1) (2) (3) (4) (5) (6)
VARIABLES All Greater Accra Ashanti

Panel A
Treated 0.067** 0.082*** 0.048 0.083* 0.081** 0.116***

(0.030) (0.031) (0.044) (0.045) (0.041) (0.044)
Constant 0.271*** 0.256*** 0.279*** 0.381** 0.404*** 0.298***

(0.025) (0.089) (0.028) (0.151) (0.026) (0.108)

Observations 1,068 1,068 458 458 610 610
R-squared 0.024 0.038 0.003 0.038 0.006 0.032
Region FE Yes Yes No No No No
Covariates No Yes No Yes No Yes

Panel B - Male
Treated 0.092** 0.103*** 0.083 0.119** 0.098* 0.128**

(0.037) (0.039) (0.056) (0.059) (0.051) (0.054)
Constant 0.264*** 0.236* 0.267*** 0.607*** 0.393*** 0.143

(0.030) (0.126) (0.034) (0.194) (0.031) (0.150)

Observations 692 692 289 289 403 403
R-squared 0.026 0.034 0.008 0.054 0.009 0.037
Region FE Yes Yes No No No No
Covariates No Yes No Yes No Yes

Panel C - Female
Treated 0.022 0.055 -0.009 0.061 0.048 0.112

(0.051) (0.052) (0.071) (0.071) (0.072) (0.078)
Constant 0.286*** 0.289** 0.300*** 0.166 0.426*** 0.447***

(0.043) (0.129) (0.049) (0.211) (0.044) (0.166)

Observations 376 376 169 169 207 207
R-squared 0.024 0.070 0.000 0.124 0.002 0.059
Region FE Yes Yes No No No No
Covariates No Yes No Yes No Yes

Note: All regressions are estimated using the OLS. The dependent variable is the change in the self-reported
likelihood of emigrating within the next two years. It is coded one if there is a positive change between
the baseline and the follow-up survey and zero otherwise. Panel A is for the entire sample, and panels B
and C are restricted to male and female samples. The results presented are for the intention-to-treat (ITT)
effect, and only the treatment effect is reported. The covariate includes age, ethnicity, religion, Faculty or
discipline, tertiary type, pre-labour market experience, family and friends abroad, and family background.
Robust standard errors are in parentheses. * p <.10, ** p <.05, *** p <.01.
Source: Authors’ computation from Survey Data
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Table 3.6.6: Effects of treatment assignment on the self-reported likelihood of emigrating
within the next two years: Full sample and relation with a family and friend abroad

(1) (2) (3) (4) (5) (6)
VARIABLES All Family/friend No

Panel A
Treated 0.067** 0.082*** 0.070* 0.109*** 0.046 0.050

(0.030) (0.031) (0.042) (0.042) (0.045) (0.046)
Constant 0.271*** 0.256*** 0.339*** 0.241* 0.372*** 0.264**

(0.025) (0.089) (0.024) (0.127) (0.031) (0.127)

Observations 1,068 1,068 593 593 475 475
R-squared 0.024 0.038 0.005 0.049 0.002 0.039
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Panel B - Male
Treated 0.092** 0.103*** 0.070 0.107* 0.113** 0.101*

(0.037) (0.039) (0.053) (0.056) (0.055) (0.057)
Constant 0.264*** 0.236* 0.346*** 0.334* 0.333*** 0.158

(0.030) (0.126) (0.031) (0.187) (0.036) (0.176)

Observations 692 692 373 373 319 319
R-squared 0.026 0.034 0.005 0.047 0.013 0.059
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Panel C - Female
Treated 0.022 0.055 0.071 0.131** -0.092 -0.053

(0.051) (0.052) (0.068) (0.065) (0.079) (0.086)
Constant 0.286*** 0.289** 0.329*** 0.179 0.456*** 0.412**

(0.043) (0.129) (0.040) (0.159) (0.056) (0.200)

Observations 376 376 220 220 156 156
R-squared 0.024 0.070 0.005 0.121 0.009 0.054
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Note: All regressions are estimated using the OLS. The dependent variable is the change in the self-reported
likelihood of emigrating within the next two years. It is coded one if there is a positive change between
the baseline and the follow-up survey and zero otherwise. Panel A is for the entire sample, and panels B
and C are restricted to male and female samples. The results presented are for the intention-to-treat (ITT)
effect, and only the treatment effect is reported. The covariate includes age, ethnicity, religion, Faculty or
discipline, tertiary type, pre-labour market experience, family and friends abroad, and family background.
Robust standard errors are in parentheses. * p <.10, ** p <.05, *** p <.01.
Source: Authors’ computation from Survey Data
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tion also captures those who have the means to achieve or to take steps towards carrying out

their migration intention. The result reveals that the treatment assignment did not affect

migration preparation. The result is presented in Tables 3.6.3 and 3.6.4. The full tables

capturing all the covariates are in tables A3.8, A3.9 A3.10 and A3.11 of the appendix.

We also sought to determine the effect of the treatment assignment on self-reported likelihood

of emigration within the next two years (see Ivlevs and King, 2015; McDevitt and Gadalla,

1985). This outcome variable was intended to get an idea about the tipping point where

migration intentions become very likely. The answer to the migration expectation question

was on a scale ranging from one as the lowest and ten as the highest probability of emigrating

within the next two years. The response to the question was intended to add nuance in a way

that can reflect significant differences between individuals in terms of migration intentions.

The migration expectation question examines thoughts and feelings about migration within

an explicit near-future time frame (Time-bound). We construct a dummy variable equal

to one if there is a positive change in the self reported likelihood of emigration within the

next two years and zero otherwise. The results are presented in Tables 3.6.5 and 3.6.6. The

results for all the covariates are presented in Tables A3.12, A3.13 A3.14 and A3.15 of the

the appendix.

The results from table 3.6.5 reveal that the treatment assignment positively affects migra-

tion expectations. We find that the treatment assignment led to an increase in migration

expectations by 6.7 percentage points. There are heterogeneities in the size of the estimated

effect in the sub-samples. For instance, while the treatment assignment increased migration

expectations for the Ashanti regional sample by 8.1 percentage points, we find no effect for

the Greater Accra sample. We also find that the treatment assignment positively impacts

the male sample but did not significantly affect the female sample. In Disaggregating the

treatment effects based on the links to family and friends abroad (Table 3.6.6, we find results

that deviate from our findings on migration intention (see Table 3.6.2). Our results in Table
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3.6.6 suggest that For individuals with existing connections to family and friends abroad,

the treatment assignment leads to a notable 7 percentage point increase in the self-reported

likelihood of emigration within the next two years. This finding indicates a meaningful im-

pact on their future migration plans, aligning with the previous literature emphasizing the

influence of social networks on migration decision-making. Surprisingly, however, we do not

observe any effect of the treatment assignment on the self-reported likelihood of emigration

for individuals without links to family and friends abroad. These individuals without con-

nections to family/friends abroad do not display an increased inclination towards emigration

within the specified timeframe following the treatment assignment.

Our results provide valuable insights into the relationship between social connections abroad,

access to information, and individuals’ migration plans. While family and friend connections

significantly impact the likelihood of emigration within a specific time frame, interestingly,

the absence of such connections does not necessarily lead to a higher likelihood of emigration

within a specific time frame. This nuanced understanding complicates our comprehension of

how information availability shapes migration decisions and highlights the underlying factors

contributing to diverse outcomes. In the decision-making process of migration, the role of

information is crucial. However, the realization of migration intentions may depend on the

availability of the necessary ability and capacity for the migrant, such as the financial means,

family support, and a strong social network (see Carling, 2014; De Haas, 2010).

Comparing the estimated effect sizes of the self-reported likelihood of emigration within

the next two years (which showed a 17.8 percent change in the average increase) with the

impact of our experiment on migration intentions (which exhibited a 75.5 percent change in

the average increase), we observed that the former appeared smaller in comparison to the

latter. This difference in estimated impact could be attributed to the global disruptions in

mobility caused by the COVID-19 pandemic. The pandemic outbreak resulted in widespread

travel bans, border closures in numerous countries, and the suspension of consular services
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(OECD, 2020). These measures significantly affected the cost of migration and the ability

of individuals to afford such costs, thus likely influencing migration preparation and the

self-reported likelihood of emigrating within the next two years. For instance, during our

data collection, the Ghana border was officially closed, and European countries had also

closed their borders prior to the second wave of data collection. Consequently, the intention

to migrate increased due to the migration app, but it proved challenging to realize this

intention within the shortest possible timeframe.

3.6.2 Heterogeneity in information spillovers

When designing a policy, the ITT analysis is exciting from a policy perspective, but it is

also important to measure the actual impact of the app. We estimate the effect of installing

the IOM’s MigApp on migration intentions by instrumenting a dummy variable indicating

whether a person installed the app with the experimental random assignment to the treat-

ment group. The ITT estimate tells us the impact of being offered the opportunity to install

the migration app. The alternatives, the intention-to-treat per protocol and the intention-

to-treat as treated used in randomised experiments with noncompliance which we present

in table A3.3 of the appendix, are fundamentally flawed because of the potential loss of

randomisation.20 Measuring the impact on the treatment assignment, therefore, misses the

actual impact of the experiment.

In this section, since we aim to analyse the impact of information on migration decisions, we

estimate the complier average causal effect (CACE), otherwise known as the local average

treatment effect (LATE). The CACE first proposed by Imbens and Rubin (1997) measures

the difference between the outcome in participants who complied with the intervention and

those who would have complied if assigned to treatment (Imbens and Rubin, 1997). We

20The intention-to-treat Per Protocol analyses only those who complied with the original randomisation
scheme and therefore drops all observations that do not comply with the assignment. The intention-to-treat
As Treated, on the other hand, analyses the data according to whether they got treated or not regardless of
the assignment (see McNamee, 2009).
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provide additional notes on the underlying assumption of CACE and its estimation methods

in section 3.8 of the appendix.

The LATE is the average treatment effect for the Compliers. It measures the average effect of

treatment as a result of being randomly selected (Angrist and Imbens, 1995b). We estimate

LATE through a two-stage least squares regression method. Under the assumption that

the treatment group assignment is random; and control group members are prohibited from

receiving the intervention, the effect on the outcomes of treatment assignment works entirely

through installing the migration app. We use the random assignment as an instrumental

variable for the first-stage regression.

The first stage predicts the expected value of exposure based on the instrument in a linear

model:

ˆMigi = α0 + α1Installi + ϵi (3.6)

Where Installi is whether a person installed the app and Migi treatment assignment.

The second stage predicts the outcome as a function of the predicted exposure from the first

stage. And this takes the form:

Yi = β̂0 + β̂1
ˆMigi + ϵi (3.7)

The summary statistics in table B3.1 of the appendix show that close to 10 percent of those

assigned to the treatment group did not install the migration app. The table further indicates

some differences between the treatment assignment and the actual treatment received (i.e.

the individuals who installed the Migration app on their phones).
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Table 3.6.7: Effect of installing the app on migration intention: Full sample and heterogeneity
by gender, and geographical regions

(1) (2) (3) (4) (5) (6)
VARIABLES All Greater Accra Ashanti

Panel A
Migapp 0.242*** 0.218*** 0.099* 0.058 0.346*** 0.326***

(0.033) (0.034) (0.053) (0.056) (0.043) (0.046)
Constant 0.201*** 0.272*** 0.256*** 0.466*** 0.118*** 0.073

(0.025) (0.080) (0.028) (0.139) (0.020) (0.090)

Observations 1,068 1,068 458 458 610 610
R-squared 0.031 0.055 0.049 0.083 0.123
Region FE Yes Yes No No No No
Covariates No Yes No Yes No Yes

Panel B - Male
Migapp 0.262*** 0.242*** 0.133** 0.091 0.354*** 0.342***

(0.042) (0.043) (0.065) (0.071) (0.054) (0.060)
Constant 0.185*** 0.310*** 0.234*** 0.602*** 0.128*** 0.067

(0.030) (0.112) (0.034) (0.180) (0.026) (0.134)

Observations 692 692 289 289 403 403
R-squared 0.030 0.046 0.067 0.074 0.099
Region FE Yes Yes No No No No
Covariates No Yes No Yes No Yes

Panel C - Female
Migapp 0.201*** 0.174*** 0.036 -0.007 0.329*** 0.317***

(0.056) (0.058) (0.089) (0.096) (0.070) (0.071)
Constant 0.232*** 0.270** 0.299*** 0.329 0.098*** 0.071

(0.043) (0.114) (0.050) (0.206) (0.031) (0.125)

Observations 376 376 169 169 207 207
R-squared 0.036 0.099 0.061 0.100 0.197
Region FE Yes Yes No No No No
Covariates No Yes No Yes No Yes

Note: All regressions are estimated using the OLS. The dependent variable is the change in migration
intention between the baseline and the follow-up. Panel A is for the entire sample, and panels B and C are
restricted to male and female samples. The results presented are the Local average treatment Effect, and
only the treatment effect is reported. The covariate includes age, ethnicity, religion, Faculty or discipline,
tertiary type, pre-labour market experience, family and friends abroad, and family background. Robust
standard errors are in parentheses. *p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table 3.6.8: Effect of installing the app on migration intention: Full sample and heterogeneity
by gender, and relations to a family and friend abroad

(1) (2) (3) (4) (5) (6)
VARIABLES All Family/friend NO

Panel A
Migapp 0.242*** 0.218*** 0.185*** 0.149*** 0.280*** 0.279***

(0.033) (0.034) (0.045) (0.048) (0.049) (0.052)
Constant 0.201*** 0.272*** 0.158*** 0.233** 0.210*** 0.143

(0.025) (0.080) (0.021) (0.103) (0.028) (0.120)

Observations 1,068 1,068 593 593 475 475
R-squared 0.031 0.055 0.014 0.056 0.043 0.063
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Panel B - Male
Migapp 0.262*** 0.242*** 0.182*** 0.145** 0.330*** 0.311***

(0.042) (0.043) (0.059) (0.061) (0.058) (0.063)
Constant 0.185*** 0.310*** 0.181*** 0.404*** 0.170*** 0.075

(0.030) (0.112) (0.028) (0.153) (0.031) (0.158)

Observations 692 692 373 373 319 319
R-squared 0.030 0.046 0.010 0.060 0.058 0.097
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Panel C - Female
Migapp 0.201*** 0.174*** 0.193*** 0.168** 0.173* 0.191**

(0.056) (0.058) (0.071) (0.075) (0.088) (0.096)
Constant 0.232*** 0.270** 0.119*** 0.072 0.297*** 0.202

(0.043) (0.114) (0.031) (0.118) (0.054) (0.187)

Observations 376 376 220 220 156 156
R-squared 0.036 0.099 0.021 0.090 0.019 0.070
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Note: All regressions are estimated using the OLS. The dependent variable is the change in migration
intention between the baseline and the follow-up. Panel A is for the entire sample, and panels B and C are
restricted to male and female samples. The results presented are the Local average treatment Effect, and
only the treatment effect is reported. The covariate includes age, ethnicity, religion, Faculty or discipline,
tertiary type, pre-labour market experience, family and friends abroad, and family background. Robust
standard errors are in parentheses. *p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table 3.6.9: Effect of installing the app on migration preparation: Full sample and hetero-
geneity by gender, and geographical regions

(1) (2) (3) (4) (5) (6)
VARIABLES All Greater Accra Ashanti

Panel A
Migapp 0.024 0.023 -0.004 -0.012 0.045 0.038

(0.029) (0.031) (0.045) (0.049) (0.038) (0.041)
Constant 0.140*** 0.130* 0.151*** -0.017 0.123*** 0.190*

(0.023) (0.073) (0.027) (0.073) (0.020) (0.101)

Observations 816 816 342 342 474 474
R-squared 0.002 0.003 0.031 0.003 0.014
Region FE Yes Yes No No No No
Covariates No Yes No Yes No Yes

Panel B - Male
Migapp 0.012 0.008 -0.036 -0.046 0.047 0.046

(0.035) (0.037) (0.052) (0.056) (0.047) (0.049)
Constant 0.142*** 0.127 0.161*** -0.032 0.128*** 0.183

(0.028) (0.093) (0.033) (0.107) (0.025) (0.135)

Observations 546 546 225 225 321 321
R-squared 0.001 0.005 0.028 0.002 0.018
Region FE Yes Yes No No No No
Covariates No Yes No Yes No Yes

Panel C - Female
Migapp 0.046 0.039 0.059 0.084 0.036 0.016

(0.053) (0.053) (0.083) (0.091) (0.068) (0.067)
Constant 0.134*** 0.148 0.128*** -0.047 0.112*** 0.185

(0.039) (0.120) (0.046) (0.112) (0.033) (0.160)

Observations 270 270 117 117 153 153
R-squared 0.009 0.027 0.010 0.082 0.005 0.096
Region FE Yes Yes No No No No
Covariates No Yes No Yes No Yes

Note: All regressions are estimated using the OLS. The dependent variable is migration preparation. Panel
A is for the entire sample, and panels B and C are restricted to male and female samples. The results
presented are the Local average treatment Effect, and only the treatment effect is reported. The covariate
includes age, ethnicity, religion, Faculty or discipline, tertiary type, pre-labour market experience, family
and friends abroad, and family background. Robust standard errors are in parentheses. * p <.10, ** p
<.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table 3.6.10: Effect of installing the app on migration preparation: Full sample and hetero-
geneity by gender, and relation to a family and friend abroad

(1) (2) (3) (4) (5) (6)
VARIABLES All Family/friend No

Panel A
Migapp 0.024 0.023 0.025 0.003 0.023 0.030

(0.029) (0.031) (0.040) (0.042) (0.042) (0.045)
Constant 0.140*** 0.130* 0.133*** 0.205* 0.135*** 0.019

(0.023) (0.073) (0.021) (0.108) (0.025) (0.093)

Observations 816 816 457 457 359 359
R-squared 0.002 0.003 0.003 0.022 0.001 0.026
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Panel B - Male
Migapp 0.012 0.008 -0.011 -0.030 0.034 0.043

(0.035) (0.037) (0.047) (0.048) (0.051) (0.056)
Constant 0.142*** 0.127 0.146*** 0.129 0.138*** 0.053

(0.028) (0.093) (0.027) (0.125) (0.029) (0.138)

Observations 546 546 289 289 257 257
R-squared 0.001 0.005 0.014 0.000 0.025
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Panel C - Female
Migapp 0.046 0.039 0.094 0.052 0.000 0.005

(0.053) (0.053) (0.075) (0.072) (0.075) (0.073)
Constant 0.134*** 0.148 0.112*** 0.275 0.127*** 0.035

(0.039) (0.120) (0.033) (0.190) (0.048) (0.129)

Observations 270 270 168 168 102 102
R-squared 0.009 0.027 0.013 0.069 0.000 0.132
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Note: All regressions are estimated using the OLS. The dependent variable is migration preparation. Panel
A is for the entire sample, and panels B and C are restricted to male and female samples. The results
presented are the Local average treatment Effect, and only the treatment effect is reported. The covariate
includes age, ethnicity, religion, Faculty or discipline, tertiary type, pre-labour market experience, family
and friends abroad, and family background. Robust standard errors are in parentheses. * p <.10, ** p
<.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table 3.6.11: Effect of installing the app on the self-reported likelihood of emigration: Full
sample and heterogeneity by gender, and geographical regions

(1) (2) (3) (4) (5) (6)
VARIABLES All Greater Accra Ashanti

Panel A
Migapp 0.078** 0.096*** 0.058 0.102* 0.092** 0.133***

(0.035) (0.036) (0.053) (0.055) (0.047) (0.050)
Constant 0.269*** 0.250*** 0.277*** 0.383*** 0.398*** 0.280**

(0.025) (0.089) (0.029) (0.148) (0.027) (0.109)

Observations 1,068 1,068 458 458 610 610
R-squared 0.023 0.036 0.031 0.008 0.033
Region FE Yes Yes No No No No
Covariates No Yes No Yes No Yes

Panel B - Male
Migapp 0.107** 0.121*** 0.098 0.142** 0.113* 0.149**

(0.044) (0.045) (0.066) (0.069) (0.058) (0.062)
Constant 0.261*** 0.232* 0.264*** 0.625*** 0.385*** 0.120

(0.031) (0.126) (0.035) (0.190) (0.034) (0.152)

Observations 692 692 289 289 403 403
R-squared 0.023 0.029 0.042 0.009 0.036
Region FE Yes Yes No No No No
Covariates No Yes No Yes No Yes

Panel C - Female
Migapp 0.025 0.065 -0.011 0.079 0.054 0.126

(0.059) (0.060) (0.088) (0.089) (0.080) (0.085)
Constant 0.285*** 0.282** 0.300*** 0.156 0.423*** 0.431***

(0.043) (0.128) (0.050) (0.205) (0.046) (0.164)

Observations 376 376 169 169 207 207
R-squared 0.024 0.072 0.001 0.124 0.006 0.064
Region FE Yes Yes No No No No
Covariates No Yes No Yes No Yes

Note: All regressions are OLS. The dependent variable is the change in the self-reported likelihood of
emigrating within the next two years between the baseline and the follow-up. Panel A is for the entire
sample, and panels B and C are restricted to male and female samples. The results presented are the
Local average treatment Effect, and only the treatment effect is reported. The covariate includes age,
ethnicity, religion, Faculty or discipline, tertiary type, pre-labour market experience, family and friends
abroad, and family background. Robust standard errors are in parentheses. * p <.10, ** p <.05, *** p
<.01.

Source: Authors’ computation from Survey Data
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Table 3.6.12: Effect of installing the app on the self-reported likelihood of emigration: Full
sample and heterogeneity by gender, and relation to a family and friend abroad

(1) (2) (3) (4) (5) (6)
VARIABLES All Family/friend No

Panel A
Migapp 0.078** 0.096*** 0.084* 0.129*** 0.052 0.057

(0.035) (0.036) (0.050) (0.049) (0.051) (0.052)
Constant 0.269*** 0.250*** 0.334*** 0.222* 0.370*** 0.263**

(0.025) (0.089) (0.026) (0.127) (0.032) (0.125)

Observations 1,068 1,068 593 593 475 475
R-squared 0.023 0.036 0.005 0.045 0.002 0.038
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Panel B - Male
Migapp 0.107** 0.121*** 0.083 0.125* 0.127** 0.115*

(0.044) (0.045) (0.063) (0.064) (0.062) (0.064)
Constant 0.261*** 0.232* 0.340*** 0.324* 0.329*** 0.157

(0.031) (0.126) (0.033) (0.186) (0.037) (0.174)

Observations 692 692 373 373 319 319
R-squared 0.023 0.029 0.005 0.043 0.008 0.053
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Panel C - Female
Migapp 0.025 0.065 0.087 0.160** -0.106 -0.062

(0.059) (0.060) (0.082) (0.077) (0.090) (0.095)
Constant 0.285*** 0.282** 0.324*** 0.145 0.460*** 0.414**

(0.043) (0.128) (0.042) (0.157) (0.059) (0.194)

Observations 376 376 220 220 156 156
R-squared 0.024 0.072 0.005 0.120 0.050
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Note: All regressions are OLS. The dependent variable is the change in the self-reported likelihood of
emigrating within the next two years between the baseline and the follow-up. Panel A is for the entire
sample, and panels B and C are restricted to male and female samples. The results presented are the
Local average treatment Effect, and only the treatment effect is reported. The covariate includes age,
ethnicity, religion, Faculty or discipline, tertiary type, pre-labour market experience, family and friends
abroad, and family background. Robust standard errors are in parentheses. * p <.10, ** p <.05, *** p
<.01.

Source: Authors’ computation from Survey Data
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In what follows, we present the Local Average Treatment Effect (LATE) estimates, employing

instrumental variable (IV) analysis, for the entire sample. We also explore heterogeneity in

the estimates by gender and geographical regions, which are presented in Tables 3.6.7, 3.6.9,

and 3.6.11. Additionally, Tables 3.6.8, 3.6.10, and 3.6.12 provide similar results, examining

the heterogeneity based on the presence or absence of family or friends abroad.

Table 3.6.7 (with Tables A3.16, A3.17, and A3.18 in the appendix presents the outcomes

for all covariates) show that installing the migration app leads to a significant increase of

24.2 percentage points in migration intention. Compared to the findings from Table 3.6.1,

where the treatment assignment resulted in a 20.7 percentage point increase in migration

intentions, the Local Average Treatment Effect (LATE) estimate shows a larger percentage

point increase. The results from Table 3.6.7 also highlight marked differences between the

male and female samples, with the male sample recording a slightly higher impact than the

female sample. We also find regional differences, with the effect being more remarkable for

the Ashanti regional sample than for the Greater Accra region.

Examining the heterogeneity based on individuals’ connections to family or friends abroad,

our results (Table 3.6.8) reveal that installing the migration app leads to an 18.5 percentage

point increase in migration intention for individuals with connections to family or friends

abroad. For individuals without such connections, installing the migration app resulted in

a 28 percentage point increase in migration intention. Although the estimated impact does

not show substantial differences between the two groups regarding the percentage change

in average migration intention, the group without family and friend connections displays a

slightly higher increase (83.3 percent) than those with connections abroad (82.6 percent).

Detailed results, including all covariates, can be found in Tables A3.19 in the appendix.

Similar to the Intent-to-Treat (ITT) estimates from Tables 3.6.3 and 3.6.10, we did not

observe any significant effect of installing the migration app on the IV estimate for migra-

tion preparation (see Table 3.6.9 and 3.6.10) Tables A3.20, A3.21, A3.22 and A3.23 in the
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appendix for complete results including all covariates. Although the coefficient is positive,

there was no statistically significant effect.

The result of this study further reveals in tables 3.6.11 and 3.6.12 that installing the migra-

tion app leads to a 7.8 percentage point increase in the self-reported likelihood of emigration

within the next two years. The effect estimates show regional disparities, with the Ashanti

region sample exhibiting a more substantial effect than the Greater Accra sample. Specifi-

cally, while installing the migration app increased the self-reported likelihood of emigration

within the next two years for individuals in the Ashanti region, it had no effect on those

in the Greater Accra region. We also observed some gender differences, with no effect on

the female sample. However, in the male sample, installing the migration app led to a 10.7

percentage point increase in the self-reported likelihood of emigrating within the next two

years. A further analysis based on individuals’ connections to family and friends abroad, we

find that installing the app had no impact on individuals without any connections to family

or friends abroad. Conversely, among those with existing links to family and friends abroad,

the installation of the app resulted in an 8.4 percentage point increase in the self-reported

likelihood of emigration within the next two years ( see Table 3.6.12). We report detailed

result that shows all the covariates in tables A3.24, A3.25, A3.26, and A3.27 of the appendix.

3.7 Discussion

Some potential factors are likely to affect the experiment and its impact on the outcome

variables. One of such factor is the 2019/20 (recent) global health pandemic.21 The COVID-

19 caused lots of disruption in the economic and social way of life (see Chakraborty and

Maity, 2020; McKibbin and Fernando, 2020). It affected our data collection exercise for the

second wave. Because of the global restriction on human mobility put in place by various

governments, including Ghana, to reduce the spread of the novel COVID-19 virus, the data

21Coronavirus disease.
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collection team had to resort to an online tool to elicit responses from our respondents. To

some extent, it is likely that the pandemic may have affected the response rate and thus, the

effect we observe on our outcome variables. For instance, the migration preparation variable

may have been affected by the global disruption in human mobility.

Secondly, the gender dynamics of migration could have played a significant role based on the

outcome from the experiments. Studies argue that women and men respond to push and pull

factors of migration with different intensities (see Docquier et al., 2009). While males are

primarily assumed to respond to drivers of migration, females, on the other hand, are assumed

to migrate for family reunification reasons (see Zlotnik, 2003). However, the increasing

magnitude of females in international migration in recent times may suggest otherwise (see

Dumont et al., 2007). Even though we find evidence for males being more likely to increase

their migration intentions compared to females, we can not rule out the idea that females, in

general, are less likely to migrate and hence less likely to respond to migration determinants.

Although migration may benefit both sexes, many constraints, such as restrictive social

norms or gender-specific vulnerabilities, may limit the opportunities and benefits to females

and thus impede migration for females more than for males.

Also, individuals’ attitudes toward risk could potentially drive the results. Migration is an

inherently risky activity. Given that individuals differ in risk tolerance (see Arrow, 1965), the

respondent’s attitude toward risk, to some extent, could affect how they process the informa-

tion they receive. Tolerance for risk and uncertainty are vital individual attributes relevant

for the decision to migrate, which has to be controlled for (see Akgüç et al., 2016; Dustmann

et al., 2020; Gibson and McKenzie, 2011). The decision to migrate requires considerable

risk-taking; therefore, those more tolerant of risk are more likely to migrate. Judgements

about risks and opportunities are subjective, thus introducing even more significant vari-

ation between individuals and, therefore, likely to impact the experiment. Therefore, our

respondent’s attitudes to risk could likely explain the differences we observe in the estimated
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effect for migration desire, preparation and the self-reported likelihood of emigrating within

the shortest possible time. The intention to migrate can be assumed to be less risky than

preparing or putting a time scale on when migration is likely to happen.

Another potential factor that could influence the experiment and its impact on the outcome

variables is the app’s inherent features. In particular, the app is associated with the IOM,

which plays a crucial role in information campaigns related to safe migration. These cam-

paigns aim to build trust among potential migrants and influence their behaviour and plans

accordingly, as highlighted by Carling and Hernández-Carretero (2011). Therefore, the app’s

affiliation with the IOM adds credibility and reinforces the importance of reliable migration

information. As a result, the app possesses inherent qualities that may influence partici-

pants’ responses. Treated subjects may exhibit a higher propensity to report migration as a

potential outcome in their future, regardless of whether they gain new information about the

advantages and disadvantages of migratory experiences. This effect could be attributed to

the increased salience of migration, making individuals more inclined to consider it a viable

option.

The app is also designed to improve the overall migrant experience, which is likely to facil-

itate a reduction in both monetary and non-monetary costs associated with migration. By

providing valuable information and suggestions before and after the journey, the app enables

individuals to decrease the financial and logistical challenges involved in migration effectively.

This cost reduction may encourage more people to contemplate planning a migration. There-

fore, even if the app does not necessarily provide new knowledge about migration, having

access to the app during the migration process enables individuals to engage more efficiently

in activities such as money transfers, job searches, and obtaining relevant information about

residency requirements. This added convenience and efficiency contribute to the increased

salience of migration as individuals consider their options.

These suggestive points may not give an exhaustive account of all possible channels which
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may affect our experiment. There may be a couple of alternative channels which we cannot

rule out with our design.

3.8 Conclusion

Using samples from graduates doing their one-year mandatory National Service program

in Ghana, we evaluate a randomized control trial aimed at identifying the extent to which

changes in information set affects one’s own migrations decisions. We use the IOM migration

app that provides information to migrants and randomly allocate the sample into treatment

and control groups. The results from the experiment indicate that access to the migration

app increases individuals’ migration intentions. We also find significant gender differences,

with the experiment having a greater impact on the male than on the female sample. The

result further revealed that the program had a greater impact on the Ashanti region sample

than the Greater Accra region sample. Inasmuch as information is a crucial determinant

of migration decisions, we also think that economic conditions are relevant in actualizing

such intentions. This could partly explain why the experiment did not impact migration

preparation which requires money.

From the policy perspective, this paper contributes to the ongoing debate about brain drain

(Mountford, 1997; Beine et al., 2001; Maynard et al., 1976). We argue that information is

critical and can shape human mobility. While the results show that access to information

produces gains for potential migrants in terms of developing migration intentions, its policy

relevance will depend on the type of information and how well it is made available at large(r)

scale. The availability of accurate and comprehensive migration-related information provided

at tertiary graduates’ fingertips also raises policy-relevant questions about brain drain.
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Appendix

Figure A3.1: The IOM MigApp

Note: : The MigApp is IOM’s downloadable app which serves as a one-stop-shop platform where
migrants can access current, reliable, practical information and IOM services. The app provides
relevant and up-to-date information on migration. It enables migrants to make informed decisions
throughout their migration process.
Source: : International Organization for Migration, 2018
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Table A3.1: Variable definitions

Variable Description

Outcome
Migration Intentions Dummy variable, equal to 1 if there is a positive change regarding

migration intention abroad
Migration preparation Dummy variable, equal to 1 if there is a positive change regarding

migration preparation
Self-reported likelihood Dummy variable, equal to 1 if there is a positive change regarding

Self-reported likelihood of emigration within the next two years

Covariates
Age Age in completed years
Male (=1) Dummy variable, equal to 1 if male, 0 otherwise
Marital Status (Single=1) Dummy variable, equal to 1 if single, 0 otherwise
Ethnic Group (Akan=1) Dummy variable, equal to 1 if an Akan, 0 otherwise
Religion (Christian=1) Dummy variable, equal to 1 if affiliated with Christianity, 0 otherwise
University (=1) Dummy variable, equal to 1 if attended a university, 0 otherwise
Polytechnic (=1) Dummy variable, equal to 1 if attended a polytechnic, 0 otherwise
Other Tertiary (=1) Dummy variable, equal to 1 if attended other tertiary other than

university and Polytechnic, 0 otherwise
Arts and Social Science Dummy variable, 1 if individual’s degree discipline is in arts and

social science, 0 otherwise
Enginering Dummy variable, 1 if individual’s degree discipline is in engineering,

0 otherwise
Physical and life Science Dummy variable, 1 if individual’s degree discipline is in physical sci-

ences, 0 otherwise
Medical Science Dummy variable, 1 if individual’s degree discipline is in medical sci-

ence, 0 otherwise
Family background (Factor Analysis) Score obtained via factor analysis using the information on parental

education and occupation
Pre-Labour Market Exp (Weeks) The number of weeks the respondent has worked prior to the NSS

posting
Family/ Friend Abroad (=1) Dummy variable, equal to 1 if the respondent has a link to a fam-

ily/friend abroad, 0 otherwise
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Table A3.2: Descriptive statistics of the outcome variables

Variable
WAVE I WAVE II

Obs Mean Std. dev. Obs Mean Std. dev.
(1) (2) (3) (4) (5) (6)

Migration Intention
definite stay (=1) 1,715 0.04 0.198 1,068 0.04 0.190
probably stay (=1) 1,715 0.09 0.281 1,068 0.10 0.298
probably move (=1) 1,715 0.32 0.465 1,068 0.27 0.446
definite move (=1) 1,715 0.56 0.497 1,068 0.59 0.492

Migration preparation (Yes=1) 1,497 0.26 0.439 923 0.27 0.446
Migration Expectation (1-10) 1,715 5.62 2.273 1,068 5.54 2.412

Greater Accra
Migration Intention
definite stay (=1) 789 0.05 0.209 458 0.04 0.195
probably stay (=1) 789 0.10 0.305 458 0.11 0.318
probably move (=1) 789 0.35 0.479 458 0.31 0.463
definite move (=1) 789 0.50 0.500 458 0.54 0.499

Migration preparation (Yes=1) 671 0.29 0.452 388 0.29 0.455
Migration Expectation (1-10) 789 5.97 2.179 458 5.36 2.278

Ashanti Region
Migration Intention
definite stay (=1) 926 0.04 0.188 610 0.04 0.187
probably stay (=1) 926 0.07 0.257 610 0.09 0.282
probably move (=1) 926 0.28 0.451 610 0.25 0.431
definite move (=1) 926 0.61 0.488 610 0.63 0.483

Migration preparation (Yes=1) 826 0.24 0.426 535 0.26 0.440
Migration Expectation (1-10) 926 5.33 2.311 610 5.68 2.501

Male sample
Migration Intention
definite stay (=1) 1,064 0.03 0.171 692 0.03 0.168
probably stay (=1) 1,064 0.08 0.274 692 0.08 0.275
probably move (=1) 1,064 0.31 0.462 692 0.28 0.449
definite move (=1) 1,064 0.58 0.494 692 0.61 0.488

Migration preparation (Yes=1) 945 0.29 0.452 615 0.29 0.456
Migration Expectation (1-10) 1,064 5.71 2.229 692 5.60 2.417

Female Sample
Migration Intention
definite stay (=1) 651 0.06 0.235 376 0.05 0.225
probably stay (=1) 651 0.09 0.292 376 0.13 0.334
probably move (=1) 651 0.33 0.470 376 0.26 0.440
definite move (=1) 651 0.52 0.500 376 0.56 0.497

Migration preparation (Yes=1 (=1)) 552 0.22 0.412 308 0.23 0.424
Migration Expectation (1-10) 651 5.48 2.338 376 5.43 2.401

Note: The table presents summary statistics of the outcome variables. Columns 1, 2, and 3 present the
baseline summary statistics and columns 4, 5, and 6 the second wave summary statistics.

Source: Authors’ computation from Survey Data
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Table A3.3: Effect of treatment (intention-to-treat effect) on migration intentions, prepara-
tions and the self-reported likelihood of emigrating within the next two years

(1) (2) (3) (4) (5) (6)

Panel A - Migration Intention
Treated 0.207*** 0.187***

(0.028) (0.029)
Treated (per protocol) 0.208*** 0.186***

(0.029) (0.030)
Treated (as treated) 0.197*** 0.174***

(0.029) (0.030)
Constant 0.206*** 0.286*** 0.208*** 0.303*** 0.222*** 0.302***

(0.024) (0.080) (0.024) (0.081) (0.024) (0.080)

Observations 1,068 1,068 1,027 1,027 1,068 1,068
R-squared 0.054 0.074 0.054 0.074 0.047 0.068
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Panel B - Migration preparation
Treated 0.021 0.020

(0.026) (0.028)
Treated (per protocol) 0.028 0.028

(0.027) (0.029)
Treated (as treated) 0.031 0.031

(0.026) (0.028)
Constant 0.140*** 0.132* 0.144*** 0.133* 0.137*** 0.125*

(0.022) (0.073) (0.022) (0.074) (0.021) (0.072)

Observations 816 816 797 797 816 816
R-squared 0.001 0.001 0.002 0.002 0.002 0.002
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Panel C - Migration Expectation
Treated 0.067** 0.082***

(0.030) (0.031)
Treated (per protocol) 0.064** 0.081**

(0.031) (0.032)
Treated (as treated) 0.058* 0.072**

(0.031) (0.031)
Constant 0.271*** 0.256*** 0.267*** 0.241*** 0.278*** 0.266***

(0.025) (0.089) (0.025) (0.091) (0.024) (0.089)

Observations 1,068 1,068 1,027 1,027 1,068 1,068
R-squared 0.024 0.038 0.026 0.040 0.023 0.036
Region FE Yes Yes Yes Yes Yes Yes
Covariates No Yes No Yes No Yes

Note: All regressions are estimated using the OLS. Panel A present the intention-to-treat effect for migration
intentions. Panel B estimate the intentions-to-treat effect for migration preparation. Panel C present
the intention-to-treat estimates for the self-reported likelihood of emigrating within the next two years.
Robust standard errors are in parentheses. * p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table A3.4: Effects of treatment assignment on migration intentions: Full sample and het-
erogeneity by geographical regions

(1) (2) (3) (4) (5) (6)
VARIABLES All All G. Accra G. Accra Ashanti Ashanti

Treated 0.207*** 0.187*** 0.082* 0.047 0.303*** 0.284***
(0.028) (0.029) (0.043) (0.046) (0.037) (0.039)

Single (=1) -0.009 -0.120 0.056
(0.061) (0.111) (0.068)

Ethnic Group (Akan=1) 0.033 0.044 0.015
(0.034) (0.044) (0.054)

Christian (=1) -0.044 -0.151 0.059
(0.058) (0.092) (0.074)

Polytechnic (=1) -0.002 -0.041 0.029
(0.033) (0.052) (0.042)

Other Tertiary (=1) 0.135** -0.033 0.112*
(0.055) (0.119) (0.061)

Engineering -0.043 -0.058 -0.042
(0.048) (0.065) (0.071)

Physical and life Science -0.057 -0.099 -0.039
(0.046) (0.093) (0.052)

Medical Science -0.078* -0.260*** 0.030
(0.043) (0.056) (0.058)

family background (Factor Analysis) 0.016 0.044** -0.012
(0.013) (0.020) (0.016)

Pre labour market experience (weeks) -0.001 -0.000 -0.000
(0.001) (0.002) (0.001)

Family/Friend Abroad -0.098*** -0.023 -0.138***
(0.028) (0.045) (0.037)

Region (Ashanti=1) -0.028 -0.040
(0.027) (0.030)

Constant 0.206*** 0.286*** 0.260*** 0.465*** 0.140*** 0.117
(0.024) (0.080) (0.027) (0.141) (0.018) (0.088)

Observations 1,068 1,068 458 458 610 610
R-squared 0.054 0.074 0.008 0.054 0.114 0.153

Note: All regressions are estimated using OLS. The dependent variable is the change in migration intention
between the baseline and the follow-up. Robust standard errors are in parentheses. p <.10, ** p <.05,
*** p <.01.

Source: Authors’ computation from Survey Data
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Table A3.5: Effects of treatment assignment on migration intentions: Full sample and het-
erogeneity by geographical regions (male sample only)

(1) (2) (3) (4) (5) (6)
VARIABLES All All G. Accra G. Accra Ashanti Ashanti

Treated 0.225*** 0.207*** 0.112** 0.076 0.307*** 0.293***
(0.035) (0.037) (0.055) (0.060) (0.046) (0.051)

Single (=1) -0.081 -0.254* 0.020
(0.086) (0.147) (0.099)

Ethnic Group (Akan=1) 0.022 0.023 0.013
(0.041) (0.054) (0.065)

Christian (=1) -0.023 -0.148 0.082
(0.073) (0.114) (0.093)

Polytechnic (=1) -0.002 -0.051 0.024
(0.042) (0.065) (0.055)

Other Tertiary (=1) 0.124* 0.040 0.073
(0.072) (0.167) (0.077)

Engineering -0.058 -0.059 -0.070
(0.052) (0.072) (0.079)

Physical and life Science -0.052 -0.174* -0.030
(0.058) (0.098) (0.068)

Medical Science -0.082 -0.287*** 0.039
(0.053) (0.063) (0.076)

family background (Factor Analysis) 0.010 0.038 -0.013
(0.016) (0.025) (0.020)

Pre labour market experience (weeks) -0.001 -0.002 -0.000
(0.001) (0.003) (0.001)

Family/Friend Abroad -0.047 0.028 -0.087*
(0.034) (0.057) (0.046)

Region (Ashanti=1) -0.007 -0.016
(0.034) (0.037)

Constant 0.193*** 0.317*** 0.238*** 0.590*** 0.153*** 0.120
(0.029) (0.111) (0.033) (0.184) (0.023) (0.130)

Observations 692 692 289 289 403 403
R-squared 0.061 0.074 0.015 0.076 0.113 0.135

Note: All regressions are estimated using OLS. The dependent variable is the change in migration intention
between the baseline and the follow-up. Robust standard errors are in parentheses. p <.10, ** p <.05,
*** p <.01.

Source: Authors’ computation from Survey Data
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Table A3.6: Effects of treatment assignment on migration intentions: Full sample and het-
erogeneity by geographical regions (female sample only)

(1) (2) (3) (4) (5) (6)
VARIABLES All All G. Accra G. Accra Ashanti Ashanti

Treated 0.171*** 0.147*** 0.029 -0.006 0.294*** 0.282***
(0.048) (0.050) (0.072) (0.077) (0.063) (0.064)

Single (=1) 0.050 0.038 0.076
(0.087) (0.168) (0.100)

Ethnic Group (Akan=1) 0.067 0.099 0.036
(0.061) (0.077) (0.103)

Christian (=1) -0.073 -0.148 0.014
(0.093) (0.146) (0.128)

Polytechnic (=1) 0.007 -0.032 0.053
(0.056) (0.092) (0.071)

Other Tertiary (=1) 0.162* -0.122 0.199**
(0.085) (0.168) (0.098)

Engineering 0.170 0.188 0.104
(0.168) (0.249) (0.206)

Physical and life Science -0.055 -0.022 -0.048
(0.077) (0.170) (0.085)

Medical Science -0.062 -0.187 0.010
(0.074) (0.132) (0.089)

family background (Factor Analysis) 0.026 0.048 0.000
(0.023) (0.035) (0.027)

Pre labour market experience (weeks) -0.001 0.002 -0.000
(0.001) (0.002) (0.002)

Family/Friend Abroad -0.195*** -0.106 -0.238***
(0.048) (0.078) (0.064)

Region (Ashanti=1) -0.071 -0.096*
(0.047) (0.052)

Constant 0.234*** 0.290** 0.300*** 0.328 0.116*** 0.113
(0.042) (0.114) (0.049) (0.211) (0.028) (0.124)

Observations 376 376 169 169 207 207
R-squared 0.046 0.105 0.001 0.061 0.116 0.220

Note: All regressions are estimated using OLS. The dependent variable is the change in migration intention
between the baseline and the follow-up. Robust standard errors are in parentheses. p <.10, ** p <.05,
*** p <.01.

Source: Authors’ computation from Survey Data
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Table A3.8: Effects of treatment assignment on migration preparation: Full sample and
heterogeneity by geographical regions

(1) (2) (3) (4) (5) (6)
VARIABLES All All G. Accra G. Accra Ashanti Ashanti

Treated 0.021 0.020 -0.004 -0.010 0.040 0.034
(0.026) (0.028) (0.039) (0.042) (0.035) (0.037)

Single (=1) 0.007 0.169*** -0.063
(0.055) (0.029) (0.080)

Ethnic Group (Akan=1) -0.003 -0.001 -0.004
(0.031) (0.039) (0.053)

Christian (=1) 0.007 0.005 0.010
(0.052) (0.072) (0.078)

Polytechnic (=1) 0.004 0.038 -0.021
(0.032) (0.053) (0.041)

Other Tertiary (=1) -0.019 0.088 -0.066
(0.049) (0.132) (0.055)

Engineering -0.008 -0.058 0.040
(0.044) (0.057) (0.068)

Physical and life Science 0.013 0.062 0.019
(0.043) (0.095) (0.048)

Medical Science 0.001 -0.178*** 0.092
(0.043) (0.029) (0.062)

family background (Factor Analysis) -0.000 -0.006 -0.002
(0.011) (0.015) (0.015)

Pre labour market experience (weeks) -0.000 0.000 -0.000
(0.001) (0.002) (0.001)

Family/Friend Abroad -0.001 0.038 -0.020
(0.026) (0.040) (0.034)

Region (Ashanti=1) -0.008 -0.006
(0.025) (0.028)

Constant 0.140*** 0.132* 0.151*** -0.017 0.125*** 0.195*
(0.022) (0.073) (0.025) (0.075) (0.019) (0.101)

Observations 816 816 342 342 474 474
R-squared 0.001 0.001 0.000 0.032 0.003 0.014

Note: All regressions are estimated using OLS. The dependent variable is migration preparation. Robust
standard errors are in parentheses. * p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table A3.9: Effects of treatment assignment on migration preparation: Full sample and
heterogeneity by geographical regions (male sample only)

(1) (2) (3) (4) (5) (6)
VARIABLES All All G. Accra G. Accra Ashanti Ashanti

Treated 0.011 0.007 -0.033 -0.041 0.043 0.041
(0.032) (0.034) (0.048) (0.052) (0.043) (0.046)

Single (=1) 0.027 0.157*** -0.025
(0.068) (0.040) (0.104)

Ethnic Group (Akan=1) 0.004 0.013 -0.003
(0.039) (0.051) (0.062)

Christian (=1) -0.007 0.056 -0.043
(0.067) (0.090) (0.101)

Polytechnic (=1) 0.013 0.028 -0.002
(0.041) (0.067) (0.053)

Other Tertiary (=1) -0.062 -0.030 -0.092
(0.059) (0.099) (0.071)

Engineering -0.037 -0.062 -0.041
(0.045) (0.063) (0.064)

Physical and life Science -0.011 0.086 -0.030
(0.051) (0.125) (0.056)

Medical Science 0.011 -0.163*** 0.100
(0.055) (0.034) (0.080)

family background (Factor Analysis) 0.005 -0.006 0.011
(0.014) (0.021) (0.019)

Pre labour market experience (weeks) -0.000 0.001 -0.000
(0.001) (0.003) (0.001)

Family/Friend Abroad -0.015 0.002 -0.007
(0.032) (0.053) (0.042)

Region (Ashanti=1) 0.000 0.004
(0.031) (0.034)

Constant 0.142*** 0.128 0.159*** -0.030 0.131*** 0.189
(0.027) (0.094) (0.031) (0.110) (0.024) (0.137)

Observations 546 546 225 225 321 321
R-squared 0.000 0.004 0.002 0.034 0.003 0.018

Note: All regressions are estimated using OLS. The dependent variable is migration preparation. Robust
standard errors are in parentheses. * p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table A3.10: Effects of treatment assignment on migration preparation: Full sample and
heterogeneity by geographical regions (female sample only)

(1) (2) (3) (4) (5) (6)
VARIABLES All All G. Accra G. Accra Ashanti Ashanti

Treated 0.039 0.033 0.047 0.068 0.032 0.014
(0.045) (0.046) (0.068) (0.078) (0.060) (0.062)

Single (=1) -0.030 0.194*** -0.154
(0.098) (0.063) (0.138)

Ethnic Group (Akan=1) -0.005 -0.041 0.037
(0.059) (0.068) (0.127)

Christian (=1) 0.023 -0.088 0.131
(0.092) (0.118) (0.149)

Polytechnic (=1) -0.023 0.081 -0.068
(0.056) (0.096) (0.058)

Other Tertiary (=1) 0.044 0.196 -0.045
(0.087) (0.176) (0.093)

Engineering 0.286 -0.339*** 0.504**
(0.227) (0.124) (0.229)

Physical and life Science 0.055 0.071 0.123
(0.082) (0.152) (0.103)

Medical Science -0.011 -0.247*** 0.104
(0.071) (0.068) (0.095)

family background (Factor Analysis) -0.010 0.002 -0.028
(0.017) (0.025) (0.025)

Pre labour market experience (weeks) 0.000 0.000 -0.000
(0.001) (0.003) (0.002)

Family/Friend Abroad 0.023 0.122 -0.065
(0.047) (0.073) (0.067)

Region (Ashanti=1) -0.023 -0.042
(0.043) (0.050)

Constant 0.135*** 0.153 0.131*** -0.043 0.114*** 0.188
(0.038) (0.120) (0.044) (0.115) (0.031) (0.162)

Observations 270 270 117 117 153 153
R-squared 0.005 0.023 0.004 0.081 0.002 0.096

Note: All regressions are estimated using OLS. The dependent variable is migration preparation. Robust
standard errors are in parentheses. * p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table A3.12: Effects of treatment assignment on the self-reported likelihood of emigrating
within the next two years. Full sample and heterogeneity by geographical regions

(1) (2) (3) (4) (5) (6)
VARIABLES All All G. Accra G. Accra Ashanti Ashanti

Treated 0.067** 0.082*** 0.048 0.083* 0.081** 0.116***
(0.030) (0.031) (0.044) (0.045) (0.041) (0.044)

Single (=1) -0.018 -0.141 0.046
(0.069) (0.123) (0.086)

Ethnic Group (Akan=1) 0.012 0.068 -0.084
(0.036) (0.044) (0.061)

Christian (=1) 0.016 0.013 0.066
(0.059) (0.085) (0.085)

Polytechnic (=1) 0.130*** 0.133** 0.127**
(0.039) (0.058) (0.053)

Other Tertiary (=1) 0.004 -0.014 -0.001
(0.060) (0.122) (0.068)

Engineering -0.021 0.046 -0.137*
(0.053) (0.069) (0.083)

Physical and life Science -0.028 -0.076 -0.021
(0.048) (0.087) (0.058)

Medical Science 0.042 -0.034 0.090
(0.053) (0.077) (0.071)

family background (Factor Analysis) -0.007 -0.008 0.001
(0.014) (0.019) (0.021)

Pre labour market experience (weeks) 0.000 -0.004*** 0.002
(0.001) (0.001) (0.001)

Family/Friend Abroad -0.015 -0.024 0.012
(0.031) (0.045) (0.043)

Region (Ashanti=1) 0.139*** 0.135***
(0.029) (0.032)

Constant 0.271*** 0.256*** 0.279*** 0.381** 0.404*** 0.298***
(0.025) (0.089) (0.028) (0.151) (0.026) (0.108)

Observations 1,068 1,068 458 458 610 610
R-squared 0.024 0.038 0.003 0.038 0.006 0.032

Note: All regressions are estimated using OLS. The dependent variable is the change in the self-reported
likelihood of emigrating within the next two years. Robust standard errors are in parentheses. * p <.10,
** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table A3.13: Effects of treatment assignment on the self-reported likelihood of emigrating
within the next two years. Full sample and heterogeneity by geographical regions (male
sample only)

(1) (2) (3) (4) (5) (6)
VARIABLES All All G. Accra G. Accra Ashanti Ashanti

Treated 0.092** 0.103*** 0.083 0.119** 0.098* 0.128**
(0.037) (0.039) (0.056) (0.059) (0.051) (0.054)

Single (=1) -0.020 -0.328** 0.124
(0.101) (0.160) (0.119)

Ethnic Group (Akan=1) 0.043 0.123** -0.057
(0.044) (0.055) (0.072)

Christian (=1) 0.003 -0.061 0.096
(0.077) (0.113) (0.104)

Polytechnic (=1) 0.077 0.021 0.103
(0.048) (0.072) (0.065)

Other Tertiary (=1) 0.034 -0.031 0.042
(0.079) (0.140) (0.088)

Engineering -0.029 0.070 -0.164*
(0.058) (0.077) (0.090)

Physical and life Science -0.032 -0.041 -0.060
(0.060) (0.112) (0.072)

Medical Science 0.022 -0.001 0.034
(0.065) (0.096) (0.086)

family background (Factor Analysis) -0.000 -0.029 0.026
(0.017) (0.026) (0.025)

Pre labour market experience (weeks) 0.001 -0.004 0.002
(0.001) (0.002) (0.002)

Family/Friend Abroad -0.001 0.036 -0.003
(0.038) (0.057) (0.053)

Region (Ashanti=1) 0.131*** 0.117***
(0.036) (0.041)

Constant 0.264*** 0.236* 0.267*** 0.607*** 0.393*** 0.143
(0.030) (0.126) (0.034) (0.194) (0.031) (0.150)

Observations 692 692 289 289 403 403
R-squared 0.026 0.034 0.008 0.054 0.009 0.037

Note: All regressions are estimated using OLS. The dependent variable is the change in the self-reported
likelihood of emigrating within the next two years. Robust standard errors are in parentheses. * p <.10,
** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table A3.14: Effects of treatment assignment on the self-reported likelihood of emigrating
within the next two years. Full sample and heterogeneity by geographical regions (female
sample only)

(1) (2) (3) (4) (5) (6)
VARIABLES All All G. Accra G. Accra Ashanti Ashanti

Treated 0.022 0.055 -0.009 0.061 0.048 0.112
(0.051) (0.052) (0.071) (0.071) (0.072) (0.078)

Single (=1) -0.015 0.023 0.010
(0.094) (0.130) (0.128)

Ethnic Group (Akan=1) -0.027 0.013 -0.108
(0.063) (0.074) (0.121)

Christian (=1) 0.056 0.147 0.034
(0.099) (0.130) (0.154)

Polytechnic (=1) 0.222*** 0.308*** 0.160*
(0.067) (0.097) (0.091)

Other Tertiary (=1) -0.043 0.030 -0.098
(0.096) (0.172) (0.118)

Engineering 0.119 0.215 -0.010
(0.155) (0.193) (0.232)

Physical and life Science -0.015 -0.170 0.064
(0.080) (0.133) (0.099)

Medical Science 0.086 -0.127 0.218*
(0.091) (0.107) (0.122)

family background (Factor Analysis) -0.026 0.009 -0.053
(0.024) (0.032) (0.038)

Pre labour market experience (weeks) -0.001 -0.005*** 0.002
(0.002) (0.002) (0.002)

Family/Friend Abroad -0.055 -0.156** 0.045
(0.053) (0.076) (0.077)

Region (Ashanti=1) 0.151*** 0.161***
(0.050) (0.055)

Constant 0.286*** 0.289** 0.300*** 0.166 0.426*** 0.447***
(0.043) (0.129) (0.049) (0.211) (0.044) (0.166)

Observations 376 376 169 169 207 207
R-squared 0.024 0.070 0.000 0.124 0.002 0.059

Note: All regressions are estimated using OLS. The dependent variable is the change in the self-reported
likelihood of emigrating within the next two years. Robust standard errors are in parentheses. * p <.10,
** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table A3.16: Effect of installing the app on migration intention: Full sample and hetero-
geneity by geographical regions

(1) (2) (3) (4) (5) (6)
VARIABLES All All G. Accra G. Accra Ashanti Ashanti

Migapp 0.242*** 0.218*** 0.099* 0.058 0.346*** 0.326***
(0.033) (0.034) (0.053) (0.056) (0.043) (0.046)

Single (=1) -0.007 -0.123 0.069
(0.061) (0.109) (0.069)

Ethnic Group (Akan=1) 0.030 0.042 0.015
(0.034) (0.043) (0.054)

Christian (=1) -0.044 -0.153* 0.060
(0.057) (0.090) (0.074)

Polytechnic (=1) -0.000 -0.040 0.028
(0.034) (0.052) (0.043)

Other Tertiary (=1) 0.123** -0.034 0.095
(0.055) (0.117) (0.062)

Engineering -0.029 -0.051 -0.042
(0.048) (0.065) (0.071)

Physical and life Science -0.061 -0.102 -0.041
(0.046) (0.092) (0.052)

Medical Science -0.076* -0.257*** 0.026
(0.044) (0.056) (0.059)

family background (Factor Analysis) 0.020 0.046** -0.007
(0.013) (0.020) (0.016)

Pre labour market experience (weeks) -0.001 -0.000 -0.000
(0.001) (0.002) (0.001)

Family/Friend Abroad -0.102*** -0.025 -0.141***
(0.028) (0.044) (0.037)

Region (Ashanti=1) -0.040 -0.048
(0.028) (0.030)

Constant 0.201*** 0.272*** 0.256*** 0.466*** 0.118*** 0.073
(0.025) (0.080) (0.028) (0.139) (0.020) (0.090)

Observations 1,068 1,068 458 458 610 610
R-squared 0.031 0.055 0.049 0.083 0.123

Note: All regressions are estimated using OLS. The dependent variable is the change in migration intention
between the baseline and the follow-up survey. Robust standard errors are in parentheses. *p <.10, ** p
<.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table A3.17: Effect of installing the app on migration intention: Full sample and hetero-
geneity by geographical regions (male sample only)

(1) (2) (3) (4) (5) (6)
VARIABLES All All G. Accra G. Accra Ashanti Ashanti

Migapp 0.262*** 0.242*** 0.133** 0.091 0.354*** 0.342***
(0.042) (0.043) (0.065) (0.071) (0.054) (0.060)

Single (=1) -0.080 -0.263* 0.041
(0.088) (0.146) (0.101)

Ethnic Group (Akan=1) 0.022 0.022 0.014
(0.041) (0.053) (0.065)

Christian (=1) -0.031 -0.158 0.088
(0.071) (0.110) (0.093)

Polytechnic (=1) -0.008 -0.052 0.009
(0.042) (0.064) (0.056)

Other Tertiary (=1) 0.107 0.034 0.047
(0.072) (0.164) (0.078)

Engineering -0.040 -0.048 -0.064
(0.052) (0.072) (0.079)

Physical and life Science -0.054 -0.177* -0.034
(0.058) (0.096) (0.067)

Medical Science -0.069 -0.281*** 0.057
(0.054) (0.061) (0.079)

family background (Factor Analysis) 0.013 0.039* -0.011
(0.015) (0.024) (0.020)

Pre labour market experience (weeks) -0.001 -0.002 0.000
(0.001) (0.003) (0.001)

Family/Friend Abroad -0.053 0.025 -0.095**
(0.034) (0.056) (0.046)

Region (Ashanti=1) -0.019 -0.024
(0.034) (0.037)

Constant 0.185*** 0.310*** 0.234*** 0.602*** 0.128*** 0.067
(0.030) (0.112) (0.034) (0.180) (0.026) (0.134)

Observations 692 692 289 289 403 403
R-squared 0.030 0.046 0.067 0.074 0.099

Note: All regressions are estimated using OLS. The dependent variable is the change in migration intention
between the baseline and the follow-up survey. Robust standard errors are in parentheses. *p <.10, ** p
<.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table A3.18: Effect of installing the app on migration intention: Full sample and hetero-
geneity by geographical regions (female sample only)

(1) (2) (3) (4) (5) (6)
VARIABLES All All G. Accra G. Accra Ashanti Ashanti

Migapp 0.201*** 0.174*** 0.036 -0.007 0.329*** 0.317***
(0.056) (0.058) (0.089) (0.096) (0.070) (0.071)

Single (=1) 0.052 0.038 0.088
(0.084) (0.161) (0.098)

Ethnic Group (Akan=1) 0.061 0.100 0.035
(0.060) (0.074) (0.100)

Christian (=1) -0.065 -0.149 0.005
(0.092) (0.141) (0.123)

Polytechnic (=1) 0.019 -0.033 0.072
(0.058) (0.091) (0.073)

Other Tertiary (=1) 0.158* -0.122 0.196**
(0.084) (0.162) (0.097)

Engineering 0.183 0.187 0.086
(0.160) (0.241) (0.200)

Physical and life Science -0.063 -0.021 -0.053
(0.075) (0.165) (0.083)

Medical Science -0.075 -0.187 -0.028
(0.075) (0.127) (0.088)

family background (Factor Analysis) 0.031 0.048 0.010
(0.023) (0.034) (0.026)

Pre labour market experience (weeks) -0.001 0.002 0.000
(0.001) (0.002) (0.002)

Family/Friend Abroad -0.196*** -0.106 -0.232***
(0.048) (0.075) (0.063)

Region (Ashanti=1) -0.083* -0.102**
(0.046) (0.050)

Constant 0.232*** 0.270** 0.299*** 0.329 0.098*** 0.071
(0.043) (0.114) (0.050) (0.206) (0.031) (0.125)

Observations 376 376 169 169 207 207
R-squared 0.036 0.099 0.061 0.100 0.197

Note: All regressions are estimated using OLS. The dependent variable is the change in migration intention
between the baseline and the follow-up survey. Robust standard errors are in parentheses. *p <.10, ** p
<.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table A3.20: Effect of installing the app on migration preparation: Full sample and hetero-
geneity by geographical regions

(1) (2) (3) (4) (5) (6)
VARIABLES All All G. Accra G. Accra Ashanti Ashanti

Migapp 0.024 0.023 -0.004 -0.012 0.045 0.038
(0.029) (0.031) (0.045) (0.049) (0.038) (0.041)

Single (=1) 0.007 0.170*** -0.062
(0.054) (0.029) (0.079)

Ethnic Group (Akan=1) -0.004 -0.001 -0.004
(0.031) (0.039) (0.052)

Christian (=1) 0.007 0.005 0.009
(0.052) (0.071) (0.076)

Polytechnic (=1) 0.004 0.038 -0.020
(0.032) (0.052) (0.040)

Other Tertiary (=1) -0.020 0.088 -0.067
(0.049) (0.129) (0.055)

Engineering -0.006 -0.060 0.040
(0.044) (0.057) (0.067)

Physical and life Science 0.012 0.062 0.017
(0.042) (0.093) (0.048)

Medical Science 0.002 -0.179*** 0.091
(0.043) (0.029) (0.061)

family background (Factor Analysis) 0.000 -0.006 -0.001
(0.010) (0.015) (0.015)

Pre labour market experience (weeks) -0.000 0.000 -0.000
(0.001) (0.002) (0.001)

Family/Friend Abroad -0.001 0.039 -0.021
(0.026) (0.040) (0.034)

Region (Ashanti=1) -0.009 -0.006
(0.025) (0.028)

Constant 0.140*** 0.130* 0.151*** -0.017 0.123*** 0.190*
(0.023) (0.073) (0.027) (0.073) (0.020) (0.101)

Observations 816 816 342 342 474 474
R-squared 0.002 0.003 0.031 0.003 0.014

Note: All regressions are estimated using OLS. The dependent variable is migration preparation. Robust
standard errors are in parentheses. * p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table A3.21: Effect of installing the app on migration preparation: Full sample and hetero-
geneity by geographical regions (male sample only)

(1) (2) (3) (4) (5) (6)
VARIABLES All All G. Accra G. Accra Ashanti Ashanti

Migapp 0.012 0.008 -0.036 -0.046 0.047 0.046
(0.035) (0.037) (0.052) (0.056) (0.047) (0.049)

Single (=1) 0.027 0.159*** -0.023
(0.067) (0.040) (0.100)

Ethnic Group (Akan=1) 0.003 0.014 -0.003
(0.039) (0.050) (0.061)

Christian (=1) -0.008 0.059 -0.044
(0.066) (0.087) (0.099)

Polytechnic (=1) 0.013 0.029 -0.002
(0.040) (0.065) (0.052)

Other Tertiary (=1) -0.062 -0.026 -0.093
(0.059) (0.096) (0.070)

Engineering -0.036 -0.067 -0.039
(0.045) (0.063) (0.062)

Physical and life Science -0.011 0.085 -0.032
(0.051) (0.121) (0.055)

Medical Science 0.011 -0.165*** 0.103
(0.055) (0.034) (0.080)

family background (Factor Analysis) 0.005 -0.007 0.011
(0.013) (0.020) (0.019)

Pre labour market experience (weeks) -0.000 0.001 -0.000
(0.001) (0.003) (0.001)

Family/Friend Abroad -0.015 0.005 -0.008
(0.031) (0.052) (0.041)

Region (Ashanti=1) -0.000 0.003
(0.031) (0.034)

Constant 0.142*** 0.127 0.161*** -0.032 0.128*** 0.183
(0.028) (0.093) (0.033) (0.107) (0.025) (0.135)

Observations 546 546 225 225 321 321
R-squared 0.001 0.005 0.028 0.002 0.018

Note: All regressions are estimated using OLS. The dependent variable is migration preparation. Robust
standard errors are in parentheses. * p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table A3.22: Effect of installing the app on migration preparation: Full sample and hetero-
geneity by geographical regions (female sample only)

(1) (2) (3) (4) (5) (6)
VARIABLES All All G. Accra G. Accra Ashanti Ashanti

Migapp 0.046 0.039 0.059 0.084 0.036 0.016
(0.053) (0.053) (0.083) (0.091) (0.068) (0.067)

Single (=1) -0.030 0.182*** -0.153
(0.096) (0.062) (0.134)

Ethnic Group (Akan=1) -0.006 -0.043 0.037
(0.057) (0.064) (0.122)

Christian (=1) 0.025 -0.079 0.130
(0.090) (0.115) (0.142)

Polytechnic (=1) -0.021 0.081 -0.067
(0.054) (0.090) (0.055)

Other Tertiary (=1) 0.043 0.193 -0.045
(0.085) (0.164) (0.089)

Engineering 0.290 -0.268*** 0.502**
(0.217) (0.089) (0.219)

Physical and life Science 0.053 0.061 0.122
(0.080) (0.142) (0.098)

Medical Science -0.014 -0.238*** 0.101
(0.070) (0.064) (0.092)

family background (Factor Analysis) -0.009 0.005 -0.027
(0.016) (0.024) (0.024)

Pre labour market experience (weeks) 0.000 -0.000 -0.000
(0.001) (0.003) (0.002)

Family/Friend Abroad 0.024 0.119* -0.064
(0.046) (0.070) (0.064)

Region (Ashanti=1) -0.025 -0.042
(0.043) (0.048)

Constant 0.134*** 0.148 0.128*** -0.047 0.112*** 0.185
(0.039) (0.120) (0.046) (0.112) (0.033) (0.160)

Observations 270 270 117 117 153 153
R-squared 0.009 0.027 0.010 0.082 0.005 0.096

Note: All regressions are estimated using OLS. The dependent variable is migration preparation. Robust
standard errors are in parentheses. * p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table A3.24: Effect of installing the app on the self-reported likelihood of emigrating within
the next two years: Full sample and heterogeneity by geographical regions

(1) (2) (3) (4) (5) (6)
VARIABLES All All G. Accra G. Accra Ashanti Ashanti

Migapp 0.078** 0.096*** 0.058 0.102* 0.092** 0.133***
(0.035) (0.036) (0.053) (0.055) (0.047) (0.050)

Single (=1) -0.017 -0.147 0.052
(0.069) (0.121) (0.084)

Ethnic Group (Akan=1) 0.011 0.065 -0.084
(0.036) (0.044) (0.061)

Christian (=1) 0.016 0.011 0.066
(0.059) (0.085) (0.083)

Polytechnic (=1) 0.130*** 0.136** 0.127**
(0.039) (0.058) (0.052)

Other Tertiary (=1) -0.001 -0.017 -0.008
(0.059) (0.120) (0.066)

Engineering -0.015 0.057 -0.137*
(0.053) (0.069) (0.082)

Physical and life Science -0.029 -0.082 -0.022
(0.047) (0.086) (0.057)

Medical Science 0.043 -0.029 0.089
(0.052) (0.077) (0.069)

family background (Factor Analysis) -0.005 -0.006 0.003
(0.014) (0.019) (0.020)

Pre labour market experience (weeks) 0.000 -0.004*** 0.002
(0.001) (0.001) (0.001)

Family/Friend Abroad -0.017 -0.027 0.011
(0.030) (0.045) (0.042)

Region (Ashanti=1) 0.135*** 0.132***
(0.029) (0.032)

Constant 0.269*** 0.250*** 0.277*** 0.383*** 0.398*** 0.280**
(0.025) (0.089) (0.029) (0.148) (0.027) (0.109)

Observations 1,068 1,068 458 458 610 610
R-squared 0.023 0.036 0.031 0.008 0.033

Note: All regressions are estimated using OLS. The dependent variable is the change in the self-reported
likelihood of emigrating within the next two years between the baseline and the follow-up. Robust
standard errors are in parentheses. * p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table A3.25: Effect of installing the app on the self-reported likelihood of emigrating within
the next two years: Full sample and heterogeneity by geographical regions (male sample
only)

(1) (2) (3) (4) (5) (6)
VARIABLES All All G. Accra G. Accra Ashanti Ashanti

Migapp 0.107** 0.121*** 0.098 0.142** 0.113* 0.149**
(0.044) (0.045) (0.066) (0.069) (0.058) (0.062)

Single (=1) -0.019 -0.342** 0.133
(0.101) (0.158) (0.119)

Ethnic Group (Akan=1) 0.043 0.122** -0.057
(0.044) (0.054) (0.071)

Christian (=1) -0.000 -0.076 0.099
(0.077) (0.113) (0.102)

Polytechnic (=1) 0.074 0.020 0.097
(0.047) (0.071) (0.064)

Other Tertiary (=1) 0.025 -0.040 0.030
(0.078) (0.132) (0.085)

Engineering -0.020 0.087 -0.161*
(0.058) (0.077) (0.089)

Physical and life Science -0.033 -0.045 -0.062
(0.059) (0.108) (0.070)

Medical Science 0.028 0.007 0.042
(0.065) (0.097) (0.084)

family background (Factor Analysis) 0.001 -0.027 0.027
(0.017) (0.025) (0.025)

Pre labour market experience (weeks) 0.001 -0.004* 0.002
(0.001) (0.002) (0.002)

Family/Friend Abroad -0.004 0.031 -0.006
(0.038) (0.056) (0.052)

Region (Ashanti=1) 0.126*** 0.113***
(0.037) (0.040)

Constant 0.261*** 0.232* 0.264*** 0.625*** 0.385*** 0.120
(0.031) (0.126) (0.035) (0.190) (0.034) (0.152)

Observations 692 692 289 289 403 403

Note: All regressions are estimated using OLS. The dependent variable is the change in the self-reported
likelihood of emigrating within the next two years between the baseline and the follow-up. Robust
standard errors are in parentheses. * p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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Table A3.26: Effect of installing the app on the self-reported likelihood of emigrating within
the next two years: Full sample and heterogeneity by geographical regions (female sample
only)

(1) (2) (3) (4) (5) (6)
VARIABLES All All G. Accra G. Accra Ashanti Ashanti

Migapp 0.025 0.065 -0.011 0.079 0.054 0.126
(0.059) (0.060) (0.088) (0.089) (0.080) (0.085)

Single (=1) -0.014 0.020 0.015
(0.092) (0.122) (0.123)

Ethnic Group (Akan=1) -0.029 0.009 -0.108
(0.062) (0.072) (0.116)

Christian (=1) 0.059 0.157 0.030
(0.097) (0.124) (0.148)

Polytechnic (=1) 0.227*** 0.315*** 0.167*
(0.066) (0.094) (0.090)

Other Tertiary (=1) -0.044 0.030 -0.099
(0.093) (0.167) (0.112)

Engineering 0.124 0.233 -0.018
(0.155) (0.189) (0.227)

Physical and life Science -0.018 -0.180 0.062
(0.078) (0.130) (0.095)

Medical Science 0.081 -0.124 0.203*
(0.088) (0.101) (0.116)

family background (Factor Analysis) -0.024 0.011 -0.049
(0.024) (0.032) (0.037)

Pre labour market experience (weeks) -0.001 -0.005*** 0.002
(0.001) (0.002) (0.002)

Family/Friend Abroad -0.055 -0.161** 0.047
(0.052) (0.072) (0.074)

Region (Ashanti=1) 0.149*** 0.159***
(0.049) (0.054)

Constant 0.285*** 0.282** 0.300*** 0.156 0.423*** 0.431***
(0.043) (0.128) (0.050) (0.205) (0.046) (0.164)

Observations 376 376 169 169 207 207
R-squared 0.024 0.072 0.001 0.124 0.006 0.064

Note: All regressions are estimated using OLS. The dependent variable is the change in the self-reported
likelihood of emigrating within the next two years between the baseline and the follow-up. Robust
standard errors are in parentheses. * p <.10, ** p <.05, *** p <.01.

Source: Authors’ computation from Survey Data
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The complier average causal effect (CACE)

The average causal effect of treatment assignment (ITT) is a weighted average of the compli-
ers, never-takers, and always-takers (see Imbens and Rubin, 2015; Gruber et al., 2014) and
can be represented as follows:

ITT = αCCACE + αNNACE + αAAACE (3.8)

Where CACE is the average causal effect of treatment assignment for the subset of those in
the sample who are compliers, NACE is the average causal effect of treatment assignment
for the subset who are never-takers, and AACE is the average causal effect for those who
are always-takers. αC , αN , αA represent the sample proportions of compliers, never-takers,
and always-takers, respectively.

The challenge in estimating the CACE is that we need to identify the compliers. Therefore
one can only estimate CACE under given assumptions. The First is to assume that the
treatment assignment affects migration intentions only if it changes the installation of the
app (Exclusion restriction assumption). The second assumption is that there are no defiers
(monotonicity assumption). The exclusion restriction, therefore, implies that both NACE
and AACE should be equal to zero since the treatment received is the same regardless of
treatment assignment in both (see Angrist et al., 1996; Imbens and Wooldridge, 2007; Imbens
and Rubin, 2015). The CACE can therefore be estimated from equation 3.9 given these two
key assumptions by dividing the ITT by the proportion of those that received the treatment
αC (see Imbens and Wooldridge, 2007).

CACE =
ITT

αC

=
E[Yi(1)− Yi(0)]

E[Migi(1)−Migi(0)]
(3.9)

The CACE therefore equals the expected values of the corresponding sampling means. (i.e.
the ITT effect on the outcome divided by the ITT effect on the treatment (see Angrist
and Imbens, 1995a; Imbens and Wooldridge, 2007)). Therefore, the CACE estimator from
equation 3.9 is equal to the IV estimator. Thus under these key assumptions, the LATE
helps in estimating the CACE. (see Angrist and Imbens, 1995a; Imbens and Wooldridge,
2007).

Using tables B3.1 (summary statistics by the assigned treatment and the actual treatment
received (installing the app)) and B3.2 (presents averages of the outcomes variables and the
covariates by treatment and assignment group), the study can compute the proportions for
the four compliance subgroups in the study population.

The compliers are the only units we can obtain information about the effect of the treatment.
Compliers will install the app if assigned to do so but will not install it if assigned to the
control arm. The always-takers will install the app irrespective of their assignment. The
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never-takers will never install the app even if they are asked to do so, and defiers will do the
opposite of their assigned treatment (see Gruber et al., 2014).

The proportion of always-takers (αA) is therefore given by:

αA =
N0T

N0T +N0C

=
29 + 4

29 + 4 + 484 + 116
= 0.052

This implies that the sample proportion of those who installed, irrespective of their assign-
ment, equals 0.052.

The proportion of never-takers in the sample equals one minus the proportions of compliers
and always-takers. The resulting estimate equals

αN = 1− αC − αA =
N1C

N1C +N1T

=
25 + 16

25 + 16 + 237 + 157
= 0.094

Therefore, the resulting proportions of compliers equal 0.854 (1− 0.052− 0.094 = 0.854).

The compliance rate αC = 85.4% can also be estimated from table B3.1 as the percent of
the treatment group who were treated (treatment compliers 0.906) minus the percent of the
control group who received the treatment (0.052).

From equation 3.9, the CACE for the outcome variable - intention to migrate is 24.4 per-
centage points. That is 20.8 percentage points for ITT (Difference between treatment and
control under treatment assignment from table B3.1) divided by the compliance rate (0.854)
(see Imbens and Rubin, 2015; Gruber et al., 2014).
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CHAPTER 4: WHY BOTHER: INTERNSHIPS AND EARLY LABOUR MARKET

OUTCOMES OF TERTIARY GRADUATES IN GHANA

ABSTRACT

This study uses unique survey data on tertiary graduates that started their one-year manda-

tory national service in 2018. The effects of work experience, in the form of internships, on

early labour outcomes are analysed. We account for possible endogeneity of internships using

the share of graduates in the individual’s degree programme who completed an internship as

source of exogenous variation in 2SLS estimation. The results show that internships are as-

sociated with fewer job interview invitations, poor job-degree match and longer unemployment

duration. Further analysis indicates that after the sixth months unemployment duration is

extended with those with internship experience having 0.77 chance of remaining unemployed

compared with 0.72 for those without internship experience.

4.1 Introduction

Africa has one of the world’s youngest population and has experienced continued economic

growth over the last few decades. With increased access to education, and more recently

free secondary education in countries such as Ghana, there is a higher demand and a higher

expectations for jobs, not just graduate level jobs but also entry level jobs (African Develop-

ment Bank, 2021). While unemployment levels have been rising in many African countries,

the high rate of unemployment among youth, including graduates is even more worrying.
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In addition, individuals with higher educational attainment are sometimes more likely to

be unemployed than those with lower educational attainment (Baah-Boateng and Twum,

2018). This calls into question whether higher levels of education usefully serves as a sig-

nalling mechanism for labour market access and success, especially among the youth and in

developing labour markets.

In the context of Ghana and other countries (including more developed countries), hav-

ing higher educational qualifications may not be enough to facilitate a smoother transition

from school to work. According to Baah-Boateng and Twum (2018), the lack of industry

experience and exposure to real-world work environment could be a contributing factor to

challenges of the school-to-work transition among graduates. It is for this reason that in-

ternships and work experience during undergraduate years have become more widespread

(Baert et al., 2021; Cerulli-Harms, 2017; Klein and Weiss, 2011; Neyt et al., 2022; Nunley

et al., 2016). Data from a survey conducted by the authors indicate that around 60 percent

of tertiary graduates in Ghana completed internships during their tertiary education. Work

experience in the form of internship during tertiary education is expected to be a driver for

early labour market entry and outcomes. For example, internships could help the individual

to get ahead of their peers and boost their career prospects after university.

Conceptually, internships, can be seen as a form of work experience and should increase

chances of finding paid jobs post-graduation and enhance human capital accumulation (Min-

cer, 1962). This is also consistent with human capital theory (Becker, 1975), in that the skills

developed by an individual over time through work experience should enhance chances of

finding a job (Painter II, 2010; Häkkinen, 2006) and increase opportunities for further career

development (see Margaryan et al., 2022; Nunley et al., 2016). Internships could also help

the individual to make contacts and establish networks that are able to support their pro-

fessional careers. Graduates that have completed internships may be seen by employers as

more motivated, hence improving their chances of being shortlisted for interviews or securing
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a job. As well as serving as a signal to employers, internships could also act as a screening

mechanism for employers (Stigler, 1962). Inasmuch as potential employers require informa-

tion to differentiate between graduates entering the labour market, internships could serve as

signal (Spence, 1978). Depending on labour market context, internships may even be more

relevant for job acquisition than for enhancing the individual’s performance once in work.

Nonetheless, internships could also have adverse implications for labour market outcomes

(e.g. if they serve as a negative signal of employability) and there is empirical evidence that

supports this contention (see Klein and Weiss, 2011; Weiss et al., 2014; Cerulli-Harms, 2017).

For the case of Ghana and possibly other developing countries, people may decide to take

up internship opportunities if there are lower prospects of finding a job.

In this study, we investigate the role of internship experience on early labour market outcomes

namely, interview invitations, earnings, unemployment duration, and job-degree match, us-

ing unique survey data for a sample of tertiary graduates in Ghana. To estimate the effect

of internship experience during tertiary education on early labour market outcomes, we use

explanatory analysis and control for a number of variables that are expected to impact on the

outcome variables. The sample consists of tertiary graduates who completed their program

of study in 2018 and were at the time completing their one-year mandatory National service.

We are mindful of potential threat posed by the non-random assignment of students into

internship. To account for possible endogeneity of internships, we employ a two-stage least

squares instrumental variable (2SLS) approach. We use the share of people in the individ-

ual’s university degree programme who completed internship as an instrument. The 2SLS

approach offers a means of correcting for non-random allocation of students into employment.

The results show that internship experience reduces most of our measures of early labour

market outcomes, a finding consistent with previous studies such as Cerulli-Harms (2017);

Klein and Weiss (2011); Weiss et al. (2014). Specifically, graduates with internship expe-

rience were less likely to be invited for a job interview. Graduates that did an internship
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were also more likely to experience an extended period of job search and more likely to be in

jobs that did not match their degree qualifications. However, once in employment, intern-

ship experience was associated with higher wages, although the relationship is only weakly

significant at the 10 percent level. Survival analysis confirms that unemployment duration

for those with internship experience is longer - those with internship experience have around

0.77 chance of remaining unemployed by the sixth month of unemployment, compared with

0.72 for those without internship experience. By the fourteenth month when data collection

ended, this reduced to 0.72 for those with internship experience and 0.65 for those without

internship experience.

This study is related to three strands of literature. First, the literature on internships as

a signalling mechanism, which suggests that employers’ hiring decisions are made under

uncertainty such that the productivity of potential workers is unknown. In line with this

model, job seekers, particularly graduates could therefore be predicted to use their accu-

mulated work experience in the form of internships to signal high ability. This experience

is in addition to their educational qualifications which in a graduating cohort, such as the

cohort in our sample, is fairly homogeneous. Having acquired some form of work experience

during tertiary education could therefore help to distinguish job candidates and may result

in improved changes of finding a job, and potentially higher earnings (Spence, 1978; Akerlof,

1978; Mincer, 1962). Nonetheless, there is also the possibility for internships to have negative

effects. For instance Klein and Weiss (2011) do not find a positive effect of internship on

labour market outcomes using German data. Weiss et al. (2014) also using German data

finds that internships prolonged job search duration and had somewhat negative effects on

wages as well as on occupational class outcomes five years after graduation. Similar results

are reported by Cerulli-Harms (2017).

Secondly, the study is related to the literature on human capital (Mincer, 1962; Barron et al.,

1989; Becker, 1962; Mincer, 1974). In the human capital model, a worker’s marginal produc-
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tivity is partly determined by components of human capital, including education, training,

experience and skills. Internship can therefore be seen as a form of work experience and on-

the-job training that can enhance skills development as well as improve their job prospects.

Lastly, the literature on social networks highlights the potential benefits of networking for

labour market success (see Dobratz et al., 2014; Ismail, 2018; Geel and Backes-Gellner, 2012).

For example, in relation to firms’ hiring decisions, Fernandez et al. (2000) highlight that ap-

plicants who are referred by current employees are more likely to be hired than non-referrals.

Acquiring work experience in the form of internship can therefore enhance the individual’s

access to jobs, and result in higher wages or more favourable working conditions.

The remainder of the chapter is organized as follows. Section 4.2 provides a brief background

to the national service scheme and the labour market in Ghana. In Section 4.3, we discuss the

data and the empirical strategy. Results are presented in Section 4.4. Section 4.5 concludes

the study. All appendix material can be found in the Appendix.

4.2 Background: Education system and National Service Scheme

4.2.1 Mandatory one year National Service

The National Service Scheme (NSS) was established in 1973 by the Ministry of Education.

NSS is a mandatory one-year employment programme that deploys tertiary graduates to

priority areas within the public and private sectors to support developmental activities. The

scheme is intended to remove some of the bottlenecks in the labour market by providing

an equal level of job-related experience for tertiary graduates. The government considers

the one year mandatory service as a necessary requirement for progression into the labour

market. Start date of service is usually September and Graduates do not have to apply for

interviews in order to be allocated. Instead, graduates select three regions where they would
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like to be posted. Posting is also determined by the degree programme completed.1

While the NSS is aimed at introducing and equipping graduates with skills and training

necessary for the labour market, access to jobs after the scheme is not guaranteed. As is

common in many other developing countries, youth unemployment is high (International

Labour Office, 2020), and in Ghana, the lack of labour market experience makes it even

more challenging for tertiary graduates to find jobs. One could therefore argue that the

one-year experience gained through the national service could facilitate and enhance entry

to the labour market. Nevertheless, some graduates are unable to find jobs after completing

the scheme and even for those that are able to find a job, the entry level pay is low and not

commensurate with their skills and qualifications. These factors, among others may have

contributed to high levels of underemployment and concentration of youth and graduates in

informal sector jobs (see Baah-Boateng, 2017).

4.2.2 Economic growth and the Ghana labour market

Until recently, Ghana has experienced significant economic growth and has also benefited

from a stable political environment. Data from the Ghana statistical service national account

suggest that GDP growth rate was around 7 percent between 2017 to 2019. Consistent with

other economies, the coronavirus global health pandemic slowed down economic growth

in Ghana. GDP growth increased to 5.5 percent in 2021 from 0.4 percent in 2020 (see

also Kwakye et al., 2022; The World Bank, 2022). Structural transformation has been a

key focus for the economy and while there has been a shift from agriculture to services

and manufacturing2, these structural transformations have not translated into sufficient job

creation (Aryeetey and Baah-Boateng, 2015). According to the 2021 Ghana Population

and Housing Census (Ghana Statistical Service, 2021b), 13.4 percent of the working age

1See https://nss.gov.gh/rules-and-regulations/.
2Ghana’s manufacturing and service sectors increased from 14 per cent to 21 per cent between 2000 and

2020, while the service sector increased by 17 percentage points between 2000 and 2020. Agriculture reduced
from 22 percentage points over the same period Source (World Bank, 2020).
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population are unemployed, with females constituting a higher share (15.5 percent compared

with 11.6 percent for males). The figure is even higher at 32.8 percent for young adults aged

15 - 24 years (Ghana Statistical Service, 2021b).3

The Ghana labour market is characterised by high levels of informality. According to the

Ghana Living Standard Survey 7 (Ghana Statistical Service, 2019), the informal sector ac-

counted for around 71.3 percent of total employment. The formal sector, often less precarious

and characterised by higher pay is more desirable to job seekers but more difficult to access.

This difficulty in accessing formal sector jobs has been exacerbated by the competition in-

duced by higher numbers of graduates completing tertiary education each year. The informal

sector, characterised by poor working conditions (see Osei-Boateng and Ampratwum, 2011)

nonetheless provides a source of livelihood for those struggling to access work in the formal

sector. This argument is supported by the assertion by Alagidede et al. (2013) that countries

with high levels of informal activity tend to have low unemployment figures partly because

the informal sector enables individuals to engage in economic activities while waiting to find

formal wage jobs. Baah-Boateng and Twum (2018) indicate that a key characteristic of the

unemployment situation in Africa is rising unemployment among educated youth. They fur-

ther argue that highly educated youth are sometimes worse off than those with lower levels

of education. University graduates end up spending an average of around two to five years

looking for jobs (Ghana Statistical Service, 2016).4 The universities are producing more

graduates than the job market can absorb.

Numerous policy interventions have been introduced to tackle youth unemployment in the

country. For instance, in 2006, the National Youth Employment Program was introduced to

address the country’s youth unemployment and underemployment by providing skills training

and jobs for youth (Dadzie et al., 2020). The National Youth Policy was also launched in 2010

3The 2021 PHC uses the relaxed unemployment definition which does not require that the person be
actively seeking for work.

4see also Ghana TV3 news (https://3news.com/shocking-it-takes-5-years-to-get-employment-after-school-
in-ghana-research/) accessed on 15 November, 2022.
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with the aim of providing guidelines for all stakeholders involved in the implementation of

youth policies, programs, and projects. Other initiatives include: the National Employment

Policy introduced in 2014 by the Ministry of Employment and Labour Relations which aims

to create decent, gainful employment opportunities for the youth, women, and the disabled

(Dadzie et al., 2020); the Ghana National Social Protection Policy enacted in 2015 to address

social inequalities (Dadzie et al., 2020); and the introduction of an online job centre service

by the Youth Employment Agency (YEA) in 2019 to facilitate job search and placement.

Despite these initiatives5, school-to-work transition still remains a challenge because of lim-

ited employment opportunities(see Nyarko et al., 2014). According to a report by the Insti-

tute of Statistics, Social and Economic Research (ISSER, 2017), only 10 per cent of graduates

in Ghana find work immediately after their mandatory national service, and it takes the re-

mainder about 10 years to secure permanent employment.

4.3 Effects of internships on labour market outcomes

Working while at university has become more widespread and several studies show how

student work experience can affect short run and long run labour market returns (Geel

and Backes-Gellner, 2012; Passaretta and Triventi, 2015) and labour market integration

(Salas-Velasco, 2007). Previous studies have largely been qualitative in nature and focused

primarily on students’ experiences of internships and perceptions of skills developed (see for

instance Edward Beck and Halim, 2008; Shoenfelt et al., 2013; Cook et al., 2004; Gault et al.,

2010), often reporting a positive correlation between internship experience and individuals’

subsequent employment outcomes.

Quantitative analysis of the effects of internships evidence is limited, and results from these

studies are mostly mixed. In Silva et al. (2016), the authors examine the impact of intern-

5including the Ministry of Local Government and Rural Development, the National Vocational and Tech-
nical Institute (NVTI), Council for Technical and Vocational Education and Training (COTVET), Youth
Enterprises Support (Office of the President), and the Youth Employment Authority.
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ships on the labour market outcomes of Portuguese graduates and found that there was a

negative association between completion of mandatory internships and unemployment. Sim-

ilar evidence is reported by Miller et al. (2018) for the US. The authors show that students

who completed an internship had almost two and half times greater odds of finding a new

job than their colleagues without internship experience. Other studies report positive long-

term implications of student internships on labour market outcomes. For instance, Carr

et al. (1996) shows that internship experience positively affects labour force participation,

employment status, and income, even a decade after completing tertiary education. Geel and

Backes-Gellner (2012) found similar evidence for Switzerland reporting that after one and

five years post-graduation, those that completed internships in their field of study during

tertiary education were more likely to be employed and associated with higher earnings.

Most studies do not take into account endogeneity and potential sample selectivity bias, thus

the links between internships and labour-market outcomes reported in the literature may be

biased. Estimating the effect of internship experience on labour market outcomes without ad-

dressing endogeneity concerns could produce spurious correlations rather than causal effect.

For this reason some studies have attempted to address unobserved heterogeneity, most no-

tably Hotz et al. (2002) and Cerulli-Harms (2017), although these have led to mixed results.

For instance, Cerulli-Harms (2017) uses propensity score matching (PSM) to address issues

of unobserved heterogeneity and finds detrimental effects of internships on the probability

of finding employment one year after graduation, on post-internship earnings, and on work

satisfaction. Cerulli-Harms (2017) finds that these negative effects of internship disappear

within five years. The findings could indicate that internships may not always lead to better

labour market outcomes, possibly constituting negative signalling to employers. Klein and

Weiss (2011) also use PSM to examine the role of internships on labour market outcomes

in Germany and find no evidence that internships affect labour market outcomes (duration

of job search, employment stability or wages five years after graduation). Mandatory in-

ternships and work experience unrelated to graduates’ field of study were also found not
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to impact graduates’ job search duration and outcomes five years after graduation. (Weiss

et al., 2014), using data from Germany and employing PSM, found that for tertiary grad-

uates, completing internships in jobs related to their fields of study had positive effects on

labour market outcomes. The authors did not find positive effects on wages and occupational

class for those that completed an internship in non-related fields five years after graduation.

Other estimation techniques have been used to address causal effects of internships, including

instrumental variables (IV). For instance, Häkkinen (2006) instrument for work experience

using local unemployment rates during enrolment and show that even though student em-

ployment had no effects on later employment probabilities, it increased annual earnings after

graduation. Similarly, Siedler et al. (2016) employ 2SLS approach to address the endogene-

ity of students’ decisions to complete an internship. The authors used exogenous variation

in the introduction and abolishment of mandatory internships at the university level as an

instrument and find that internships resulted in higher wages five years after graduation.

Using experimental data obtained from a resume audit for the US, Nunley et al. (2016) es-

timate the impact of internship experience on employment prospects and find evidence that

internships substantially increased the offer of interviews by about 13 percent (more than 2

percentage points, on a base interview rate of about 17 percent). Using IV estimations with

mandatory internship as an instrument for internship completion, Margaryan et al. (2022)

find that graduates who completed internships faced a lower risk of unemployment during

the first year of their careers. Margaryan et al. (2022) also find significant differences in

effects of internship experience with respect to the labour market orientation of students and

the areas of study.

4.3.1 Internships in the Ghanaian context

Despite the documented benefits of internships, there appears to be a mixed debate among

stakeholders on the relevance of student internships, particularly in Ghana (Nduro et al.,
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2015). There appears to be a lack of organization and coordination among trainers, students,

and host industries, creating challenges for Ghana’s internship landscape. This lack of coor-

dination, therefore, gives rise to unstructured internship experiences due to the absence of

well-defined curricula or guidelines for all involved stakeholders Effah (2005). Consequently,

internship programs in Ghana are deficient in systematic design aimed at optimizing the

learning outcomes for students.

Internships and industrial attachments are not typically included as mandatory components

within most undergraduate and postgraduate programs offered by universities in Ghana.

This leads to a significant proportion of students being neither encouraged nor required to

engage in any form of work, particularly during recess periods, where they can effectively

apply the skills they have acquired. In contrast to other countries where internships and

industrial attachments are integrated into undergraduate and postgraduate programs cur-

ricula, Ghanaian universities lack comprehensive internship programs. This highlights the

limited emphasis on work experiences in Ghana, even during recess periods when students

can gain practical skills and enhance their abilities.

Student internships in Ghana are an area that lacks comprehensive research and literature,

particularly on the specific types of work interns undertake. However, anecdotal evidence

suggests that a significant proportion of internships in the country are concentrated in the

private sector. Arthur et al. (2022) noted that the private sector is the primary source

of internship opportunities, with educational institutions occasionally partnering with gov-

ernment agencies or non-profit organizations to provide internship placements. Moreover,

findings from the Ghana Living Standards Survey 7 (2019) reveal that the private sector

is the predominant employer of youth aged 15-24 years, engaging 97.5 percent of the de-

mographic, while the government sector employs only 2.0 percent. This indicates a clear

preference for the private sector as a host for internships in Ghana.

In Ghana, interns have the opportunity to secure placements across a range of sectors.
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Common sectors where internships are pursued include business and finance, information

technology, engineering, non-profit and development, healthcare, media and communication,

government and public service, and education. Business and finance internships involve work-

ing in banks, financial institutions, accounting firms, consulting companies, and corporate

organizations. Information technology internships focus on software development compa-

nies, IT departments of organizations, tech startups, and technology consulting firms. Engi-

neering internships are offered by engineering firms, construction companies, manufacturing

industries, and government agencies involved in infrastructure development. Non-profit and

development internships are available with NGOs, international development agencies, and

community development projects. Healthcare internships encompass opportunities in hos-

pitals, clinics, medical research institutions, and public health organizations. Media and

communication internships include working in media houses, advertising agencies, public re-

lations firms, and broadcasting companies. Government and public service internships can

be secured with government agencies, ministries, or local government authorities. Finally,

education internships exist within schools, educational institutions, and educational admin-

istration offices. These diverse sectors offer valuable practical experiences for interns from

Ghanaian universities and other tertiary institutions, allowing them to apply their academic

knowledge in real-world settings.

The compensation for interns in Ghana varies depending on factors such as the sector, orga-

nization, internship duration, and the intern’s level of education and experience. Internships

in Ghana can be either paid or unpaid, with the availability of compensation varying across

different sectors and organizations. In sectors like non-profit organizations or government

institutions, internships may be unpaid or provided with minimal allowances. However, in

finance, technology, or engineering industries, interns may receive a stipend or allowance to

cover their expenses. The stipend or allowance for interns in Ghana can range from as low as

GHS 200 (13.82 Pound sterling) to GHS 800 (55.28 Pound sterling) per month. According

to data from glassdoor.com (2023), the estimated salary for an intern in the Accra, Ghana

171



area is GHS 600 (41.46 pounds sterling) per month, based on salaries collected from users.

This lack of emphasis on internships and work-based learning exacerbates the problem of high

unemployment rates among Ghanaian university graduates and could also be the possible

reason for the difficult transition from school to work experienced by Ghanaian youth.

4.4 Data and empirical strategy

4.4.1 Data

The data used for this study is from a unique field survey conducted by the authors between

January 2019 and December 2020. Tertiary graduates completing their mandatory one-year

National Service were recruited to take part in the study. Survey respondents were randomly

selected from two of the ten regions of Ghana (now sixteen regions). The research team

obtained access to administrative data on the 2018 national service personnel allocation, with

complete information on features including location, employer, total number of graduates

allocated to the employer. A two- stage random sampling technique6 was used to select

graduates to take part in the survey. A total of 2,250 graduates allocated by the National

Service Secretariat to Greater Accra and Ashanti regions were initially sampled. These two

regions were chosen mainly because they account for over 49 percent of the total annual NSS

allocations.7 The survey collected data on basic demographic characteristics, employment

details, including previous work experience, job access and search process, job satisfaction

and future prospects, migration intentions, among others.

Two rounds of data collection took place. The first round was conducted from January 2019

to March 2019 when graduates were still completing their one-year mandatory national ser-

6The first stage involved selecting geographical districts from the two regions. A total of 26 (8 from
Greater Accra and 18 from the Ashanti region) district were selected. The second stage of selection involved
a simple random sampling of 2,250 from the 26 district.

7The number of administrative regions increased from 10 to 16 following the government of Ghana’s
signing of the Constitutional instrument in February 2019.
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vice. Data collected during this period included basic demographic information and family

background, education history, employment history, details on current work placement, in-

cluding pay. 1,751 responses were generated during this period out of a total of 2,250 invited

respondents. Data was administered by trained enumerators(fieldworkers) using CAPI, who

visited respondents at their workplace. Permission was obtained from all employers and

consent was given by respondents prior to data collection. Each respondent was assigned a

unique ID.

Round two was a follow-up survey conducted when the graduates had completed their one-

year mandatory national service. Data collected included information on current employment

status, job search process, earnings, job satisfaction, among others. The survey data collec-

tion took place between April 2020 and December 2020 and was administered mainly online

using Qualtrics combined with telephone interviews for those without access to computer or

internet. The survey questionnaire was only sent to respondents in round one who agreed

and gave consent to be part of the follow-up survey. A total of 1,751 invitations were sent

after the audit of the wave 1 data. One thousand one hundred thirteen (1113) individuals

responded to the follow-up survey, of which 358 were employed at the time of the survey.

Our analysis is focused on those who were in employment during the follow-up survey. On-

line data collection for this round proved more challenging due to the SARS Covid-19 global

health pandemic that resulted in most people either being out of work or working from home,

and hence limited or no access to the internet, given most people rely on internet at the work-

place. The introduction of telephone interviews by the research team helped mitigate some

of these challenges and enabled the team to reach as many respondents as possible. Figure

1 illustrates the overall sampling procedure.
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Greater Accra (N=32,524)
Ashanti (N=16,977)

Population

n=2250
15 Interviewers

2 Regions
26 Districts

Sample

Survey

Greater Accra (n=1200)
Manufacturing 282 (23.50%)

Services 882 (73.50%)
Agriculture 36 (3.00%)

Ashanti Region (n=1050 )
Manufacturing 127 (12.10%)

Services 793 (75.52%)
Agriculture 130 (12.38%)

Completed Survey (n=1896)
Greater Accra (n=950)
Ashanti Region (n=946)

After Quality Control (n=1766)
Greater Accra (n=820)
Ashanti Region (n=946)

Total Invited (n=1715)
Email failed/Bounced (n=262)

Opt Out (n=62)
Follow up

Total Response (n=1113)Analysed

Figure 4.4.1: Data collection exercise
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4.4.2 Variables

Table 4.4.1 provides an overview of variables used in the analysis and reports their means and

standard deviations. Full definitions of variables can be found in table A1 of the appendix.

Column (1) shows summary statistics for the full sample, and columns (2) and (3) reports

summary statistics by internship status. Sixty two (62) percent of the total sample are

males. 60 percent of individuals that are currently in work completed an internship while at

university, averaging around 7.5 weeks.

Figure 4.4.2: Distribution of interview invitation and unemployment duration

Note: : The graphs show the distribution of interview invitation and unemployment duration for those
that did an internship while studying at university and those that did not complete internship while at
university. Interview invitation is measured as the individual’s interview invitation ratio adjusted by the
average interview invitation on the individual’s degree programme.

Source: : Authors’ computation from survey data.

On average, those that did an internship performed marginally better than those that did not
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do and internship, in terms of completed degree classification. With respect to the outcome

variables, individuals that did not complete internship had higher interview invitation rates

(0.40) than those that completed internship (0.36), were more likely to be in jobs that match

their degree qualifications (84 percent compared with 75 percent) but were on a lower earnings

scale. Table A5.1 in the Appendix provides definitions of variables used in the analysis.

Figure 4.4.2 examines the distribution of interview invitation and unemployment duration

for those that did an internship while studying at university and those that did not complete

internship. Those with no internship experience have higher interview invitation (mean 0.40)

success than those with internship experience (0.36).

4.4.3 Empirical strategy

Addressing unobserved heterogeneity

To estimate the effect of internship experience on early labour market outcomes, we estimate

the underlying regression equations as follows:

Yi = β0 + β1Internship+Xiγ + εi (4.1)

where Yi is the labour market outcome variable which includes job interview invitations,

unemployment duration, earnings, and job-degree match. The variable Internship measures

the internship experience in weeks. The vector X contains the set of individual controls, such

as a dummy variable indicating gender (male), age in years, a degree classification dummy,

the faculty in which, or the discipline, the respondent studied, a factor analysis variable of

parents’ education and skills to capture the individual’s family background and a categorical

variable to capture the job search method.
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However, there are several reasons why the estimated effect of returns to internships in

equation 4.1 may be biased in an OLS or probit regression. First, because internship is

not mandatory, those that decide to do internship may be more motivated to enter the

labour market after school, bearing in mind the expected challenges associated with finding

a job post-graduation in Ghana. Part of the decision to do an internship may also be

influenced by peer effects at university and the type of degree programme, such that a higher

proportion of people doing an internship on a particular degree programme would likely

result in the individual also taking up an internship. Similarly, some degree programmes

require students to complete internship/work experience.8 Hence, it is likely that the choice

to do an internship correlates with unobserved factors and may correlate with early labour

market outcomes. We therefore rely on a 2SLS framework to estimate the effect of internship

on labour market outcomes. We instrument internship experience using the percentage of

graduates on the individual’s university degree programme who completed an internship. As

indicated previously, this indicator could have a direct influence on the decision to complete

an internship during tertiary education but has only have an indirect impact on labour

market outcomes.

In the 2SLS estimation, the second-stage equation is:

Yi = β0 + β1
̂Internship+Xiγ + εi (4.2)

and the first-stage equation is:

Internship = α0 + α1shareUniFacIntern+Xiδ + εi (4.3)

8Only 12 percent of those that did an internship did so because it was part of their degree.
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where in the first-stage Equation 4.3, shareUniFacIntern is the percentage share of students

on the individual’s university degree programme who completed an internship. In the second-

stage Equation 4.2 the variable Internship is the prediction from the estimated first-stage

equation. The other variables are defined as in Equation 4.1.

4.5 Results

4.5.1 Sample selection bias

Our analysis of the impact of internships on the early labour market acknowledges the

potential influence of selection into employment, which, if not considered, could introduce

biases to our findings. In order to address this concern, we employ Heckman’s sample

selection correction technique (see Heckman, 1979) and present the results in Table 4.5.1.

Column 1 of Table 4.5.1 employs a probit model as the selection model to estimate the

effect of internships on employment. It reveals that the coefficient of the family background

variable and the share of regional graduate unemployment are both positive and statistically

significant, suggesting that these factors play a role in the selection process.

The results from Table 4.5.1 further indicate a largely insignificant selection term for three

out of the four estimations. A positive selection term in the interview invitation estimation

implied that individuals with average characteristics of those who select into work are more

likely to receive interview invitations than individuals drawn randomly from the population

with comparable characteristics. Overall, the selectivity-corrected estimations are qualita-

tively similar to those we report in our analysis (Table 4.5.2). In what follows, we analyse

the impact of internships on the early labour market: those employed.
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4.5.2 Impact of internship on early labour market outcome

Table 4.5.2 shows the results of the IV estimations where the main independent variable,

internship experience, is instrumented by the university-level share of graduates on the indi-

vidual’s degree programme who completed an internship. The dependent variable in columns

(1) and (5) is interview invitation measured as the individual’s interview invitation ratio ad-

justed by the average interview invitation on the individual’s degree programme. Higher

values are interpreted as suggesting that the individual had a higher ‘interview invitation

rate’ (i.e. received more invitations for job interviews) than the mean person that completed

the same degree programme. Dependent variables in columns (2) and (6) are earnings in an

interval scale, and columns (3) and (7) are the duration of unemployment in months since

completing the mandatory one-year national service and up to when the individual found

their current job, and columns (2) and (6) are binary variable recording whether the individ-

ual’s current job is related to their degree qualification. First-stage estimations are reported

in Appendix Table A5.2 (OLS estimations are reported in Table A5.3). The first-stage

estimates show generally large F-statistics, implying that the instrument is strong.

Internship experience is significant in all estimations and shows that those with longer in-

ternship experience were less successful in securing a job interview. Specifically, an increase

in the number of weeks of internship reduced interview invitation by 0.024 (column 1). In

terms of earnings, those with longer internship experience had higher earnings, although

the effect is only significant at the 10 percent level. Similar positive effects of internship on

earnings have been found elsewhere by Saniter and Siedler (2014) where the authors show

that internship increased earnings by 6 percent five years after graduation.

In parallel with the negative association found between internship experience and interview

invitation, column (3) shows that internship experience increases unemployment duration

implying a longer period of job search. Each extra week of internship experience results

in a 0.11 increase in months of unemployment. In column (4) the dependent variable is
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the binary indicator of job-degree match. The results show that more weeks in internship

are associated with a higher probability of a job that does not match the individual’s degree

qualification. This finding is striking although perhaps less surprising in the context of Ghana

where evidence (see Affum-Osei et al., 2019) suggests that securing a job rarely depends on

the credentials of the individual but instead depends on referral; recruitment depends on

having the right connections at the right time. Hence it is not surprising to find that those

with more weeks of internship experience were likely to be in jobs that did not match their

degree qualifications. Other negative effects of internship on labour market outcomes have

been found elsewhere (Cerulli-Harms, 2017), and is a possible indication that internships

could be serving as a negative signal to employers.

In respect of the other included variables, older age is associated with more interview invi-

tations and older graduate also more likely to be in jobs that are related to their degrees.

In all specifications, while there are no significant gender differences, male gender is asso-

ciated positively with interview invitations, and negatively with earnings, search time, and

job-degree match. Job search method does not seem to have much impact in three of the

four estimations. However, relying on family and social networks as the method of job search

is negatively associated with earnings (the reference group is ‘other’ methods of job search).

This finding is interesting and suggests that family and social networks could be useful (as

good as anything else) for finding a job but are not much help for securing a higher paid job.

Degree classifications are mostly insignificant. The exception is for the results in column (4)

where the dependent variable records job-degree match. The results show that individuals

who completed their degree programmes with either a First class, Second class upper (2.1)

or Second class lower (2.2) award, were more likely to be in jobs that were related to their

degree qualifications, relative to those that completed with a Merit (the reference category).

The magnitude of these effects increases with the degree classification implying that the

higher the class the higher the probability of finding a job related to their degree. The
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marginal effects range from 1.13 for those awarded a First to 0.80 for those that were awarded

a second-class lower degree. Those with degrees in social sciences, engineering, life and

environmental sciences, and medical science remained unemployed for longer compared with

those with degrees in Arts and Law (the reference category). However, graduates with

degrees in engineering and medical sciences were more likely to be in jobs that matched their

degrees compared with those in Arts and Law. This may be interpreted to imply that while

Arts and Law graduates found jobs more quickly they did so because they were more willing

to accept jobs not related to their degree.

In columns 5, 6, 7, and 8, we re-estimate the regression using a binary variable to record

whether or not the individual had any internship experience rather than the continuous vari-

able, Internship, which records the number of weeks spent in an internship. The alternative

indicator takes the value 1 if the individual has had internship experience and 0 otherwise.

The direction of the effects of columns 5, 6, 7, and 8 results are similar to those reported in

columns 1, 2, 3 and 4 (Table 4.5.2).

4.5.3 Additional analysis: Survival rates in unemployment

We investigate further the duration of unemployment between those with internship expe-

rience and those without using survival analysis (Jenkins, 2005). Figure 4.5.1 shows the

survival function for the estimation of the duration of unemployment. A negative coefficient

in the survival analysis is associated with a lower likelihood of exiting the spell of unem-

ployment (i.e., a lower likelihood of finding employment). Those with internship experience

have a higher chance of remaining unemployed for longer, which is consistent with results

in Table 4.5.2. The difference between the two groups is more pronounced after the sixth

month of unemployment where probability of survival (remaining unemployed) is about 0.77

for those with internship experience compared with around 0.72 for those with no internship

experience. By the fourteenth month, those with internship experience are found to be still
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more likely (about 0.72) unemployed compared with around 0.65 for those with no internship

experience.

Figure 4.5.1: Survival function by internship

If work experience, in the form of internship before formally entering the labour market,

serves as a signalling mechanism to employers, then one would expect that those with in-

ternship experience would find a job relatively more quickly than those with no previous

labour market experience. In a labour market characterised by high graduate and youth

unemployment and where access to job opportunities is limited, this seems a plausible ar-

gument. What therefore explains these contrary findings? On the one hand, those with

internship experience, perhaps because of more knowledge of the labour market and the re-

quirements of employers, are willing to spend more time trying to find a good, higher paid

job, rather than accepting the first job offered to them, which could be lower paid. This could

possibly explain why those with more weeks of internship experience earn more on average

(Table 4.5.2). For this group, finding a higher paid job is more important than finding a

job, any job or even a job related to their degrees. This is plausible given that most jobs

are low paid, and the increased supply of labour encourages employers to offer lower wages.
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For instance, according to our data, 55.7% of graduates think that they are being paid lower

than they consider appropriate given their qualifications.

On the other hand, the findings could also imply that the quality of work experience obtained

by graduates during internships may not meet the standards required by employers. Interns,

as they are not formally recognized as employees, may be assigned tasks that do not allow

them to apply their academic knowledge or contribute meaningfully to productivity. For

example, some interns may take on roles in office support or assistance, engaging in low-

level duties and activities that may not be directly related to their degree programs. Thus,

these tasks may not be relevant in helping them enter the job market. (see Effah, 2003)

provides evidence suggesting that most interns’ responsibilities are not clearly defined. In

the context of Ghana, where most internship programs are unstructured (Effah, 2003), it

can be challenging for employers to find prospective employees whose internship experience

or tasks align with their field of study. Consequently, those who completed an internship in

areas unrelated to their degree programmes or career aspirations may experience difficulties

finding a job matching their skills and qualifications.

The findings on the duration of unemployment could have implications for human capital

development. For example, Mooi-Reci and Ganzeboom (2015) suggest that if human capital

is unused, due to spells of unemployment, it can depreciate. This can have negative effects

on earnings once in work since employers could view the long spell of unemployment as

a signal of lower productivity. In Ghana, most employers offer relative low wages to high

skilled workers reflecting excess labour supply for high skilled individuals (see Baah-Boateng,

2013). There is also the possibility that individuals who are unable to find work immediately

after graduation may be discouraged from actively participating in the labour market, leading

them to give up searching for a higher paid job commensurate with their skills. These results

suggest that longer internships and unemployment duration are positively linked. This is

important since previous studies have found that unemployment duration negatively affects
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job search. For instance, Oberholzer-Gee (2008) and Eriksson and Rooth (2014) provide

evidence that the longer an individual stays unemployed, the less likely they will find work.

4.6 Conclusion

In this paper, we study the transition from school to work among tertiary graduates, with

specific focus on the role of internship. We start from the premise that although Africa has

one of the world’s youngest populations and has experienced continued economic growth over

the last few decades, this economic growth has not translated into job creation (Aryeetey

and Baah-Boateng, 2015). There has been an increase in access to education, particularly

in enrolment into university, which partly can be attributed to free access to secondary

education in countries such as Ghana in recent times. It is therefore expected that the

increase in access to education will increase the demand for higher quality (higher paid) jobs.

Educational attainment and qualifications may, however, not be enough to enhance transition

from school to the labour market. Individuals with higher educational attainment in most

developing countries often find it more difficult to secure a good job, commensurate with their

human capital, than those without or with lower educational attainment (Baah-Boateng and

Twum, 2018). For this reason, internships and work experience during undergraduate years

have become more widespread (Baert et al., 2021; Cerulli-Harms, 2017; Klein and Weiss,

2011; Neyt et al., 2022; Nunley et al., 2016).

Using data on tertiary graduates, we investigate the effect of internship experience during

tertiary education on a number of outcomes. The possible endogeneity of internships is also

addressed using a two-stage least squares IV approach. In contrast to previous studies (see

Edward Beck and Halim, 2008; Shoenfelt et al., 2013; Cook et al., 2004; Gault et al., 2010),

our results suggest a mostly negative effect of internship on the outcomes that we examine.

In particular, the findings showed that graduates with a longer internship experience were

less likely to be invited for a job interview, experienced extended job search periods, and
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were more likely to be in jobs that did not match their degree qualifications. Further analysis

using Survival analysis showed that unemployment duration is more pronounced after the

sixth month of unemployment for those with internship experience compared with those with

no internship experience. However, for those who are successful in obtaining employment, a

longer internship is associated with a higher wage higher wage.

The findings on the effects of internship experience on labour market entry are of interest

to university students, educators, policymakers, and employers alike. First, for educators, a

growing debate over the expectations that tertiary institutions should include an internship

in their study curricula should be thought through again. Given that our study suggests that

a university education combined with an internship may affect graduates’ early entry into

the labour market negatively, educators should do more to assist the transition from school

to work. Educators may collaborate with private and public employers to help graduates

better match the skills they acquire while at school and those needed by the labour market.

Our findings further suggest that students should not just accept internships to meet the

experience requirement that most employers require. Students should sign up or take up in-

ternship programs related to their program of study to help with skills development. Getting

an internship related to their program of study may provide them with a valuable oppor-

tunity to gain work experience and skills that employers may need. A quality internship

may offer a good learning experience that may improve a student’s transition from school to

work.

Although our findings are consistent with previous research, we document two limitations

to our study. These are first, our study only shows an impact over a 16-month horizon

(short-term impact). Future research analysing the long-term impact of internships on the

labour market would improve our understanding of how best to reconcile the negative effect

we find that graduates enrol into internships voluntarily. Second, our study sample is limited

to two out of 16 regions (10 at the time of the study data collection) in Ghana, although
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these two regions account for about 49 percent of the total National service postings. The

generalisability of the findings could therefore be limited by the study sample.
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Appendix

Table A5.1: Variable definitions

Variable Description

Outcome
Interview invitation Interview invitation
Unemployment duration (in
months)

Number of months respondent remained unemployed before finding current job

Current salary per month (in-
terval scale)

Current salary per month

job relatedness to degree Dummy variable equal to 1 if individual’s job is related to their degree

Covariates
Internship experience: Yes A dummy variable, equal to 1 if the individual completed internship, 0 otherwise
Internship experience (in
weeks)

Number of weeks the respondents spent doing an internship

Age (in years) Age in completed years
Gender: Male Dummy variable, equal to 1 if male, 0 otherwise
Degree: First class Dummy variable, 1 if finished with first class degree, 0 otherwise
Degree: Second class Upper Dummy variable, 1 if finished with second class upper degree, 0 otherwise
Degree: Second class Lower Dummy variable, 1 if finished with second class lower degree, 0 otherwise
Merit Dummy variable, 1 if finished with merit degree, 0 otherwise
Discipline: Arts and Law Dummy variable, 1 if individual’s degree discipline is in arts and law, 0 otherwise
Discipline: Social Science Dummy variable, 1 if individual’s degree discipline is in social science, 0 otherwise
Discipline: Engineering Dummy variable, 1 if individual’s degree discipline is in engineering, 0 otherwise
Discipline: Physical sciences Dummy variable, 1 if individual’s degree discipline is in physical sciences, 0 oth-

erwise
Discipline: Life and env sci-
ence

Dummy variable, 1 if individual’s degree discipline is in life and environmental
science, 0 otherwise

Discipline: Medical science Dummy variable, 1 if individual’s degree discipline is in medical science, 0 otherwise
Family background Score obtained via factor analysis using information on parental education and

occupation
Job search: Family and Job
search: Social network

Dummy variable equals to 1 if individual obtained current job using social network,
0 otherwise

Job search: Employer offered
to retain

Dummy variable equals to 1 if individual obtained current job because they were
retained by NSS employer, 0 otherwise

Job search: Employment
agency, career fair, online

Dummy variable equals to 1 if individual obtained current job using employment
agency, career fair, or online, 0 otherwise

Job search: Other Dummy variable equals to 1 if individual obtained current job using other means
0 otherwise
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CHAPTER 5: IMMIGRATION STOCKS AND FLOWS

Disclaimer: This work was produced using statistical data from ONS. The use of the ONS statistical

data in this work does not imply the endorsement of the ONS in relation to the interpretation or

analysis of the statistical data. This work uses research datasets which may not exactly reproduce

National Statistics aggregates

ABSTRACT

We explore whether the local area population counts of immigrants in the electoral register could

help improve the accuracy and reliability of published local area migration statistics. Our approach

identifies similarities between migration estimates from the Annual Population Survey, the decennial

census and the electoral register. Employing descriptive statistics and regressions, we find that across

various indicators, the electoral register data may be better at capturing the local area stocks of EU

migrants in the country than the Annual Population Survey. Our result provides evidence for using

the electoral register as a valuable tool to improve the measurement of migration statistics in the

UK.

5.1 Introduction

Measuring immigration requires reliable data, which is challenged by a range of issues such as

increasing population mobility, a standardised definition for countries, undocumented migrants,

and among others (see Whitehead et al., 2005). Fortunately, the availability of administrative data

can significantly contribute to our understanding of migration measurement by either providing a
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means of calibrating the survey dataset or assessing the adequacy of adjustments used to control

for non-response. Using administrative data can allow researchers to analyse the labour market

dynamics in a new and innovative way. It can also increase our understanding of the economic

and demographic effects of migration. Despite its potential contribution, the use of administrative

data in producing migration statistics remains limited. Statisticians mostly rely on survey data

to produce estimates of their local area immigrant populations at higher frequencies than those

generated by the decennial Census. All sample surveys come with some uncertainty attached to

their estimates, which can be particularly acute at the local area level, where sample populations

are smaller.

In this study, we explore whether an alternative source of information regarding the local area immi-

grant population - the electoral roll ’register’ (ER) could help improve the accuracy and reliability

of published local area migration figures for the UK. We examine the potential for practitioners

to triangulate flow data from ER with flow data from the Annual population survey (APS). To

our knowledge, the ER data has not been used this way. This paper does not attempt to bring a

new or unifying definition of immigration.1 Instead, it attempts to discuss whether recourse to an

additional measure so far never considered would bring new light to the current estimates of local

area immigration figures. There is no known immigration ’register’ in the UK, unlike in many other

developed countries. Other EU countries require their citizens to register with local authorities,

which enables them to hold national counts of stocks. The stocks are often measured at short

intervals (monthly or quarterly), thus, allowing for a regular assessment of the number of migrants

living, entering and leaving (inflow and outflow) the country. We investigate the ER’s potential as

an additional source of measurement of local area immigrant stocks and flows.

Our approach identifies similarities between migration estimates from the APS, the decennial Cen-

sus and the ER. Local authorities collect the electoral register (also referred to as the ’electoral

roll’). The electoral register is intended to list everyone eligible to vote in each local authority. It

1There is no internationally agreed definition of immigrants (as opposed, for example, to the ILO unem-
ployment rate). The UN considers migrants as those born abroad who have lived in the host for at least 12
months. But few countries retain this definition, so international comparisons are not reliable. International
comparisons mix measures such as foreign-born with foreign nationals and different lengths of residence
(Azose and Raftery, 2019).

198



is mandatory to register to vote if the electoral registration office asks you to do so and you meet

the conditions for registering. The local authorities have a statutory duty to compile, maintain

and update the list annually.2 The roll should therefore be a count of the resident population aged

16 and over. Respondents are legally required to record their nationality since this affects their

eligibility to vote in different elections. The penalty for failing to report is £1,000. We focus on

European Union (EU) immigrants in England and Wales. We use the fact that EU citizens can

vote in the local election (LE) but not in the general election (GE) or the parliamentary election

(PE). We subtract from the LE electors the GE electors in every local authority; the difference

amounts to EU citizens at the local authority level. We use data under the terms of the Open Gov-

ernment Licence provided by the Population Estimates unit, Centre for Ageing and Demography

(ONS Public Policy Analysis).3

We employ descriptive statistics and regression to compare the EU immigrants estimates from the

APS, Census and the ER. We estimate a Panel Fixed effect regression to quantify the extent to which

the ER counts and the APS estimates move in tandem. Panel fixed effect regression helps capture

the unobserved characteristics of Local Authority (LA). We cluster our estimates at the regional

level to account for the fact that observation within the same region may not be independently

distributed. We further investigate the extent to which individual LA characteristics affect the

correspondence between APS and ER. We do this by analysing the correlation structure between

the LA-specific fixed effects, which we retrieve from the fixed effect regressions. The relevance of

this approach is to explain the heterogeneity in LA-specific fixed effect left unexplained by the

standard models.

Our results provide evidence for the use of the electoral register as a valuable tool to improve the

measurement of migration statistics in the UK. Across various indicators, we find that the ER is

most closely aligned to the Census estimates suggesting that the ER may be better at capturing

the local area stocks of EU migrants in the country than the APS. ER offers complementary and

2Electoral Register.
3We liaised with the ONS regularly and productively since the start of the project in 2018. They helped

at different stages of the project, i.e. producing GE electors at LA level and/or backdating those figures to
2003, as well as recently producing a count of EU electors in local authorities for England for the first time
in 2019.
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valuable information on regional figures and trends and appears reasonably close to 2011 figures

from the decennial census (which is likely the best measure of immigrants). UK regional dispersion

of immigration is better measured through ER than APS. We also find evidence to suggest that a

range of local authority characteristics influences the degree of correspondence between the APS

and ER. We find that the population of a given LA and the share of UK-born in a given LA

significantly explain the heterogeneity in the LA-specific fixed effect.

The ER is not without flaws. We find evidence of inconsistency in the ER data around the time

of changes to the law on electoral registration in 2014 which hinders cross-time comparisons before

and after this date. Nevertheless, we find sufficient evidence to warrant further investigation of the

usefulness of the electoral roll as a supplementary measure of migration statistics. The availability

of nationality data contained in the core data would extend the capability of the ER data to measure

the wider immigrant population.

Our study contribute to the literature on economic measurement (see Kapteyn and Ypma, 2007;

Meyer and Mittag, 2019; Abowd and Stinson, 2013; Cajner et al., 2019; Abowd and Stinson, 2013)

that seeks to improve the quality and accuracy of economic estimates. These studies usually place

a prior on which source of data is reliable and then link administrative data to survey dataset to

derive the economic estimates (see for example Meyer and Mittag, 2019; Bollinger et al., 2019;

Schenker et al., 2010; Davern et al., 2019). In our study, we focus on exploring the use of the UK

Electoral roll register (administrative data) as an alternative source of information regarding the

local area measurement of immigrants. Until now, the UK Electoral roll register has not been used

to measure immigration. It is used amongst others by the health sciences and other academics as

an administrative data source to draw random samples for their research (see Oakley et al., 2007;

Campbell et al., 2009). Greenwood (2005) used the register to identify how fast immigrants enter

the register when they first arrive in the UK. In Ireland, Whelan and Keogh (1980) also used the

Irish electoral register and census data to estimate county populations in intercensal years. In our

study, we first study the electoral roll data on EU citizens to see if it can provide more accurate

local-level data on migration than the Annual Population Survey during non-census years. Second,

we investigate how local Authority characteristics may affect the degree of correspondence between
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APS and ER.

The UK has long chosen another approach to measure immigration flows, based on checks at

entry into the islands, with no unifying measurements of settlers performed at the local area level.

Until January 2021, EU citizens coming to the UK were not subject to visa restrictions or entry

checks. EU citizens wishing to work, take out a student loan, or claim benefits must apply for a

National Insurance number (NI). NI registration is not a compulsory requirement for all EU citizens.

Thus much assessment of the level of immigration and associated inflows and outflows has to be

undertaken through the use of nationally representative surveys (principally either the Labour

Force Survey (LFS), the related APS and for inflows and outflows, the International Passenger

Survey (IPS). Whilst the respective sample sizes of the surveys allow estimates of migration at

the UK level, doing so at the local level is subject to relatively wide margins of uncertainty (any

sample-based assessment has some associated uncertainty). By construction, local area population

estimates derived from these surveys are based on smaller samples with higher uncertainty margins.

The representativeness of the LFS and APS as a measure of the stock of immigrants is particularly

challenging. Some immigrants may not allow themselves to be interviewed because they may either

be deemed to or be living only temporarily, illegally and having difficulty with their host country’s

language (and any of the interpretations offered by ONS). Similar sample selection issues can be

levied at the IPS.4 5 The APS being a survey relies on the accuracy of sampling, an appropriate

compilation of grossing weights and the answers given by respondents. Population grossing weights

in the APS (or IPS) currently do not consider the possible differential response rates by immigrant

status. It, therefore, compounds the difficulty in assessing the size and distribution of the immigrant

population. The Office for National Statistics (2019) acknowledges that the IPS has been stretched

beyond its original purpose. As a result, there is a need to consider all available data sources

to understand international migration. The ONS also cautions that care should be taken when

comparing data on flows and stocks because they may appear to display different trends.6 By

4UK Statistics - Review of the International Passenger Survey survey.
5The IPS conducts between 700,000 and 800,000 interviews a year, approximately 5000-10000 of which

are immigrants.
6See ONS’ Note on the differences between Long-Term International Migration flows derived from the

International Passenger Survey and estimates of the population obtained from the Annual Population Survey:
December 2016.
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design, however, the IPS is unable to provide any information on the geographical distribution of

immigrants, since it only measures flows at points of entry and not the area of residence.

The decennial census may be the closest data source the UK has to estimate the local area immigrant

population. The census aims to enumerate all residents at a given time and, therefore, can yield

data for small groups and small areas (local authority) that other data sources cannot. The census,

however, is conducted only once every ten years and cannot be used to monitor change continuously.

Therefore, the APS is currently the only source of relatively high-frequency data (as it is collected

quarterly), allowing the estimation of local area immigrant populations. The ONS publishes annual

estimates of local area immigrant populations using the APS7 This study provides evidence for using

the electoral register as a valuable tool to improve the measurement of these vital economic statistics

relating to the labour market and population statistics. The electoral roll provides a high-frequency

alternative data source to estimate local area EU populations.

The chapter is structured as follows. Section 5.2 discusses the related literature. In section 5.3,

we describe our dataset and provide more detail on the design of the ER and the information it

does and does not contain. In section 5.4, we build and estimate a structural model to assess and

compare the data stemming from the ER and the APS. Section 5.5 discusses ERR’s limitations and

advantages relative to APS and Census.. Section 5.6 concludes.

5.2 Related literature

This study contributes to the literature on economic measurement (see Kapteyn and Ypma, 2007;

Meyer and Mittag, 2019; Abowd and Stinson, 2013; Cajner et al., 2019). These studies investigate

the accuracy of economic measurement with the use of surveys and or administrative data. They

start with an identification of some bias in household surveys and address the potential bias with an

administrative data (see Kapteyn and Ypma, 2007; Meyer and Mittag, 2019; Abowd and Stinson,

2013; Cajner et al., 2019). These studies start by focusing on which data source is the most reliable.

Our study is different as we do not begin with a prior.

7See ONS dataset on Local area migration indicators, UK (Link to dataset).
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Our study relates to literature that uses linked data for economic measurement. Most of these data

link administrative data to an important and widely used survey dataset to improve both the quality

of available data and the accuracy of the estimates derived from these data (see Meyer and Mittag,

2019; Bollinger et al., 2019). Usually, these studies improve survey data by examining imputations

for item non-response and how they affect estimates (e.g. Bollinger et al., 2019; Hokayem et al.,

2015). A series of studies also uses information from linked data to create better imputations (see

Schenker et al., 2010; Davern et al., 2019). Thus even though studies may show that corrections

of economic statistics can yield considerable improvements, they can also worsen biases if key

assumptions do not hold.

Migration measurement is, however, challenging, given that data to measure migration is limited.

Policymakers and researchers rely primarily on fundamental migration measurements to access

the flows and stocks within a specific time frame. Yet, the relevance of migration has outpaced

substantial improvements in the systematic measurement of migration, especially at the global level.

Most researchers have called for more evidence and data to capture the actual flow and stocks of

migrants (see Santo Tomas and Summers, 2009; Bilsborrow et al., 1997; Willekens et al., 2016,

and others). New data sources that complement traditional data, such as Big data or digital trace

data, and administrative data might provide new opportunities to measure migration. Big Data or

digital trace data have been used to complement traditional migration data (see Cesare et al., 2018;

Ŝırbu et al., 2021). Lai et al. (2019), for instance, uses Mobile phone Call Detail Records (CDR)

to assess how migration patterns change over time. Big data, however, present a challenge on how

big the data has to be to qualify as big data; therefore, there is a need to be more consensus on its

usage (see Gandomi and Haider, 2015).

Administrative data sources such as the population registry data maintained in Denmark and Swe-

den have been used to improve our understanding of individuals’ movements across space. For

instance, Damm and Dustmann (2014) uses three Danish registries: the Administrative Registers,

the Central Police Register, and the Educational Institution Register and Surveys to investigate

the effect of early exposure to neighbourhood crime on the subsequent criminal behaviour of youth.

Bijwaard and Wahba (2014) also use Dutch monthly administrative data on employment and mi-
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gration status to study the relationship between immigrants’ earnings and decisions about whether

to return home. Notwithstanding the challenges in accessing administrative data, it can improve

our measurement of migration.

Our approach focuses on exploring whether an alternative source of information regarding the

local area immigrant population - the electoral roll ’register’ could help improve the accuracy and

reliability of published local area migration figures for the UK. There is limited literature that

attempts to study how administrative data can be used to improve the estimation of immigration

to local areas, particularly for the UK (see Boden and Rees, 2010). To be more precise, few studies

have attempted to use the electoral register to improve population studies. These studies show a

relationship between the number of registered electors in a county and the county’s population in

census years (Bowling et al., 1989; Bickler and Sutton, 1993). For instance, Whelan and Keogh

(1980) using the Irish electoral register, and the census data showed that the electoral register could

be used to estimate county populations in intercensal years.

Until now, the UK Electoral roll register has not been used to measure immigration. It is used

amongst others by the health sciences and other academics as an administrative data source to draw

random samples for medical research and others. It is also used for randomly drawing people for

jury duty. For instance, Oakley et al. (2007) in their study of the Lifetime prevalence of infertility

and infertility treatment in the UK, randomly sampled over 60, 000 women from the 2001 electoral

roll register. Campbell et al. (2009) also used the UK electoral register to draw a sample of 1, 500

for their study. There has been a study attempting to identify bias in the electoral roll versus the

postcode dataset (Lynn and Taylor, 1995) and also a study looking at how fast immigrants register

in the electoral register upon arrival, (Greenwood, 2005).8 For migrants who arrived more than ten

years earlier, the registration rate is similar to the registration rate of natives born.

We extend the work of (see Whelan and Keogh, 1980) by first studying the electoral roll data on

EU citizens to see if it may provide more accurate local-level data on migration than the Annual

Population Survey currently does during non-census years. Second, we investigate whether and

how the range of individual local Authority characteristics affects the correspondence between APS

8By matching the electoral register with the Census 2001 and the Labour Force survey.
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and ER.

5.3 Data and methodology

There are three possible sources with which the local area immigrant populations in the UK can

be measured. This study employs the electoral roll register data for 2004 to 2019, the 10 percent

individual level sample of the 2011 Census and the APS for 2004 to 2019. Data from the census

provides a detailed snapshot of the population and its characteristics and underpin funding allo-

cation to public services. The APS is a continuous household survey covering the UK. It provides

information on socio-economic variables at local levels.

The definition of an immigrant in what follows is restricted to nationality. The APS and Census

allow the use of both country of origin and nationality. The ER, however, only records nationality.

This implies that immigrants becoming UK citizens will appear as a reduction in EU nationals in

the electoral roll register. The broader question, of course, to answer is whether the new citizens

still qualify as ’immigrants’. The US, for example, addresses those shifts by using the concept of

’foreign-born’ rather than ’immigrants’ in official statistics.9

5.3.1 Electoral register as an additional source for immigration statistics

Each local authority collects the electoral register, sometimes called the ’electoral roll’. The elec-

toral register is intended to list everyone eligible to vote. It is compulsory to register to vote, and

local authorities have a statutory duty to compile, maintain and update the list on a yearly basis10.

The annual canvassing takes place from July each year, and failure to report back by citizens is

incurring a penalty of £1,000. In recent years, the local authority has provided more accessible

ways to report, including through freephone, text messages or online. Those new facilities have

been added to the annual print letter sent to each individual. The letter includes additional expla-

nations and justifications on why it is essential to report promptly. Thus, as specified by law, the

9See for example: Labor Force Characteristics of Foreign Born, (2020).
10The Electoral Register - UK government.
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electoral register could help to detect crime (e.g. fraud), select people for jury service and, notably,

help with financial applications (such as for credit cards, mortgages, and insurance policies) checks.

Local authorities also use it to check who qualifies for council tax discounts and housing benefits

entitlement. Not being included in the register involves additional difficulties with those different

processes and additional costs, too (e.g. a simple search for a car insurance policy using a compar-

ison website typically leads to rejection rates of around 90 percent for applicants not included in

the ER).

The electoral register classifies those between 16 and 18 as ’attainers’ in a separate category. In

England, Wales and Northern Ireland, individuals can register to vote when they are 16 years or

older and vote when they are 18. In Scotland, individuals can register to vote when they are 14.

They can vote in local and Scottish Parliamentary elections when aged 16 and only vote in the UK

and European Parliament elections when they are 18 years old .11 The questionnaire until recently

did not ask for date of birth. The register does not include children less than 16. Also, there are

different registers for each type of election. Every local authority holds the electoral registers for

its area. The figures for ’attainers’ is not considered very reliable by the ONS, and therefore the

roll is a count of the resident population aged 18 and over.

All residents of whatever nationality are asked to register to vote. However, not all nationalities are

eligible to vote in every election. EU citizens are included in the ’local government electors’ register

but not in the ’parliamentary electors’ register, i.e. EU citizens can vote for European and local

elections, but not in referenda or general elections except for nationals of Ireland, Cyprus and Malta.

Now that the UK has left the EU, no European elections will be held in the foreseeable future. It

can be expected, however, that EU citizens will keep their rights to vote for local elections (similarly

to citizens of former Commonwealth countries who keep their full voting rights). Parliamentary

electors include British citizens overseas who are not entitled to vote in local government elections.

The difference between the two registers (Local authority and Parliamentary electors) can therefore

provide a count (rather than an estimate) of the stock of EU (without Irish, Cyprus and Malta)

citizens in the local authority and, when aggregated, the country.

11Register to vote - The Electoral Commission.
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5.3.2 Estimation

In an attempt to determine if the electoral register could help improve the accuracy and reliability

of published figures, the study employs different estimation methods to identify similarities between

the migration estimates produced from the three datasets and how the estimates conform to reality.

The study does this by comparing graphically the trends in EU immigrant estimates from the ER

with estimates from the APS. We also compute correlation coefficients, inequality measures, and a

Panel Fixed effect regression.

The time series graphs provide a simple visual confirmation of whether the APS and the ER

correspond closely over time. The correlation (Pearson product-moment correlation and Spearman

rank-order correlation) coefficients quantify the strength of the relationship between the datasets.

The inequality measures are intended to compare the geographic concentration of EU immigrants

in the UK across the two data sources. The census is used as a benchmark for the comparison.

The regressions are intended to quantify further the extent to which the ER counts and the APS

estimates move together. Panel fixed effect regression helps capture the unobserved characteristics

of Local Authority (LA). The regression is also clustered by the Local Authority to account for the

fact that observation within the same LA may be independent.

5.4 Results

This section discusses what we can learn from using the ER, APS and Census datasets to count

the stocks of EU immigrants in the UK. The first subsection compares the aggregate ER count

with APS estimates. Here, we look at the level and the growth in stocks over time. The second

subsection looks at how each dataset compares in terms of estimating the total number of EU

nationals in the UK. The census is used as a benchmark for the comparison. We also use the

Spearman rank correlation coefficients to understand the strength of the relationship between the

migration estimates. The third subsection discusses how the three datasets estimate the spread of

EU immigrants in the country. The final subsection discusses the regression result of APS as the

dependent variable and ER as the independent variable.
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5.4.1 EU immigration pattern

Given that EU immigrants are allowed to vote in local and European elections but not in parlia-

mentary constituency elections - apart from citizens of Ireland, Cyprus and Malta - the difference

between the two ER series gives an idea of EU immigrants aged 18 years and above living in the

UK. We will refer to this measure as the ER. A similar estimate (i.e. excluding 16-17, Irish, Maltese

and Cypriots) is computed from the APS dataset.

Figure 5.4.1 shows the number of electors who are eligible to vote in the Local Authority (LA) elec-

tion and Parliamentary Constituency (PC) election for England and Wales, respectively, over time.

Panel 5.4.1a and 5.4.1a of figure 5.4.1b graph the counts for England and Wales separately Since

the LA roll contains all individuals aged 18 and over while the PC roll excludes EU nationals, the

difference between the two curves (PC and LA) gives an idea of the stocks of EU immigrants in the

country. The graphs in Figure 5.4.2 show this ER-derived EU count alongside the equivalent APS

estimates. The two series show similar trends, confirming the long-term rise in the EU population

over this period. However, while both curves show an upward trend until 2013, the ER-derived

count falls in 2014 and rises again after 2015, and the APS count rises throughout the period.

The reasons for the dip in the ER count are unclear. One possibility is that the dip is related

to the shift from a household to an individual-based responsibility for completing the registration.

Individual electoral registration was introduced in England, Scotland and Wales in 2014.12 The

law encouraged individual registration (IER) rather than allowing one person in each household to

complete the registration for every eligible resident voter. ONS (2015) indicates that the introduc-

tion of IER in June 2014 saw a fall in both PC and LA registers. A blog by Blumenau, Hix, and

Travers13 in 2015 before the General Election mentioned a fall in the number of electorates and at-

tributed to the drop of registered students. Constituencies with a significant proportion of students

living in university accommodation experienced a sharp decline in registered voters. The House of

Commons report by the Political and Constitutional Reform Committee on Voter engagement in

the UK (2014–15) suggests that the rise in LA and PC registers after 2014 was a result of a public

12Electoral Register - ICO.
13LSE blog New Electoral mean Students Less Likely to Register.
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(a) ER: LA and PC Electors for England (b) LA and PC Electors for Wales

Figure 5.4.1: Electoral register count of foreign Nationals

Note: Panel (a) and (b) give the line plots of the two electoral register counts for England and
Wales respectively. The difference in the two registers, Parliamentary Electors (PC) and Local
Authority (LA) is the ER estimate of the EU population (excluding Irish, Cypriot and Maltese
nationals).

(a) APS vrs ER, England (b) APS vrs ER, Wales

Figure 5.4.2: Comparatives counts of EU migrants: ER v. APS

Note: The difference between the PC and LA register (ER) is compared with a similar estimates
from the APS dataset for England and Wales respectively.

Source: Authors’ computation from the Electoral Roll Register and the APS dataset
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awareness campaign, a National Voter Registration Day and specific strategies that were aimed at

students.

(a) APS vrs ER adjusted for students, England (b) APS vrs ER adjusted for students, Wales

Figure 5.4.3: The pattern of EU migrants in the UK adjusted for student in the ER register

Note: : Panel (a) and (b) are the line plots of the stock of EU immigrants as derived from the APS
dataset, the ER and ER adjusted to take care of student for England and Wales respectively

Source: : Authors’ computation from the Electoral Roll Register, HESA and the APS dataset

One way to assess this student effect is to adjust the ER dataset to add EU students estimates

from another dataset (HESA) after 2014 and compare the adjusted series with the original ER and

APS counts.14 Figure 5.4.3 shows the result of this adjustment. We find in panel 5.4.3a that the

adjustment impacts the ER estimates but does not appear to account for most of the discrepancy.

The implication is that the fall in the ER estimate may not necessarily be solely the result of the

changes to student registration in the electoral register. We also find that the ER curve still falls

between 2014 and 2015 after the adjustment, again suggesting that students are not the only likely

sub-group missing from the change in the registration process. The difference in the respective

levels in the two series graphed in panel 5.4.3a may also suggest that either the applied frequency

weight after 2014 overstated the stock of EU immigrants as estimated from the APS or the ER

data prior to 2014 were overstating the number of the qualified electorate. In Wales, the pattern is

similar. We find a greater discrepancy between the APS and ER counts after 2014 (panel 5.4.3b).

14Students from the EU studying in England and Wales.
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In order to find out how the stocks of EU immigrants have been growing over time across the two

datasets, we then compare the growth rates of the respective series, Figure 5.4.4.

(a) APS versus ER growth rate, England (b) APS versus ER growth rate, Wales

Figure 5.4.4: Growth rate of EU immigrant population as measured by APS and Electoral
Register

Note: : Panels (a) and (b) are the line plots of the growth rates of EU immigrants as derived
from ER and APS dataset for England and Wales, respectively.

Source: : Authors’ computation from the Electoral Roll Register and the APS dataset

Consistent with the levels graphs above, we find in the graph for England, as depicted in panel

5.4.4a, that until 2014, the ER and the APS curves depicted similar growth patterns. In 2014 and

2015, we found a negative growth rate for the ER and positive growth in the APS. In Wales, as

depicted in panel 5.4.4b, we find the two curves showing a similar growth pattern for EU immigrants

for much of the sample. In both graphs in Figure 5.4.4, we see that the curves spike at the beginning

of the sample period, which could be attributed to the decision by the UK government to allow

citizens of the A8 countries free movement in 2004.

5.4.2 EU estimate at the local authority level

The aggregate analysis above indicates that the two series align until 2014 nationally but diverge

somewhat after that. We now examine the differences in local area counts across the various data

sources. This section compares the 2011 count of EU citizens at the local authority level as derived
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from the ER and compares it with its equivalent APS estimates and equivalent Census count in

2011. We assume that the EU-derived count from the census is the true count of EU citizens. We

rank local authorities in order of the number of EU immigrants found in the area for each dataset.

For convenience, we only present the top 50 authorities derived from the ER and compare these

with Census counts and APS estimates. The share of EU immigrants in the local area population

is given in parentheses (see Table 5.4.1)

Table 5.4.1 shows that the top 50 local authorities with the highest number of EU citizens derived

from the ER counts compare better with the equivalent count from the Census than it does with

equivalent APS. We also find that for most local authorities, the proportion of EU citizens derived

from the ER was closer to its equivalent in the Census than the APS estimates. This, therefore,

indicates that ER may have been an alternative measure for estimating the stock of EU immigrants

in the country. This is because the ER gave a closer estimate to the Census than the APS in

2011. However, the issues with the data source after 2014 mean that the potential use of the ER

to measure local area immigrant populations needs further investigation.

Table A4.1 in Appendix A also reveals that the top 50 LA with the highest number of EU citizens

as derived from the ER account for over 50 percent of the total number of immigrants in England

and Wales. While the ER-derived counts accounted for 58.3 percent of the country’s total number

of EU citizens, the equivalent estimates in the Census and the APS accounted for 55.5 and 57.2,

respectively.

We plot the EU-derived counts from the ER against the Census and the APS to get a visual

confirmation of the relationship between the datasets. We find from the scatter plot in figure 5.4.5

that the ER relates positively to the Census and the APS. We further find that the positive linear

relationship in the figure in panel 5.4.5a appears to be stronger in panel a (the Census comparison)

with fewer outliers than in the figure in panel b (the APS comparison) 5.4.5b.

The spearman correlation coefficient from these data confirms the strength of the relationship

among the data set. Table 5.4.2 shows that the positive relationship between the variables was

strongest for Census and ER (0.98) than for Census and the APS (0.88) or the APS and the ER
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Table 5.4.1: Local authorities with highest number of EU immigrant, 2011

LA
ER APS CENSUS

Rank Proportion Rank Proportion Rank Proportion

Ealing 1 13.103 3 12.759 1 13.375
Brent 2 14.453 2 13.362 2 13.789
Lambeth 3 13.327 5 11.586 3 12.926
Wandsworth 4 11.376 1 14.641 8 10.543
Newham 5 13.037 7 11.860 7 12.819
Westminster 6 18.391 11 10.992 4 16.083
Haringey 7 14.481 6 13.642 6 15.114
Barnet 8 9.454 9 9.168 5 10.797
Waltham Forest 9 12.946 8 12.763 10 12.966
Kensington and Chelsea 10 23.380 13 14.583 9 19.381
Birmingham 11 2.569 4 3.811 11 2.989
Southwark 12 10.038 30 5.760 12 10.107
Hounslow 13 10.682 15 9.331 15 10.708
Manchester 14 4.946 16 4.596 18 4.886
Tower Hamlets 15 10.789 12 9.631 13 11.295
Camden 16 12.215 24 7.974 14 11.456
Hammersmith and Fulham 17 14.895 14 12.217 16 13.204
Hackney 18 10.288 18 8.595 17 10.503
Islington 19 10.779 31 7.921 20 10.540
Merton 20 11.110 21 10.440 22 10.515
Lewisham 21 8.163 32 6.230 19 8.821
Enfield 22 7.070 27 5.968 21 7.610
Leicester 23 6.147 26 5.540 25 5.819
Peterborough 24 11.096 17 11.680 27 10.376
Bristol, City of 25 4.170 33 3.874 23 4.801
Croydon 26 5.213 22 5.464 26 5.374
Harrow 27 7.498 19 7.532 28 7.690
Greenwich 28 7.681 10 6.582 29.5 6.865
Leeds 29 2.137 28 5.735 24 2.696
Christchurch and 30 3.606 25 3.970 29.5 4.324
Coventry 31 4.510 35 5.029 34 4.995
Hillingdon 32 5.257 20 7.532 35 5.791
Southampton 33 5.854 34 6.582 33 6.622
Redbridge 34 4.892 38 5.735 39 5.585
Brighton and Hove 35 4.754 48 3.970 31 5.712
Barking and Dagenham 36 7.869 23 10.781 44 7.594
Cambridge 37 10.919 37 12.240 32 12.053
Richmond upon Thames 38 6.847 42 6.738 46 6.570
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Table 5.4.1 Continued

LA
ER APS CENSUS

Rank Proportion Rank Proportion Rank Proportion

Oxford 39 8.399 - - 36 9.648
Slough 40 10.078 43 9.174 42 10.679
Buckinghamshire 41 2.272 47 2.290 38 3.013
Nottingham 42 4.122 44 3.733 37 4.860
Kingston upon Thames 43 7.508 50 6.379 47 7.255
Northampton 44 5.477 40 6.992 43 6.265
Sheffield 45 2.013 49 1.904 51 2.017
Luton 46 5.605 29 8.987 40 7.562
Milton Keynes 47 4.254 41 5.357 45 5.261
Bromley 48 3.112 100 1.717 54 3.281
Bedford 49 6.123 76.5 4.379 52 7.170
Bradford 50 1.999 39 2.972 41 2.955

Note: : The table shows ER’s top 50 LA with the highest number of EU immigrants and compares it with
same LA as ranked using the Census and APS data set. The share of EU immigrants in each area are
also presented.

Source: : Authors’ computation from the Electoral Roll Register, APS and Census data set

(a) ER and Census (10 percent Individual-level
Data)

(b) ER and APS

Figure 5.4.5: Scatter plots of ER, census and APS local authority EU population estimates
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(0.88). Given that the correlation coefficient between the ER-derived and Census-derived counts

was highest, we can infer that the Electoral Roll register may have been a good measure of the

stock of the EU population.

Table 5.4.2: Spearman rank correlation, 2011

Measure N Mean SD
Correlation

1 2

1. ER 335 3568.3 5044.3
2. APS 335 4257.7 5977.7 0.8836
3. Census 335 478.4 640.5 0.9789 0.8832

Source: Authors’ computation from the Electoral Roll Register, APS and Census data set

We next attempt to determine whether the relationship between the EU-derived count at the LA

level from the ER and its equivalent estimate from the APS has been improving over time. We do

this for the years 2004, 2014 and 2019.15 We start by looking at the top 50 LA with the highest

number of EU citizens derived from the ER and compare it with its equivalent estimate from the

APS data in Table 5.4.3.

We do not find a direct agreement among the datasets for the chosen periods. In all three tables,

while the top 10 ranked local authorities, as derived from the ER, appear to be broadly in consonance

with its equivalent estimate from the APS, the rest of the local authority rankings are not closely

aligned at any point in time. Table 5.4.3 shows that while the ER ranked Westminster, Kensington

and Chelsea, and Lambeth as first, second and third LA with the highest number of EU citizens,

the equivalent APS ranked these in a reverse order in 2004. The story is similar in 2014 and 2019.

Table 5.4.4 presents the correlation coefficients for a set of 335 local authority EU citizen counts from

the ER against the equivalent estimate from the APS for 2004, 2014 and 2019. All the correlation

coefficients in the table are large and positive (between 0.85 and 0.96) and do not appear to have

changed much over time.

Table 5.4.5 presents the top 50 local authorities with the largest EU populations alongside the per-

15The selection of 2004, 2014, and 2019 for comparing our datasets is based on specific considerations. 2004
marks the panel’s inception. Similarly, 2019 corresponds to the panel’s conclusion, serving as the endpoint
for our data collection. 2014 holds significance due to a notable change in electoral registration, making it a
pivotal reference point for our analysis
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Table 5.4.3: Local authority rankings of EU immigrant counts using ER and APS

2004 2014 2019

Name ER APS Name ER APS Name ER APS

Westminster 1 3 Ealing 1 5 Brent 1 3
Kensington 2 2 Brent 2 1 Ealing 2 10
Lambeth 3 1 Lambeth 3 9 Newham 3 2
Ealing 4 9 Newham 4 2 Birmingham 4 1
Camden 5 8 Wandsworth 5 10 Leicester 5 4
Wandsworth 6 5 Barnet 6 4 Barnet 6 5
Hammersmith 7 6 Waltham Forest 7 11 Lambeth 7 16
Brent 8 4 Manchester 8 16 Manchester 8 21
Haringey 9 10 Hounslow 9 8 Hounslow 9 26
Barnet 10 13 Haringey 10 3 Haringey 10 6
Newham 11 19 Birmingham 11 6 Wandsworth 11 7
Southwark 12 7 Kensington 12 13 Tower Hamlets 12 11
Islington 13 12 Southwark 13 22 Harrow 13 12
Hackney 14 17 Tower Hamlets 14 12 Waltham Forest 14 17
Merton 15 16 Westminster 15 7 Southwark 15 18
Enfield 16 14 Hammersmith 16 21 Croydon 16 14
Hounslow 17 29 Hackney 17 28 Enfield 17 13
Lewisham 18 11 Camden 18 19 Hackney 18 15
Birmingham 19 20 Leicester 19 14 Leeds 19 30
Waltham Forest 20 34 Enfield 20 39 Peterborough 20 22
Cambridge 21 28 Merton 21 18 Barking and 21 35
Tower Hamlets 22 18 Lewisham 22 26 Merton 22 36
Greenwich 23 39.5 Islington 23 25 Bristol, City of 23 33
Brighton 24 15 Croydon 24 15 Northampton 24 19
Croydon 25 22 Peterborough 25 32 Redbridge 25 9
Manchester 26 26 Bristol, City of 26 17 Greenwich 26 25
Buckinghamshire 27 36 Greenwich 27 29 Coventry 27 24
Richmond upon 28 21 Harrow 28 23 Westminster 28 8
Leicester 29 27 Redbridge 29 27 Bournemouth, Ch 29 28
Oxford 30 24 Leeds 30 36 Hammersmith 30 29
Hillingdon 31 23 Hillingdon 31 20 Lewisham 31 20
Leeds 32 25 Bournemouth, Ch 32 31 Hillingdon 32 41
Harrow 33 32 Barking and 33 34 Milton Keynes 33 45
Bedford 34 30 Southampton 34 24 Southampton 34 32
Bristol, City of 35 46 Coventry 35 30 Nottingham 35 23
Bromley 36 37 Slough 36 38 Kensington 36 34
Bournemouth, Ch 37 38 Cambridge 37 54 Luton 37 37
Kingston upon 38 33 Buckinghamshire 38 37 Camden 38 27
Peterborough 39 59 Northampton 39 43 Islington 39 43
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Table 5.4.3 Continued

2004 2014 2019

Name ER APS Name ER APS Name ER APS

Cardiff 40 56 Nottingham 40 33 Buckinghamshire 40 44
Elmbridge 41 50 Brighton and Hove 41 49 Sandwell 41 40
Southampton 42 39.5 Richmond upon 42 50 Brighton and Hove 42 38
Milton Keynes 43 74 Milton Keynes 43 52 Salford 43 49
Reading 44 44 Luton 44 35 Slough 44 60
Windsor and 45 49 Kingston upon 45 40 Reading 45 56
Redbridge 46 - Bromley 46 42 Swindon 46 50
Guildford 47 58 Bedford 47 67 Liverpool 47 31
Swindon 48 41 Oxford 48 48 Wolverhampton 48 80
Coventry 49 45 Swindon 49 59 Bradford 49 42
Sheffield 50 31 Sutton 50 78 Sutton 50 65

Note: : Ranking of local authority by stock of EU immigrants
Source: : Authors’ computation from the Electoral Roll Register, APS and Census data set

Table 5.4.4: Correlations between ER and APS

Spearman Rank Correlation Pearson Pairwise Correlation

Measure N Mean SD
Correlation

Measure N Mean SD
Correlation

1 2 1 2

2004 2004
1. ER 335 1348.0 2271.6 - 1. ER 335 1348.0 2271.6 -
2. APS 335 1587.9 2882.2 0.8725 - 2. APS 335 1587.9 2882.2 0.9637 -

2014 2014
1. ER 335 4125.0 5593.0 - 1. ER 335 4125.0 5593.0 -
2. APS 335 5589.5 7634.5 0.8843 - 2. APS 335 5589.5 7634.5 0.9621 -

2019 2019
1. ER 335 5569.8 7286.6 1. ER 335 5569.8 7286.6 -
2. APS 335 7382.1 9249.1 0.9154 - 2. APS 335 7382.1 9249.1 0.9604 -

Source: Authors’ computation from the Electoral Roll Register, APS and Census data set
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Table 5.4.5: ER local authority rankings of EU immigrants

2004 2014 2019

Name Rank Percent Name Rank Percent Name Rank Percent

Westminster 1 12.84 Ealing 1 15.20 Brent 1 22.23
Kensington 2 17.34 Brent 2 16.65 Ealing 2 18.58
Lambeth 3 6.83 Lambeth 3 14.39 Newham 3 20.74
Ealing 4 6.83 Newham 4 15.38 Birmingham 4 4.70
Camden 5 8.49 Wandsworth 5 12.30 Leicester 5 15.21
Wandsworth 6 5.61 Barnet 6 10.67 Barnet 6 13.33
Hammersmith 7 9.75 Waltham Forest 7 14.16 Lambeth 7 13.45
Brent 8 5.98 Manchester 8 6.41 Manchester 8 8.19
Haringey 9 6.60 Hounslow 9 12.92 Hounslow 9 17.69
Barnet 10 3.85 Haringey 10 15.09 Haringey 10 15.50
Newham 11 4.66 Birmingham 11 2.94 Wandsworth 11 12.12
Southwark 12 4.42 Kensington 12 25.60 Tower Hamlets 12 13.61
Islington 13 6.05 Southwark 13 11.13 Harrow 13 14.70
Hackney 14 5.61 Tower Hamlets 14 12.84 Waltham Forest 14 14.89
Merton 15 4.73 Westminster 15 18.02 Southwark 15 11.03
Enfield 16 3.19 Hammersmith 16 17.36 Croydon 16 9.27
Hounslow 17 3.55 Hackney 17 11.59 Enfield 17 10.68
Lewisham 18 3.25 Camden 18 13.61 Hackney 18 12.59
Birmingham 19 0.78 Leicester 19 8.10 Leeds 19 3.86
Waltham Forest 20 3.59 Enfield 20 8.51 Peterborough 20 16.58
Cambridge 21 6.39 Merton 21 12.79 Barking 21 16.84
Tower Hamlets 22 3.66 Lewisham 22 9.52 Merton 22 14.73
Greenwich 23 3.23 Islington 23 12.02 Bristol, City of 23 6.28
Brighton 24 2.66 Croydon 24 6.49 Northampton 24 13.32
Croydon 25 2.04 Peterborough 25 12.98 Redbridge 25 10.23
Manchester 26 1.56 Bristol, City of 26 5.06 Greenwich 26 11.64
Buckinghamshire 27 1.30 Greenwich 27 9.39 Coventry 27 8.61
Richmond upon 28 3.90 Harrow 28 9.05 Westminster 28 15.35
Leicester 29 2.00 Redbridge 29 7.16 Bournemouth, Ch 29 6.27
Oxford 30 3.94 Leeds 30 2.58 Hammersmith 30 15.36
Hillingdon 31 2.15 Hillingdon 31 6.60 Lewisham 31 9.85
Leeds 32 0.72 Bournemouth, Ch 32 4.42 Hillingdon 32 9.50
Harrow 33 2.35 Barking 33 10.36 Milton Keynes 33 8.59
Bedford 34 3.22 Southampton 34 7.28 Southampton 34 10.04
Bristol, City of 35 1.22 Coventry 35 5.11 Nottingham 35 7.53
Bromley 36 1.50 Slough 36 12.32 Kensington 36 18.70
Bournemouth, Ch 37 1.24 Cambridge 37 12.84 Luton 37 12.11
Kingston upon 38 3.42 Buckinghamshire 38 2.73 Camden 38 11.92
Peterborough 39 2.42 Northampton 39 7.10 Islington 39 11.10
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Table 5.4.5 Continued

2004 2014 2019

Name Rank Percent Name Rank Percent Name Rank Percent

Cardiff 40 1.14 Nottingham 40 5.31 Buckinghamshire 40 3.58
Elmbridge 41 3.05 Brighton 41 5.20 Sandwell 41 5.97
Southampton 42 1.50 Richmond upon 42 7.48 Brighton 42 6.13
Milton Keynes 43 1.54 Milton Keynes 43 5.34 Salford 43 7.01
Reading 44 2.28 Luton 44 7.10 Slough 44 14.07
Windsor and 45 2.44 Kingston upon 45 8.47 Reading 45 10.96
Redbridge 46 1.28 Bromley 46 3.70 Swindon 46 7.82
Guildford 47 2.35 Bedford 47 7.37 Liverpool 47 3.53
Swindon 48 1.55 Oxford 48 8.93 Wolverhampton 48 6.53
Coventry 49 1.03 Swindon 49 5.12 Bradford 49 3.13
Sheffield 50 0.57 Sutton 50 5.57 Sutton 50 7.77

Note: Column 2 gives the ranking by EU population. Column 3 shows the percentage immigrants
in the total population in the area

Source: Authors’ computation from the Electoral Roll Register

centage of EU citizens as a share of its local population, as derived from the ER. The corresponding

estimates from the APS are given in Table 5.4.6.

Most of the LAs featured in the ER list of the top 50 LA by EU population size are also in the APS

featured list. For instance, comparing the 2004 ranking, we find that 45 LA appeared in both. In

2014, we found that 43 LA appeared in both rankings. In 2019, we found that 46 LAs were found

in both rankings.

Tables with local authorities ranked by share rather than the size of the EU population are provided

in the Appendix. Table A4.3 of the appendix shows that the top 50 LAs with the highest count

of EU citizens derived from the ER accounted for 62.6 percent of all EU citizens in the country

in 2004. In 2014 and 2019, the top 50 LA accounted for 56.8 and 55.1 percent, respectively. This

suggests lessening geographic concentration over time, an issue we return to in the next section.

We find similar patterns in the APS-derived estimates. Table A4.4 in the appendix shows that the

top 50 LA, as suggested by the APS estimates, account for 63.3 percent in 2004, 56.2 in 2014, and

53.4 percent in 2019 of all EU citizens in the country. A summary of the lessening of geographic

concentration over time is presented in Tables 5.4.7 and 5.4.8
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Table 5.4.6: APS ranking of EU immigrants

2004 2014 2019

Name Rank Percent Name Rank Percent Name Rank Percent

Lambeth 1 9.92 Brent 1 17.40 Birmingham 1 6.41
Kensington 2 15.33 Newham 2 17.31 Newham 2 18.85
Westminster 3 11.47 Haringey 3 19.82 Brent 3 19.11
Brent 4 6.92 Barnet 4 13.15 Leicester 4 16.36
Wandsworth 5 5.82 Ealing 5 14.45 Barnet 5 13.76
Hammersmith 6 9.00 Birmingham 6 4.05 Haringey 6 17.77
Southwark 7 5.58 Westminster 7 17.34 Wandsworth 7 13.65
Camden 8 6.15 Hounslow 8 15.51 Westminster 8 17.49
Ealing 9 4.12 Lambeth 9 12.50 Redbridge 9 14.75
Haringey 10 5.45 Wandsworth 10 10.92 Ealing 10 13.14
Lewisham 11 4.70 Waltham Forest 11 13.57 Tower Hamlets 11 12.60
Islington 12 6.25 Tower Hamlets 12 11.78 Harrow 12 15.87
Barnet 13 3.57 Kensington 13 18.97 Enfield 13 12.31
Enfield 14 3.86 Leicester 14 9.40 Croydon 14 10.60
Brighton 15 3.98 Croydon 15 7.99 Hackney 15 14.13
Merton 16 5.20 Manchester 16 5.78 Lambeth 16 11.02
Hackney 17 4.67 Bristol, City of 17 6.42 Waltham Forest 17 13.62
Tower Hamlets 18 4.67 Merton 18 14.58 Southwark 18 10.68
Newham 19 3.76 Camden 19 11.55 Northampton 19 15.20
Birmingham 20 0.90 Hillingdon 20 10.18 Lewisham 20 10.77
Richmond upon 21 4.57 Hammersmith 21 14.71 Manchester 21 5.82
Croydon 22 2.45 Southwark 22 8.92 Peterborough 22 15.47
Hillingdon 23 3.13 Harrow 23 10.41 Nottingham 23 8.98
Oxford 24 4.80 Southampton 24 9.80 Coventry 24 7.95
Leeds 25 0.94 Islington 25 10.31 Greenwich 25 10.45
Manchester 26 1.56 Lewisham 26 8.35 Hounslow 26 10.88
Leicester 27 2.14 Redbridge 27 8.26 Camden 27 10.69
Cambridge 28 5.26 Hackney 28 9.14 Bournemouth, Ch 28 6.91
Hounslow 29 2.81 Greenwich 29 9.08 Hammersmith 29 15.93
Bedford 30 4.10 Coventry 30 7.18 Leeds 30 3.64
Sheffield 31 1.01 Bournemouth, Ch 31 5.71 Liverpool 31 5.55
Harrow 32 2.42 Peterborough 32 11.83 Southampton 32 10.52
Kingston upon 33 3.38 Nottingham 33 6.81 Bristol, City of 33 5.88
Waltham Forest 34 2.25 Barking 34 12.18 Kensington 34 17.65
Eastbourne 35 5.03 Luton 35 10.63 Barking 35 13.49
Buckinghamshire 36 1.05 Leeds 36 2.84 Merton 36 13.06
Bromley 37.5 1.65 Buckinghamshire 37 3.58 Luton 37 12.86
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Table 5.4.6 Continued

2004 2014 2019

Name Rank Percent Name Rank Percent Name Rank Percent

Bournemouth, Ch 37.5 1.32 Slough 38 12.50 Brighton 38 8.50
Greenwich 39 1.95 Enfield 39 5.44 Bromley 39 8.08
Southampton 40 1.86 Kingston upon 40 9.68 Sandwell 40 8.00
Swindon 41 2.29 Sandwell 41 5.22 Hillingdon 41 8.54
Portsmouth 42 2.12 Bromley 42 4.87 Bradford 42 4.82
Nottingham 43 1.47 Northampton 43 7.39 Islington 43 9.45
Reading 44 2.65 Liverpool 44 3.04 Buckinghamshire 44 4.28
Coventry 45 1.30 West Suffolk 45 8.71 Milton Keynes 45 8.36
Bristol, City of 46 0.96 Doncaster 46 4.79 Sheffield 46 3.79
Wiltshire 47 0.87 Hull city of 47 5.71 Derby 47 7.43
Sutton 48 1.96 Oxford 48 9.34 Corby 48 28.76
Windsor and 49 2.52 Brighton 49 4.84 Salford 49 7.30
Elmbridge 50 2.61 Richmond upon 50 7.46 Swindon 50 8.63

Note: : Ranking of local authority by stock of EU immigrants
Source: : Authors’ computation from the APS data set

Table 5.4.7: Share of EU nationals for the top 30 and 50 LA

Year
Top 30 Top 50

ER APS Census ER APS Census

2004 49.99 51.74 62.63 64.31
2011 44.13 42.23 41.61 58.32 57.15 55.53
2014 42.66 41.85 56.88 56.28
2019 40.07 37.99 55.14 53.38

Note: :The count of EU Nationals in each LA as a percentage of all EU nationals in the Country.
Source: : Authors’ computation from the APS, ER and 2011 Census data sets
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Table 5.4.8: Regional distribution of EU national

Region Dataset
Year

2004 2011 2014 2019

East Midlands

ER 4.54 6.59 6.89 8.35
APS 4.54 6.96 7.39 9.11
Census 6.49

East of England

ER 10.04 10.21 10.59 10.90
APS 8.48 11.23 9.54 10.74
Census 10.18

London

ER 47.72 41.50 40.19 36.19
APS 48.53 39.25 39.02 34.47
Census 38.97

North East

ER 1.10 1.30 1.19 1.06
APS 1.09 1.07 1.54 1.30
Census 1.29

North West

ER 5.15 6.28 6.81 7.56
APS 4.62 6.69 7.41 7.49
Census 6.68

South East

ER 16.38 14.24 14.25 14.10
APS 17.08 12.59 13.29 13.14
Census 14.99

South West

ER 5.36 6.38 6.25 6.09
APS 5.71 6.17 6.56 6.56
Census 6.53

Wales

ER 2.03 1.97 2.06 1.91
APS 2.09 2.17 2.37 2.08
Census 2.50

West Midlands

ER 4.34 6.31 6.47 8.08
APS 4.19 7.64 7.17 9.04
Census 6.51

Yorkshire

ER 3.35 5.22 5.31 5.75
APS 3.67 6.23 5.72 6.06
Census 5.85

Note: :Regional distribution of EU nationals derived from APS, ER and Census data set for selected years
Source: : Authors’ computation from the APS, ER and 2011 Census data sets
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5.4.3 Residential segregation

This section discusses the distribution of EU citizens across local authorities. A common char-

acteristic of immigrant settlement patterns is the geographic concentration (see Murdie (2002);

Van Kempen and Şule Özüekren (1998) amongst others argue that is a strategy for survival and in-

tegration in their new country). Immigrants from a given country tend to live in areas where others

from the same origin live. Notwithstanding this, immigrants, after spending an initial period living

with established contacts, appear more likely to move to other new locations (see Bartel, 1989; Tu,

2010).

Using the census as the benchmark, we compare the derived estimates from the three datasets

regarding the distribution of EU citizens in the local area. We employ inequality measures for this

analysis. Economists primarily use inequality measures to study differences in how assets, wealth,

or income are distributed among individuals and populations. However, our goal in this study

is different: we use the same inequality indicators to document the extent to which our dataset

compares in terms of the trend in the geographic dispersion of the EU immigrant population. The

OECD uses a similar methodology to assess regional disparities other than income (OECD, 2016).

The inequality measures presented in Table 5.4.9 below is based on the count of EU citizens in each

local authority. Each inequality measure calculates dispersion across local authorities differently,

(see Cowell, 2011) for more details on derivation). For example, the Gini index ranges between 0

(perfect equality so that the number of EU citizens is the same in all local authorities and 1 (perfect

inequality: the number of EU citizens is zero in all local authorities except one). The Theil index

ranges from zero to ∞, with zero representing an equal distribution of EU citizens across authorities

and higher values representing a higher level of inequality in the distribution of EU citizens. Both

indices assign equal weight to each area regardless of its population size. Therefore, any differences

in the values of the indices over time may be partially due to changes in the relative size of local

authorities over time. Essentially the lower the indicator, the less geographically concentrated is

EU immigration.

The results in Table 5.4.9 are consistent with the earlier findings, namely of a closer correspondence

224



Table 5.4.9: EU population geographic inequality in 2011

Inequality measures APS ER Census

Relative mean deviation 0.460 0.435 0.459
Coefficient of variation 1.414 1.339 1.404
Standard deviation of logs 1.136 1.088 1.171
Gini coefficient 0.598 0.573 0.615
Mehran measure 0.736 0.710 0.772
Piesch measure 0.529 0.504 0.537
Kakwani measure 0.298 0.273 0.311
Theil index (GE(a), a = 1) 0.657 0.597 0.596
Mean Log Deviation (GE(a), a = 0) 0.678 0.612 0.658
Entropy index (GE(a), a = -1) 1.214 1.128 1.312
Half (Coeff.Var. squared) (GE(a), a = 2) 0.996 0.894 0.983

Note: :The inequality measures are computed for the number of EU in each local authority as measured
by three data sets

Source: : Authors’ computation from the APS, ER and 2011 Census data sets

between the estimates from the ER and the Census than the APS. The inequality measures pre-

sented in the table suggest more unequal geographic dispersion of the EU population for all three

datasets. However, the ER estimate appears much closer to the Census estimate than APS. The

APS generally estimates a more unequal geographic dispersion of the EU population than the other

two (ER and Census) datasets. For example, while the Gini index for ER was 0.60, that of the

census was 0.57 the APS was 0.62. The result is similar and consistent for indices such as Kakwani,

Piesch and Mehran.16

The results in the table seem not to be consistent for the Theil index and General Entropy (GE)

indices. This is probably because these indices implicitly put different weights (α) on different

parts of the EU (population) distribution. Table 5.4.9 further shows that the APS index responds

more proportionately than the other two datasets depending on the choice of α. For instance, we

find that whenever α is changed, the APS estimate changes more relative to the changes in the

ER and Census estimates. Thus, depending on the choice of α, either APS estimate will suggest

low unequal geographic distribution relation to ER and Census or vice versa. For instance, when

α > −1, we find APS with a high index suggesting more unequal geographic distribution than the

ER and Census.

16Gini, Mehran, and Piesch are Lorenz curve-based index.
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The essential point that follows is that the closer alignment of ER and Census estimates across

various indicators suggests that ER may be better at capturing the local area stocks of EU migrants

in the country than the APS.

5.4.4 Residential segregation over time

In 2004 the UK allowed free entry to the new member states that joined the European Union that

year.17 If, as the literature suggests, immigrants initially cluster geographically and then disperse

over time, we might expect to see higher inequality estimates around the years when inflows are high

and then, with time, expect inequality across local authorities to decline if part of the assimilation

pattern of immigrants involves more geographical mobility. We, therefore, now look at whether

the distribution of EU citizens over time follows our expectations. We do that by computing and

comparing inequality measures for each year for the ER and APS datasets.

Tables 5.4.10 and 5.4.11 present inequality measure for the derived EU estimates and counts for

APS and ER respectively. The tables effectively depict the geographic concentration of EU citizens

across local authorities over time. The APS estimates in Table 5.4.10 do not conform to our prior

expectation. This is because the Gini index has been reducing fairly over time, as suggested by

the APS dataset. This suggests that the APS does not pick up any local variation changes in

population distributions stemming from the initial inflow of the A8 population of EU nationals into

the UK in 2005.

In contrast, the equivalent ER geographic inequality estimates in Table 5.4.11 seem to follow expec-

tations about the distribution of EU citizens across localities over time. The ER-based indicators

show that inequality in the distribution of EU citizens has decreased over time. For example, the

Gini index shows that inequality was fairly stable in 2004 (0.634) and 2005 (0.634), then declines

until 2015. This is consistent with the idea of gradual dispersion across the UK. The reasons for

the pattern after 2015 are, as yet, unclear. Part of this may be due to the change in data collection

noted above. Some of it may be due to the relaxation of controls on A2 citizens in 2014, which

17This did not happen to subsequent waves of EU accession countries in 2007 and 2014, who faced tran-
sitionary periods of seven years and four years, respectively, restricting work and related benefit claims.
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Figure 5.4.6: Geographic inequality over time

Note: : The line plot shows the relationship between the Geographic inequality over time as derived
from Gini index estimates from the Electoral roll register and the APS.
Source: : Authors’ computation from the Electoral roll register and the APS dataset.
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facilitated a broader choice of work options.18 More work on this issue is recommended.

5.4.5 Panel fixed effect estimations

Another way to assess the degree of correspondence between the APS and ER counts is to estimate

a simple regression function of the form:

APSit = α+ βERit +

335∑
n=2

νiLAi +

2019∑
n=2005

γiY eari + εit (5.1)

The dependent variable is the APS count of EU nationals. APS is the count of EU nationals derived

from the Annual Population Survey, and ER is the equivalent count of EU nationals derived from

the Electoral register electors. Di represents the local authority (LA) dummies (fixed effects); γt

represents year dummies, and εit is a cluster-robust standard error to adjust for within-cluster

correlation as well as heteroskedasticty.19

The main explanatory variable of interest is the equivalent ER count for the area i at time t. If

the population counts in the two datasets in area i at time t are the same, we would expect that

the estimated coefficients from a simple (2 variable) regression to be zero on the intercept α and

unity on the slope β1 (essentially the regression line would pass through the origin and follow the 45

degree line). A negative intercept suggests that the APS underestimates the count in the reference

LA in the first period. An estimated slope coefficient greater than one suggests that at some size

point, the APS eventually tends to overestimate the EU count beyond a particular population

threshold.20 Since the data are pooled across years, we can control for any macro changes in the

APS counting regime by adding year dummies to the regression (the γt). The addition of local

area fixed effects (the αi) effectively estimates the correspondence in the average change in the EU

population counts in the two surveys.

18A2 nationals were no longer restricted to self-employment after 2014
19The clustering dimension is regions.
20Think of the estimated regression line lying initially below the 45 degree line and then crossing it from

below at some point on the x-axis.
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To determine whether the regression function differs for the period before and after the electoral

reforms, we estimate a second regression function that allows for a different intercept and a different

slope after the break. We do this by introducing a Post2014 dummy. The second regression function

is as follows:

APSit = α+ βERit +

335∑
n=2

νiLAi +

2019∑
n=2005

γiY eari + δ0Post2014 + δ1Post2014 ∗ERit + εit (5.2)

Where Post2014 dummy takes the value of 1 for years after 2013 and zero before. The interaction

term Post2014 ∗ ERit and the βERit dummy allow us to capture the difference in slopes while the

α and δ0Post2014 allow us to capture the differences in the intercept. An important hypothesis is

that H0 : δ0 = α, which means that the intercept is different for the two periods and H0 : β = δ1

which means that the slope of APS with respect to ER is the same for both period.21 If the joint

hypothesis is different from zero, then the model is different for the two periods (see Wooldridge,

2016; Pindyck and Rubinfeld, 1988).22

We present estimates of each variant in Table 5.4.12. The standard errors in each regression are

robust. The estimated slope coefficient in column (1) is significant and statistically different from

One (1)23 suggesting that the discrepancies between the two dataset increased over the period.

The estimated intercept in column 1, which is 261.03, suggests that the APS overstate the count

of EU nationals. The intercept does not seem to account for the size and unequal dispersion of EU

nationals. The intercept hid a huge variability that we detect when we add the LA dummy to the

regression.

In column 2, we introduce the LA dummies into the regression. We find that the estimated slope

(column 2) is statistically different from 1, suggesting that even after controlling for LA fixed

effect, we do not seem to find an exact correspondence between the two datasets. We, however,

21the change in electoral registration does not affect the relationship between the 2 dataset
22Piecewise linear model.
23t-statistic of 16.44 is greater than the critical value of 1.96, so we clearly reject β1 = 1 in favour of β1 ̸= 1

at 5% critical level.
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Table 5.4.12: Degree of correspondence between the APS and ER counts

Variables (1) (2) (3) (4)
No Control LA intercepts + Year Dummies + Post 2014

ER 1.243*** 1.304*** 1.226*** 0.936***
(0.016) (0.029) (0.0351) (0.042)

Post 2014 479.460*
(170.201)

ER*Post 2014 0.244***
(0.030)

LA Dummies Yes Yes Yes
Year Dummies Yes Yes
Constant 261.028** -116.658 -459.878 -610.000**

(39.777) (158.509) (235.402) -111.491
Observations 5360 5360 5360 5360
R squared 0.8998 0.9159 0.925 0.931

Note: Robust standard errors in parentheses.
Source: Authors’ computation from the Electoral register data and the APS data set.

find that the introduction of LA dummies relaxes some constraints hitherto were not evident in

column 1. We find the intercept is negative but lacked significance. We find in the full table A4.5

in the appendix that several LA fixed effect coefficients relative to the reference LA are positive

significantly different from zero. This suggests that APS tend to overstate the count of EU nationals

for most LA compared to the reference LA.

In column 3, we add year dummies to the regression. We find that the estimated slope is positive

and statistically different from 1, thus suggesting that at some point, the APS eventually tends to

overestimate the EU count beyond a particular population threshold. Table A4.5 in the appendix

shows that adding year dummies removes time shocks. For instance, a number of significant coeffi-

cients of the LA dummies reduces their significance. We also find that the estimated coefficients on

the year dummies become progressively positive over time and more statistically significant around

2015. This is consistent with the earlier findings of a downward shift in the ER count around the

time of changes to the registration rules. This means that the APS is overestimating EU counts

relative to the ER and increasingly so after 2014.

In column 4, we add a post-year 2014 dummy to test for a structural break. This allows us to
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account for changes that occurred in the electoral roll data - transition to Individual Electoral

Registration. Now we find that the estimated slope (β = 0.936) before the change in electoral

registration is statistically not different from 1. We also find that the intercept before the change

in electoral registration was negative24 and statistically different from zero, suggesting that APS

tend to understate EU counts for the reference Local Authority.25

The intercept for the post-year 2014 dummy (α + δ0) is statistically different from zero.The post

2014 period slope (β + δ1) seem to suggest that APS does not correspond to ER because a unit

increase in ER result in a 1.2 unit change in APS, thus APS eventually tend to overestimate the

count of EU national beyond a particular population threshold after the electoral reforms.

In an attempt to understand further the Heterogeneities in LA intercepts, we estimate our pooled

OLS regression (equation 5.2) without a constant as follows:

APSit = βERit +
335∑
n=2

νiLAi +
2019∑

n=2005

γiY eari + εit (5.3)

And use the estimated LA intercept in a second model (equation 5.3) to understand the factors

that may affect the correspondence between the APS and ER counts. The coefficient on the LA

indicator, νi, captures average differences across LA on how the ER register correspond to the APS,

i.e. whether the derived counts of EU nationals in the APS data is more compared to the number of

EU nationals that have been captured on the ER. We include year-fixed effects to capture national

trends. A significant value of νi suggests a disproportionate correspondence between APS and ER.

We then link the estimated LA effects to the characteristics of each LA that can influence either

the data collection process in the case of APS or factors that can affect the likelihood of people

registering unto the electoral roll by the following model:

νi = α+ θiZi + εi (5.4)

24Notice that the reference LA intercept was negative in column 2 and 3 though statistically not significant.
25It, also, understate the count for most LA, see table A4.5 in the appendix.
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Where νi is the coefficient on LA intercepts estimated from Model 5.3; Zi is a vector of character-

istics26 that may possibly affect the some LA correspondence between APS and ER; and εi is the

regression error term. Because νi is estimated regression coefficients and may contain measurement

errors, we check how normally distributed the coefficient are using kernel density, and we apply

OLS.

Figure 5.4.7: Kernel density estimate of LA intercept

Note: The graph shows the distribution of the Local Authority intercepts from the OLS regressions output.
The OLS regression is not controlled for year-fixed effect.

We present the estimates of equation 5.4 in Table 5.4.13. We find that the size of the population

affects how the ER correspond to the APS. In column 2, we control for rural/urban classification

of the LA. In column 3, we control for regional differences. In column 4, we control for both

rural/urban and regional classifications. We find the size of the population to be positive and

significant for all of the equations. We also found that the share of British born in a given local

authority (COB) was a significant determinant of the difference we observed in the LA intercepts.

The coefficient on the share of the British-born variable suggests that the higher the share of

the British-born, the more likely the APS will tend to overstate the count of EU nationals. Re-

26The characteristics are mainly taken from the 2011 census dataset.
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Table 5.4.13: Explaining the differences in LA intercept

Variables (1) (2) (3) (4)

POP 0.002** 0.002** 0.002** 0.002**
(0.001) (0.001) (0.001) (0.001)

Mean Age -4.643 6.961 25.129 33.954
(34.429) (42.556) (35.973) 44.240)

COB 32.728** 28.107* 3.883 2.679
(12.275) (13.174) (16.009) (16.611)

Rural/urban Yes Yes
Regional Dummies Yes Yes
Constant -2854.95 -3038.185 -1530.567 -1884.148

(1105.369) (1499.635) (1247.031) (1664.949)
Observations 307 307 307 307
R squared 0.173 0.183 0.225 0.228

Note: Robust standard errors in parentheses. Dependent variable is coefficient of LA dummies
(without year dummies). London is the regions and urban with cities for rural/urban
Source: Authors’ computation from the Electoral register data and the APS.

estimating the equation 5.4 and controlling for year-fixed effect captures all the macro changes.

This is because we do not find any of the variables explaining the difference in LA intercepts.

5.5 Discussion

In what follows, we discuss the advantages and limitations of using ERR dataset compared to the

APS and Census data for measuring immigration.

The primary advantage of the ERR lies in its inherent attribute as an administrative dataset, which

sets it apart from survey methods like the APS. This advantage stems from the ERR’s extensive

coverage, encompassing large samples of individuals and capturing data over extended periods. Its

comprehensive nature allows researchers and statisticians to obtain a more detailed and holistic

view of the population, surpassing the limitations of survey data. The ERR also serves as a census

as its published statistics provide the annual counts of the number of UK people registered on

electoral rolls and, consequently, have the right to vote. This unique feature can offer policymakers

a distinctive perspective on population dynamics and demographics. Thus the combination of

extensive coverage, large sample sizes, extended periods, and its census-like nature solidifies the
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ERR as a valuable administrative dataset for researchers and statisticians studying various aspects

of the population.

Our findings also suggest a close alignment between the estimates derived from the ERR and the

Census data, indicating that the ERR may offer a more accurate measure of the stock of EU

immigrants at the local level compared to the APS. For instance, when we compare the ERR-

derived counts of EU citizens in the top 50 local authorities with the Census counts, we observe a

favourable agreement, indicating that the ERR effectively captures the distribution of EU immi-

grants, surpassing the capabilities of the APS. This alignment is further supported by the results of

the scatter plot and Spearman correlation coefficient, which demonstrate a robust positive relation-

ship between the ERR and Census data, providing evidence of the ERR’s reliability as a measure

of the EU population. Thus, the ERR can provide comprehensive and up-to-date information on

neighbourhoods, surpassing the capabilities of the APS. This timeliness is particularly valuable

for capturing the dynamics of population change, allowing for a more accurate representation of

evolving demographic patterns.

However, the ERR also has certain limitations. One specific limitation we encountered in our study

relates to the definition of immigrants. The ERR captures information on nationality but does not

include information on place of birth. This limitation hampers its ability to improve our under-

standing of immigrants within the population comprehensively. To truly grasp migration dynamics,

it is necessary to consider nationality and place of birth, as the United Nations defines migrants as

individuals born abroad who have lived in the host country for at least 12 months. Therefore, the

ERR’s focus solely on nationality restricts its capacity to capture the full complexity of migration

dynamics. As noted in the literature, most data are collected for administrative purposes, therefore,

it may have shortcomings, including lower quality than data collected specifically for research (see

Harron et al., 2017; Smith et al., 2018). The ERR used in our analysis is collected for administra-

tive or accounting purposes, which may result in lower data quality compared to data specifically

collected for accounting for the number of immigrants in the county. It is, therefore, crucial to

acknowledge the importance of supplementary data sources, such as the census, to address specific

aspects of population analysis. By combining both administrative data and periodic census data, a
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more nuanced and comprehensive understanding of immigration and population dynamics can be

achieved. However, it is important to note that the census’s decennial administration presents its

own challenges and may result in the omission of certain population dynamics. The infrequency of

data collection through the census may not fully capture the rapidly changing nature of immigration

patterns and other population dynamics between census years.

Also, unlike survey data, such as the APS, which relies on voluntary participation and can lead to

underrepresentation or complete omission of certain population groups, the ERR as an adminis-

trative dataset offers the potential for comprehensive coverage. The ERR’s extensive reach allows

for the inclusion of individuals who may be underrepresented by other survey methods, providing

valuable insights into population groups that might otherwise be overlooked. However, it is im-

portant to acknowledge that the ERR, like any administrative dataset, has limitations. While it

excels in capturing data on individuals registered on electoral rolls, it is still likely to miss out on

capturing information related to undocumented migrants. This is because undocumented migrants

may not be registered on electoral rolls or have official documentation, making their inclusion in the

ERR challenging. Researchers and policymakers must be aware of this limitation when utilising the

ERR as an alternative data to measure immigrants. Supplementing the ERR with other datasets

or exploring alternative sources specifically targeting undocumented migrant populations may be

necessary to understand immigration patterns and population dynamics comprehensively.

Our analysis of the correlation between the ERR and the APS series reveals a close alignment

at the national level until 2014, but some divergence becomes apparent afterwards. This obser-

vation indicates that the ERR holds promise as an alternative measure for estimating immigrant

populations. However, it is crucial to acknowledge the time limitations associated with the ERR

data. The changes in electoral registration procedures in 2014 had a noticeable impact on the ERR

counts. As such, it is essential to conduct further investigations into the data issues that may have

arisen post-2014. Understanding the nature and extent of these issues is vital for ensuring the

ongoing reliability and accuracy of the ERR, particularly when estimating immigrant populations

in recent years. It is, therefore, imperative to address any potential data inconsistencies, biases, or

anomalies that may have emerged in the post-2014 period. Such investigations can help researchers
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and policymakers make informed decisions regarding using the ERR in studying the dynamics of

immigration and population trends in more recent timeframes.

Finally, using administrative data, such as the ERR, raises important legal and ethical considera-

tions due to data privacy and consent concerns. Ethical and governance considerations regarding

the use of administrative data (with and without a developmental focus) have been given greater

attention in the literature in recent years (see Drew, 2018; Hand, 2018). It is crucial to recog-

nize that administrative data is not primarily collected for research purposes, which may lead to

apprehensions among the public regarding the privacy and confidentiality of their personal infor-

mation (see Stevens and Laurie, 2014). Using administrative data by researchers requires careful

consideration of ethical principles, including informed consent and protecting individuals’ privacy

rights. Given that the primary purpose of administrative data collection is not research-oriented,

individuals may be unaware of how their data is being used and to what extent their privacy is

safeguarded. Acknowledging and addressing the legal and ethical considerations associated with

using ERR can improve our understanding of immigration and population dynamics.

5.6 Conclusions

While the APS are essential to our understanding of labour market dynamics and population change

in the UK, and with foreign-born making up a steadily growing proportion of the population, any

inaccuracy in sampling could significantly distort official statistics in these areas. The availability

of administrative data such as the electoral roll register has the potential to make a significant

contribution to our understanding in these areas; both by providing a means of calibrating survey

data such as the APS and by assessing the adequacy of adjustments used to control for non-response,

but also by allowing new and innovative analysis of labour market dynamics (for example the ability

to compare and contrast estimates of stocks and flows) and, potentially the broader economic and

demographic effects of migration.

This study has therefore tried to provide evidence to suggest how the electoral roll register could

be used in new and innovative ways to help improve our understanding of key economic statistics
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relating to the labour market and population statistics. The electoral roll provides a high-frequency

alternative data source to estimate local area EU populations. The availability of nationality data

contained in the core data would extend the capability of the ER data to measure the wider

immigrant population. The ER is not without flaws. There is clear evidence of inconsistency in

the ER data around the time of changes to the laws on registration in 2014 which hinder cross-

time comparisons before and after this date. Nevertheless, we believe there is sufficient evidence to

warrant further investigation of the usefulness of the electoral roll as a supplementary measure of

migration statistics. Access to the Home Office’s EU settlement scheme data by LA will provide

valuable additional information for further iterations of this research project.
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Appendix

Figure A4.1: Local Authority and Parliamentary Electors in the UK

Note: : The various graphs compare the LA and the PC Electors at regional level. The difference
between the two graphs gives an idea of the stock of EU immigrant in the UK at the regional level
Source: : Authors’ computation from the Electoral roll dataset
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Figure A4.2: Local Authority and Parliamentary Electors in the UK

Note: : The various graphs compare the difference between the LA and the PC Electors at regional
level with the EU immigrants computed from the APS dataset. The graphs shows how the two
datasets can estimate the stock of EU immigrant in the UK at the regional level
Source: : Authors’ computation from the Electoral roll register and the APS dataset
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Table A4.1: Local authorities with highest number of EU immigrant, 2011

LA
ERR APS CENSUS

Rank Proportion Rank Proportion Rank Proportion

Ealing 1 2.300 3 2.285 1 2.232
Brent 2 2.235 2 2.340 2 2.110
Lambeth 3 2.152 5 1.994 3 1.986
Wandsworth 4 1.971 1 2.486 8 1.683
Newham 5 1.965 7 1.903 7 1.868
Westminster 6 1.872 11 1.417 4 1.918
Haringey 7 1.817 6 1.929 6 1.870
Barnet 8 1.757 9 1.707 5 1.897
Waltham Forest 9 1.729 8 1.747 10 1.614
Kensington and Chelsea 10 1.676 13 1.316 9 1.654
Birmingham 11 1.598 4 2.061 11 1.504
Southwark 12 1.537 30 0.936 12 1.488
Hounslow 13 1.481 15 1.274 15 1.333
Manchester 14 1.454 16 1.246 18 0.123
Tower Hamlets 15 1.401 12 1.320 13 1.436
Camden 16 1.386 24 1.002 14 1.343
Hammersmith and Fulham 17 1.374 14 1.275 16 1.267
Hackney 18 1.291 18 1.144 17 1.259
Islington 19 1.234 31 0.929 20 1.144
Merton 20 1.233 21 1.113 22 1.048
Lewisham 21 1.183 32 0.924 19 1.182
Enfield 22 1.172 27 0.987 21 1.123
Leicester 23 1.140 26 0.990 25 0.937
Peterborough 24 1.125 17 1.170 27 0.915
Bristol, City of 25 1.080 33 0.907 23 1.036
Croydon 26 1.074 22 1.039 26 0.931
Harrow 27 1.040 19 1.122 28 0.904
Greenwich 28 1.020 10 1.419 29.5 0.839
Leeds 29 0.969 28 0.951 24 1.018
Christchurch and 30 0.863 25 0.995 29.5 0.839
Coventry 31 0.858 35 0.856 34 0.780
Hillingdon 32 0.849 20 1.114 35 0.775
Southampton 33 0.805 34 0.868 33 0.802
Redbridge 34 0.804 38 0.838 39 0.740
Brighton and Hove 35 0.779 48 0.610 31 0.811
Barking and Dagenham 36 0.766 23 1.003 44 0.634
Cambridge 37 0.748 37 0.853 32 0.811
Richmond upon Thames 38 0.740 42 0.693 46 0.615
Oxford 39 0.726 - - 36 0.773
Slough 40 0.722 43 0.655 42 0.695
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Table A4.1 Continued

LA
ERR APS CENSUS

Rank Proportion Rank Proportion Rank Proportion

Buckinghamshire 41 0.715 47 0.616 38 0.748
Nottingham 42 0.687 44 0.638 37 0.751
Kingston upon Thames 43 0.686 50 0.572 47 0.588
Northampton 44 0.682 40 0.771 43 0.646
Sheffield 45 0.656 49 0.572 51 0.559
Luton 46 0.615 29 0.945 40 0.723
Milton Keynes 47 0.609 41 0.721 45 0.620
Bromley 48 0.605 100 0.284 54 0.500
Bedford 49 0.585 76.5 0.362 52 0.548
Bradford 50 0.558 39 0.802 41 0.719

Note: : The count of EU Nationals in each LA as a percentage of all EU nationals in the Country
Source: : Authors’ computation from the Electoral roll register, Census and the APS data set

Table A4.2: Pairwise correlation coefficients, pearson, 2011

Measure N Mean SD
Correlation

1 2

2004
1. ERR 335 1348.0 2271.6 -
2. APS 335 1587.9 2882.2 0.9637 -

2014
1. ERR 335 4125.0 5593.0 -
2. APS 335 5589.5 7634.5 0.9621 -

2019
1. ERR 335 5569.8 7286.6 -
2. APS 335 7382.1 9249.1 0.9604 -
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Table A4.3: ER ranking of EU immigrants

Name Rank Percent Name Rank Percent Name Rank Percent

Westminster 1 3.42 Ealing 1 2.26 Brent 1 2.25
Kensington 2 3.23 Brent 2 2.17 Ealing 2 2.06
Lambeth 3 2.87 Lambeth 3 2.02 Newham 3 1.99
Ealing 4 2.57 Newham 4 1.85 Birmingham 4 1.85
Camden 5 2.50 Wandsworth 5 1.77 Leicester 5 1.78
Wandsworth 6 2.49 Barnet 6 1.66 Barnet 6 1.63
Hammersmith 7 2.28 Waltham Forest 7 1.61 Lambeth 7 1.59
Brent 8 2.26 Manchester 8 1.61 Manchester 8 1.58
Haringey 9 2.09 Hounslow 9 1.52 Hounslow 9 1.54
Barnet 10 1.76 Haringey 10 1.51 Haringey 10 1.34
Newham 11 1.69 Birmingham 11 1.51 Wandsworth 11 1.33
Southwark 12 1.69 Kensington 12 1.49 Tower Hamlets 12 1.33
Islington 13 1.52 Southwark 13 1.46 Harrow 13 1.31
Hackney 14 1.52 Tower Hamlets 14 1.42 Waltham Forest 14 1.28
Merton 15 1.36 Westminster 15 1.41 Southwark 15 1.24
Enfield 16 1.33 Hammersmith 16 1.36 Croydon 16 1.23
Hounslow 17 1.26 Hackney 17 1.31 Enfield 17 1.15
Lewisham 18 1.24 Camden 18 1.26 Hackney 18 1.13
Birmingham 19 1.23 Leicester 19 1.21 Leeds 19 1.13
Waltham Forest 20 1.22 Enfield 20 1.21 Peterborough 20 1.10
Cambridge 21 1.16 Merton 21 1.20 Barking 21 1.07
Tower Hamlets 22 1.14 Lewisham 22 1.19 Merton 22 1.06
Greenwich 23 1.11 Islington 23 1.17 Bristol, City of 23 1.06
Brighton 24 1.10 Croydon 24 1.13 Northampton 24 1.05
Croydon 25 1.09 Peterborough 25 1.12 Redbridge 25 1.04
Manchester 26 1.06 Bristol, City of 26 1.11 Greenwich 26 1.03
Buckinghamshire 27 1.04 Greenwich 27 1.10 Coventry 27 1.01
Richmond upon 28 1.00 Harrow 28 1.05 Westminster 28 0.99
Leicester 29 0.88 Redbridge 29 1.01 Bournemouth, Ch 29 0.98
Oxford 30 0.87 Leeds 30 0.97 Hammersmith 30 0.96
Hillingdon 31 0.85 Hillingdon 31 0.93 Lewisham 31 0.96
Leeds 32 0.84 Bournemouth, Ch 32 0.89 Hillingdon 32 0.94
Harrow 33 0.82 Barking 33 0.83 Milton Keynes 33 0.87
Bedford 34 0.77 Southampton 34 0.81 Southampton 34 0.86
Bristol, City of 35 0.76 Coventry 35 0.79 Nottingham 35 0.86
Bromley 36 0.75 Slough 36 0.78 Kensington 36 0.86

244



Table A4.3 Continued

Name Rank Percent Name Rank Percent Name Rank Percent

Bournemouth, Ch 37 0.74 Cambridge 37 0.75 Luton 37 0.85
Kingston upon 38 0.73 Buckinghamshire 38 0.75 Camden 38 0.84
Peterborough 39 0.62 Northampton 39 0.72 Islington 39 0.81
Cardiff 40 0.61 Nottingham 40 0.70 Buckinghamshire 40 0.76
Elmbridge 41 0.60 Brighton 41 0.69 Sandwell 41 0.70
Southampton 42 0.54 Richmond upon 42 0.68 Brighton 42 0.68
Milton Keynes 43 0.54 Milton Keynes 43 0.67 Salford 43 0.68
Reading 44 0.53 Luton 44 0.65 Slough 44 0.65
Windsor and 45 0.52 Kingston upon 45 0.64 Reading 45 0.64
Redbridge 46 0.51 Bromley 46 0.61 Swindon 46 0.63
Guildford 47 0.50 Bedford 47 0.61 Liverpool 47 0.63
Swindon 48 0.48 Oxford 48 0.59 Wolverhampton 48 0.62
Coventry 49 0.47 Swindon 49 0.57 Bradford 49 0.61
Sheffield 50 0.47 Sutton 50 0.56 Sutton 50 0.60

Note: : Ranking of local authority by stock of EU immigrants
Source: : Authors’ computation from the Electoral Roll Register
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Table A4.4: APS ranking of EU immigrants

2004 2014 2019

Name Rank Percent Name Rank Percent Name Rank Percent

Lambeth 1 4.01 Brent 1 2.25 Birmingham 1 2.15
Kensington 2 3.95 Newham 2 2.20 Newham 2 2.05
Westminster 3 3.82 Haringey 3 2.18 Brent 3 1.94
Brent 4 2.61 Barnet 4 1.97 Leicester 4 1.80
Wandsworth 5 2.48 Ealing 5 1.96 Barnet 5 1.72
Hammersmith 6 2.37 Birmingham 6 1.75 Haringey 6 1.53
Southwark 7 2.14 Westminster 7 1.73 Wandsworth 7 1.45
Camden 8 1.87 Hounslow 8 1.71 Westminster 8 1.41
Ealing 9 1.83 Lambeth 9 1.68 Redbridge 9 1.38
Haringey 10 1.77 Wandsworth 10 1.46 Ealing 10 1.33
Lewisham 11 1.70 Waltham Forest 11 1.43 Tower Hamlets 11 1.27
Islington 12 1.69 Tower Hamlets 12 1.37 Harrow 12 1.27
Barnet 13 1.65 Kensington 13 1.30 Enfield 13 1.26
Enfield 14 1.51 Leicester 14 1.29 Croydon 14 1.26
Brighton 15 1.47 Croydon 15 1.23 Hackney 15 1.22
Merton 16 1.45 Manchester 16 1.23 Lambeth 16 1.18
Hackney 17 1.41 Bristol, City of 17 1.21 Waltham Forest 17 1.14
Tower Hamlets 18 1.40 Merton 18 1.21 Southwark 18 1.09
Newham 19 1.31 Camden 19 1.18 Northampton 19 1.07
Birmingham 20 1.25 Hillingdon 20 1.17 Lewisham 20 1.04
Richmond upon 21 1.20 Hammersmith 21 1.15 Manchester 21 0.99
Croydon 22 1.17 Southwark 22 1.13 Peterborough 22 0.97
Hillingdon 23 1.15 Harrow 23 1.08 Nottingham 23 0.96
Oxford 24 1.02 Southampton 24 1.03 Coventry 24 0.95
Leeds 25 1.01 Islington 25 1.02 Greenwich 25 0.93
Manchester 26 0.99 Lewisham 26 1.00 Hounslow 26 0.93
Leicester 27 0.89 Redbridge 27 1.00 Camden 27 0.92
Cambridge 28 0.88 Hackney 28 0.98 Bournemouth, Ch 28 0.92
Hounslow 29 0.87 Greenwich 29 0.97 Hammersmith 29 0.92
Bedford 30 0.87 Coventry 30 0.97 Leeds 30 0.90
Sheffield 31 0.76 Bournemouth, Ch 31 0.96 Liverpool 31 0.89
Harrow 32 0.75 Peterborough 32 0.92 Southampton 32 0.88
Kingston upon 33 0.75 Nottingham 33 0.92 Bristol, City of 33 0.88
Waltham Forest 34 0.73 Barking 34 0.90 Kensington 34 0.87
Eastbourne 35 0.72 Luton 35 0.89 Barking 35 0.86
Buckinghamshire 36 0.72 Leeds 36 0.89 Merton 36 0.85
Bromley 37.5 0.70 Buckinghamshire 37 0.77 Luton 37 0.85
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Table A4.4 Continued

2004 2014 2019

Name Rank Percent Name Rank Percent Name Rank Percent

Bournemouth, Ch 37.5 0.68 Slough 38 0.70 Brighton 38 0.84
Greenwich 39 0.63 Enfield 39 0.68 Bromley 39 0.84
Southampton 40 0.63 Kingston upon 40 0.67 Sandwell 40 0.81
Swindon 41 0.61 Sandwell 41 0.66 Hillingdon 41 0.78
Portsmouth 42 0.61 Bromley 42 0.65 Bradford 42 0.77
Nottingham 43 0.60 Northampton 43 0.64 Islington 43 0.77
Reading 44 0.56 Liverpool 44 0.61 Buckinghamshire 44 0.71
Coventry 45 0.56 West Suffolk 45 0.61 Milton Keynes 45 0.71
Bristol, City of 46 0.55 Doncaster 46 0.60 Sheffield 46 0.69
Wiltshire 47 0.55 Hull, City of 47 0.60 Derby 47 0.61
Sutton 48 0.50 Oxford 48 0.60 Corby 48 0.61
Windsor and 49 0.50 Brighton 49 0.58 Salford 49 0.59
Elmbridge 50 0.47 Richmond upon 50 0.58 Swindon 50 0.59

Note: : Ranking of local authority by stock of EU immigrants
Source: : Authors’ computation from the APS data set
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Table A4.5: Degree of correspondence between the APS and ER counts

(1) (2) (3) (4) Cont’d

ERR 1.243*** 1.304*** 1.226*** 0.936*** (1) (2) (3) (4)

(0.016) (0.029) (0.035) (0.042)
LA 1 0.000 0.000 0.000 LA 24 1052.483** 1196.037*** 1490.261***

(.) (.) (.) (358.216) (333.357) (308.119)
LA 2 207.717 192.472 159.458 LA 25 1424.754* 1703.205** 2317.860***

(191.647) (306.572) (255.714) (708.604) (641.777) (631.053)
LA 3 115.097 118.415 140.112 LA 26 -647.480 112.263 1795.969*

(241.419) (328.437) (277.533) (795.833) (749.759) (755.329)
LA 4 65.188 248.792 630.005 LA 27 -300.257 -129.863 283.369

(386.066) (460.080) (419.576) (265.892) (278.178) (249.856)
LA 5 -164.910 -136.162 -94.595 LA 28 2576.075** 3029.175*** 4043.734***

(259.613) (383.078) (342.991) (818.178) (778.708) (759.024)
LA 6 -18.229 69.879 284.279 LA 29 200.100 266.906 432.392

(287.272) (396.346) (347.319) (393.680) (450.496) (422.502)
LA 7 563.118* 566.929* 592.345* LA 30 1771.783* 1986.882* 2488.241**

(234.743) (287.593) (248.988) (863.180) (781.532) (774.770)
LA 8 -952.467 -218.413 1272.992 LA 31 -912.322 1137.752 5953.674***

(793.853) (770.821) (787.291) (1265.148) (1323.053) (1473.766)
LA 9 -2.434 1485.814 5047.992*** LA 32 -568.266* -547.238 -497.028

(1165.836) (1163.790) (1152.001) (240.048) (330.948) (285.114)
LA 10 1190.401** 1314.640*** 1531.282*** LA 33 79.275 100.244 160.120

(376.856) (357.046) (349.254) (238.700) (325.114) (254.612)
LA 11 92.210 64.414 0.935 LA 34 -152.906 488.278 2127.394***

(182.515) (295.487) (240.267) (726.488) (679.540) (618.236)
LA 12 837.201 938.041* 1121.829** LA 35 -1.6e+03* -712.625 1427.156

(427.809) (468.063) (414.185) (734.259) (746.707) (787.008)
LA 13 -1.2e+03** -1.0e+03* -590.820 LA 36 291.149 295.370 311.259

(468.003) (456.581) (433.291) (194.418) (306.034) (249.552)
LA 14 912.656* 986.890* 1134.904** LA 37 -897.266 -374.851 873.828

(435.948) (425.866) (415.841) (920.459) (899.472) (868.829)
LA 15 185.932 361.694 827.829* LA 38 190.379 166.638 117.716

(405.325) (386.788) (355.084) (182.814) (303.954) (246.053)
LA 16 -1.4e+03* -904.113 261.835 LA 39 -1.6e+03*** -1.3e+03** -868.500*

(664.217) (724.058) (710.721) (316.242) (425.973) (404.959)
LA 17 701.078 971.184 1559.401** LA 40 950.326** 996.276** 1097.397***

(447.818) (517.418) (509.803) (321.000) (335.607) (312.853)
LA 18 3199.279 4591.227* 7726.683*** LA 41 -924.012 -276.211 1301.143*

(2220.905) (2211.383) (2133.599) (637.755) (595.124) (580.362)
LA 19 341.763 365.821 410.861 LA 42 300.693 317.070 324.733

(316.190) (335.896) (303.716) (353.800) (380.912) (348.847)
LA 20 607.404* 683.439* 846.767*** LA 43 382.773 484.237 704.296*

(244.673) (284.503) (233.933) (291.206) (304.790) (275.439)
LA 21 -255.194 -168.525 39.628 LA 44 488.097* 485.999 483.820*

(255.835) (281.466) (239.309) (216.165) (260.620) (227.727)
LA 22 170.113 151.857 104.303 LA 45 822.776* 889.280** 1060.138***

(161.024) (281.367) (219.880) (320.787) (323.416) (300.871)
LA 23 643.498 653.287 645.569 LA 46 -204.618 396.663 1982.328*

(347.804) (399.512) (375.259) (924.091) (911.789) (892.153)
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Cont’d Cont’d
(1) (2) (3) (4) (1) (2) (3) (4)

LA 47 -1.3e+03 -109.055 3011.251** LA 70 1007.254 1223.646* 1806.969***
(1361.080) (1303.883) (1108.932) (603.946) (507.474) (479.304)

LA 48 -14.393 -30.365 -75.161 LA 71 38.333 54.256 106.998
(189.533) (291.293) (237.838) (239.918) (303.482) (267.462)

LA 49 -315.677 -173.528 218.391 LA 72 -51.976 80.413 423.958
(485.601) (437.413) (426.197) (339.936) (359.473) (328.374)

LA 50 -131.562 276.633 1285.716* LA 73 1920.585 2653.517** 4235.691***
(613.235) (586.590) (558.251) (1047.019) (967.423) (911.661)

LA 51 715.365* 765.741** 899.214** LA 74 2.683 -13.309 -41.373
(323.098) (286.459) (279.931) (212.414) (305.248) (269.719)

LA 52 382.580 453.876 618.998* LA 75 -1.6e+03** -1.3e+03* -617.246
(299.086) (277.144) (246.957) (501.976) (566.698) (553.663)

LA 53 -23.287 -49.268 -104.206 LA 76 -40.611 968.332 3231.178**
(170.919) (291.881) (220.977) (1075.396) (1064.866) (1039.049)

LA 54 173.900 421.758 996.830* LA 77 -924.435** -784.937* -471.831
(482.823) (511.065) (492.324) (348.163) (368.715) (346.989)

LA 55 361.402 372.036 425.325 LA 78 624.723** 657.487** 723.015***
(210.977) (289.118) (250.603) (221.098) (250.031) (210.259)

LA 56 618.883 755.278 1099.054** LA 79 106.707 214.184 404.473
(471.102) (433.361) (418.639) (439.238) (473.706) (433.200)

LA 57 179.019 273.798 493.804 LA 80 -316.967 -271.023 -173.265
(346.202) (402.158) (364.659) (254.380) (328.855) (293.377)

LA 58 281.530 444.360 816.494 LA 81 -599.370 -563.512 -412.180
(307.583) (453.955) (418.269) (600.583) (606.961) (468.735)

LA 59 -1.1e+03* -838.719 -357.567 LA 82 849.730* 1205.773** 1995.080***
(514.964) (538.280) (517.991) (370.322) (426.234) (413.376)

LA 60 707.112 969.977 1572.029** LA 83 183.095 159.539 118.179
(583.341) (589.740) (572.571) (181.919) (304.845) (247.215)

LA 61 714.052 898.719 1319.694* LA 84 514.012 804.741 1334.232**
(656.013) (570.334) (562.270) (526.200) (496.753) (493.372)

LA 62 517.123 520.949 533.114 LA 85 767.600 872.661* 1167.278**
(285.008) (366.191) (318.497) (476.913) (398.300) (385.113)

LA 63 380.475 440.772 614.447* LA 86 -101.376 -42.934 108.706
(340.456) (325.596) (309.106) (371.136) (356.435) (357.148)

LA 64 442.083 443.123 443.137 LA 87 393.453 470.054 626.953
(225.888) (279.766) (233.090) (332.237) (350.218) (337.376)

LA 65 -126.743 -123.112 -104.261 LA 88 -5.5e+03** -3.4e+03* 1526.036
(273.470) (328.360) (288.664) (1790.771) (1744.576) (1899.828)

LA 66 954.256 1128.954 1531.299* LA 89 -544.198 -435.927 -168.435
(669.909) (759.575) (728.955) (332.528) (444.321) (419.213)

LA 67 339.618 350.984 389.859 LA 90 143.327 158.030 198.724
(173.334) (285.605) (232.866) (256.177) (328.484) (297.471)

LA 68 109.760 79.524 9.394 LA 91 -332.282 -293.730 -187.571
(171.321) (285.279) (228.526) (346.137) (336.481) (322.478)

LA 69 1103.024* 1347.379* 1847.212*** LA 92 167.935 305.233 644.820
(529.063) (532.118) (521.467) (333.590) (395.612) (360.012)
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Cont’d Cont’d
(1) (2) (3) (4) (1) (2) (3) (4)

LA 93 866.774*** 860.981** 851.770*** LA 116 167.545 161.426 145.244
(247.061) (295.839) (231.146) (280.229) (318.811) (287.846)

LA 94 -210.706 -184.486 -127.821 LA 117 233.844 365.266 604.839
(238.188) (284.542) (249.760) (579.173) (644.936) (601.387)

LA 95 838.759 954.034* 1260.057** LA 118 205.723 287.301 476.823
(494.037) (428.547) (421.684) (309.291) (319.516) (284.491)

LA 96 869.589 1021.409 1347.112* LA 119 -1.7e+03* -747.308 1413.540
(692.128) (640.230) (645.553) (786.491) (838.452) (893.942)

LA 97 380.036 473.766 695.203* LA 120 -389.025 -133.471 529.214
(404.829) (360.286) (336.480) (483.714) (553.136) (540.269)

LA 98 540.877 696.738 1059.476* LA 121 435.917* 436.083 443.297*
(490.491) (438.932) (430.817) (197.257) (268.637) (208.013)

LA 99 -194.879 -148.539 -33.752 LA 122 -814.688 254.196 2965.680***
(245.767) (351.277) (300.334) (1185.989) (1105.596) (891.674)

LA 100 427.832 415.242 389.460 LA 123 550.987** 545.863 513.707*
(363.074) (462.644) (417.461) (181.816) (279.714) (220.141)

LA 101 151.396 420.697 1119.113* LA 124 -32.298 -36.256 -36.856
(520.999) (511.524) (491.742) (201.420) (289.836) (233.970)

LA 102 -2.4e+03** -1.4e+03 1062.631 LA 125 -2.0e+03* -841.644 2263.372**
(892.272) (910.101) (808.123) (822.007) (810.120) (780.791)

LA 103 -386.039 -263.776 6.239 LA 126 280.995 275.563 269.461
(480.306) (481.456) (468.875) (216.493) (339.251) (283.795)

LA 104 691.999 800.734 1067.270 LA 127 1687.600 3133.197 6869.079***
(539.165) (587.512) (546.597) (1937.230) (1893.978) (1694.271)

LA 105 65.117 65.971 61.907 LA 128 -166.961 -34.480 231.409
(217.249) (292.661) (251.395) (359.082) (347.250) (341.421)

LA 106 687.236 839.115 1190.454 LA 129 1044.234** 1137.334** 1382.562***
(668.817) (616.990) (616.599) (360.557) (346.780) (309.264)

LA 107 -306.735 -302.592 -278.559 LA 130 1110.000 2077.864* 4202.277***
(200.844) (310.857) (267.195) (1040.089) (1018.023) (995.176)

LA 108 -1.1e+03** -914.657* -381.584 LA 131 3.284 46.223 168.947
(362.229) (453.006) (428.598) (258.538) (315.831) (284.136)

LA 109 326.127 406.412 567.559* LA 132 213.133 195.644 152.958
(260.645) (277.619) (229.569) (175.010) (260.788) (209.553)

LA 110 -30.465 17.456 134.233 LA 133 364.636 412.660 519.566
(291.879) (433.147) (384.046) (296.996) (360.823) (326.111)

LA 111 493.590 482.717 461.051 LA 134 17.617 25.093 37.438
(257.469) (324.400) (290.117) (196.612) (284.738) (237.464)

LA 112 129.254 126.472 125.186 LA 135 -1.6e+03** -1.3e+03* -698.264
(211.677) (291.901) (238.928) (540.376) (530.860) (512.062)

LA 113 424.605 486.556 617.764* LA 136 820.872 1002.661** 1407.277***
(255.414) (318.532) (288.170) (464.525) (385.703) (367.359)

LA 114 930.384** 956.291** 1013.465** LA 137 74.283 248.942 627.907
(322.111) (335.450) (319.854) (542.675) (517.608) (505.819)

LA 115 -67.875 79.114 404.985 LA 138 312.861 299.363 292.387
(438.285) (419.135) (403.742) (251.437) (332.771) (288.682)
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Cont’d Cont’d
(1) (2) (3) (4) (1) (2) (3) (4)

LA 139 708.777 1470.125 3211.715*** LA 162 -100.760 -90.664 -60.657
(897.716) (860.636) (889.708) (190.082) (284.503) (243.274)

LA 140 -161.543 -146.552 -123.689 LA 163 1173.517** 1289.850** 1553.524***
(269.848) (335.716) (302.190) (430.170) (419.553) (411.300)

LA 141 7.721 86.230 295.992 LA 164 658.301 1055.408 1879.935*
(276.663) (342.263) (311.221) (865.567) (903.352) (904.859)

LA 142 -3.9e+03** -2.5e+03 617.409 LA 165 2250.109*** 2828.780*** 4048.247***
(1412.599) (1394.077) (1601.540) (579.610) (606.085) (640.250)

LA 143 251.791 416.949 763.621** LA 166 -300.367 -129.768 238.075
(272.638) (308.980) (274.183) (373.045) (392.654) (358.987)

LA 144 706.023 716.481 729.432 LA 167 494.520 471.643 427.325
(399.065) (428.021) (399.007) (260.705) (324.963) (284.677)

LA 145 751.188 995.918* 1522.700*** LA 168 -98.811 -111.284 -134.402
(437.694) (459.341) (434.330) (179.888) (280.560) (222.870)

LA 146 272.190 243.740 180.361 LA 169 -4.0e+03*** -2.6e+03** 458.704
(165.966) (266.465) (206.707) (967.206) (956.438) (1021.665)

LA 147 -73.848 -40.503 64.555 LA 170 226.545 364.570 633.922
(193.591) (257.325) (219.009) (555.072) (559.829) (526.540)

LA 148 -1.9e+03 -963.345 1581.963 LA 171 171.894 433.802 1005.442*
(1118.116) (1012.120) (845.564) (585.058) (519.474) (497.998)

LA 149 -2.9e+03* -1.6e+03 2187.871* LA 172 819.536** 810.108* 790.963*
(1296.211) (1209.799) (1018.162) (267.432) (371.921) (320.632)

LA 150 -782.893** -661.343 -405.576 LA 173 187.279 240.602 386.471
(296.702) (351.838) (321.664) (261.951) (310.382) (262.551)

LA 151 -210.382 9.759 515.531 LA 174 269.078 283.074 305.612
(690.318) (634.972) (624.151) (205.699) (331.039) (261.872)

LA 152 1343.754* 1724.158** 2475.866*** LA 175 -2.6e+03* -1.5e+03 1075.526
(524.414) (606.843) (600.341) (1026.194) (1067.141) (1191.194)

LA 153 -1.4e+03** -865.306 500.478 LA 176 709.736* 714.626 730.058*
(479.915) (477.201) (483.936) (291.170) (365.623) (323.904)

LA 154 460.362 675.505 1191.631** LA 177 54.368 49.371 45.014
(396.143) (446.384) (429.362) (191.786) (307.181) (252.453)

LA 155 186.024 189.152 173.497 LA 178 517.203 625.436 891.073**
(179.509) (282.048) (218.661) (311.098) (356.864) (329.180)

LA 156 -2.5e+03 -790.222 3729.632* LA 179 639.429* 670.983** 750.192**
(1500.640) (1507.634) (1607.391) (299.704) (251.829) (237.066)

LA 157 -224.575 -103.010 191.154 LA 180 -1.1e+03 -462.396 823.279
(429.352) (479.414) (443.551) (666.601) (736.579) (775.931)

LA 158 1531.676 2397.445 4391.018*** LA 181 -355.497 -304.047 -164.751
(1342.315) (1257.743) (1201.606) (277.742) (346.165) (319.046)

LA 159 -1.3e+03 -83.803 2353.226** LA 182 418.827* 403.650 381.444
(766.657) (784.746) (775.983) (186.458) (248.730) (204.279)

LA 160 813.675** 846.532* 944.436** LA 183 292.881 285.180 269.316
(315.615) (346.809) (316.479) (179.323) (300.883) (244.790)

LA 161 691.894 1683.284 4132.885*** LA 184 -239.539 -180.154 -5.963
(971.209) (949.124) (818.241) (266.905) (295.981) (273.657)
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Cont’d Cont’d
(1) (2) (3) (4) (1) (2) (3) (4)

LA 185 1004.879* 1058.193* 1173.702** LA 208 -994.208 -449.530 967.981
(442.453) (467.412) (450.610) (819.454) (747.128) (693.235)

LA 186 1572.744** 1800.439*** 2382.530*** LA 209 163.660 165.612 194.791
(533.899) (444.359) (414.551) (193.952) (260.275) (212.731)

LA 187 465.407 483.771 525.627 LA 210 504.149 567.038 679.930
(358.570) (360.732) (333.753) (361.604) (420.433) (387.237)

LA 188 1902.151 3649.799* 7725.370*** LA 211 -803.461 90.408 2125.253**
(1803.399) (1800.271) (1800.018) (703.134) (711.476) (700.839)

LA 189 991.674*** 1070.388** 1210.486*** LA 212 910.434* 1076.680* 1443.559***
(279.301) (331.938) (280.522) (439.396) (429.829) (412.385)

LA 190 -42.300 -43.798 -38.270 LA 213 -145.674 132.582 719.949
(217.363) (275.954) (238.553) (370.011) (451.714) (420.508)

LA 191 18.523 -3.198 -55.149 LA 214 352.291 361.266 392.432
(193.432) (307.137) (232.686) (214.555) (288.885) (226.012)

LA 192 155.941 216.584 347.837 LA 215 1150.598** 1293.029* 1609.524**
(179.692) (276.578) (224.801) (442.853) (538.335) (504.576)

LA 193 -369.526 -269.447 -9.517 LA 216 -395.734 75.818 1165.523*
(298.911) (396.173) (362.345) (512.974) (566.205) (582.616)

LA 194 460.333 467.722 482.139 LA 217 2734.710* 3475.743** 5012.800***
(291.155) (327.436) (291.320) (1249.531) (1222.793) (1129.157)

LA 195 508.515 682.085* 1026.928*** LA 218 19.829 -3.385 -54.724
(310.506) (325.265) (280.942) (165.538) (273.761) (217.445)

LA 196 475.096* 478.961 499.993 LA 219 528.198 629.794 854.908*
(203.506) (312.901) (257.220) (399.767) (378.738) (357.915)

LA 197 348.840 474.124 745.455** LA 220 -466.105 -305.218 96.342
(246.031) (322.249) (284.020) (414.710) (485.199) (456.519)

LA 198 761.094* 796.254** 893.934*** LA 221 559.095* 572.861 608.665*
(309.523) (289.408) (263.044) (232.766) (314.949) (268.682)

LA 199 320.045 301.501 255.233 LA 222 317.822 289.225 228.711
(217.935) (338.493) (269.013) (205.979) (327.828) (270.040)

LA 200 -36.951 -13.127 31.182 LA 223 -562.673 33.044 1580.864**
(370.547) (358.790) (326.551) (535.467) (514.856) (510.721)

LA 201 -754.035 -90.862 1242.212* LA 224 252.582 223.629 162.345
(638.282) (599.421) (541.265) (202.827) (308.772) (232.562)

LA 202 168.167 194.709 292.849 LA 225 150.936 318.499 668.260**
(231.691) (259.589) (225.116) (260.110) (281.682) (243.811)

LA 203 472.680 735.286 1335.266** LA 226 232.370 205.160 148.814
(466.707) (452.268) (425.323) (180.228) (302.519) (241.698)

LA 204 1733.340** 2355.687*** 3661.484*** LA 227 346.268 320.048 264.484
(604.578) (596.036) (597.002) (245.493) (286.114) (267.091)

LA 205 189.717 262.087 376.267 LA 228 235.926 239.288 263.164
(312.603) (390.803) (355.953) (251.628) (267.130) (238.863)

LA 206 333.710 326.873 309.364 LA 229 381.892 471.303 674.228*
(268.377) (322.999) (286.531) (301.374) (350.319) (316.788)

LA 207 760.838** 846.550** 1005.028*** LA 230 129.116 332.943 742.931*
(277.614) (275.133) (238.712) (402.881) (354.121) (344.638)
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Cont’d Cont’d
(1) (2) (3) (4) (1) (2) (3) (4)

LA 231 -383.057 -242.289 133.334 LA 254 54.313 85.672 173.981
(445.620) (385.769) (378.825) (258.011) (253.422) (232.219)

LA 232 253.672 271.035 333.003 LA 255 544.079 565.629 609.492*
(206.851) (312.258) (257.966) (314.684) (307.642) (288.256)

LA 233 -214.808 -151.481 -10.626 LA 256 456.268 458.996 476.291
(315.519) (333.540) (310.232) (311.794) (305.365) (280.808)

LA 234 82.944 56.968 0.550 LA 257 419.631 545.788 869.955*
(176.011) (267.948) (204.577) (388.836) (386.884) (370.169)

LA 235 42.063 25.427 -9.239 LA 258 320.335 320.666 322.690
(186.085) (282.253) (237.969) (300.119) (336.170) (314.435)

LA 236 839.050* 1259.030** 2127.566*** LA 259 1198.910* 1312.281** 1601.069***
(426.635) (417.789) (402.066) (502.827) (484.808) (471.249)

LA 237 1158.739* 1609.370** 2515.629*** LA 260 231.192 205.538 152.176
(564.199) (612.045) (602.815) (270.756) (282.293) (262.596)

LA 238 465.112 485.544 539.355 LA 261 110.554 104.786 89.753
(316.317) (368.115) (330.911) (181.783) (296.660) (225.116)

LA 239 737.729 812.426 961.408 LA 262 1173.731 1861.846* 3430.025***
(451.283) (517.165) (497.662) (813.066) (735.758) (697.282)

LA 240 1127.841* 1212.957** 1420.054** LA 263 241.187 399.942 765.360**
(464.424) (431.206) (435.377) (300.508) (276.848) (243.976)

LA 241 -24.755 -3.424 39.473 LA 264 -2.0e+03 -757.772 2458.958*
(261.315) (266.342) (246.002) (1325.049) (1314.927) (1222.001)

LA 242 1304.292** 1369.908** 1543.190** LA 265 -666.515* -512.450 -170.323
(469.629) (523.945) (489.533) (299.976) (359.305) (327.705)

LA 243 1235.947 1674.373* 2683.191*** LA 266 -696.951 -498.443 -3.815
(882.311) (825.976) (761.603) (394.718) (484.580) (469.176)

LA 244 990.640*** 1096.735*** 1346.453*** LA 267 168.439 198.704 248.579
(295.641) (293.260) (269.288) (231.917) (280.904) (238.510)

LA 245 -383.379 169.877 1471.587** LA 268 427.859 446.862 480.300
(562.182) (527.981) (488.298) (269.602) (354.284) (313.199)

LA 246 536.421 580.594* 689.390** LA 269 168.478 147.187 109.444
(283.385) (260.883) (240.753) (236.283) (293.195) (265.276)

LA 247 880.378 949.942 1115.570* LA 270 9.006 77.155 206.608
(537.666) (518.193) (486.224) (322.713) (357.289) (314.100)

LA 248 1406.342** 1580.005*** 1971.889*** LA 271 435.440 542.486* 811.828**
(522.326) (466.381) (452.530) (291.127) (273.173) (246.951)

LA 249 -51.963 -56.409 -64.957 LA 272 226.377 234.043 257.404
(193.705) (277.636) (233.445) (240.952) (261.886) (235.337)

LA 250 998.740* 1223.414** 1745.560*** LA 273 975.170* 1185.814** 1627.353***
(389.488) (460.258) (441.519) (452.274) (426.137) (414.166)

LA 251 336.903 334.678 357.525 LA 274 478.170 548.993 724.614
(235.993) (310.577) (265.789) (386.652) (410.426) (390.634)

LA 252 -486.517 -210.584 422.687 LA 275 29.423 64.900 169.086
(487.466) (461.102) (436.387) (257.497) (259.213) (230.451)

LA 253 771.150* 914.211* 1252.590*** LA 276 463.430* 493.617 555.852*
(315.760) (389.796) (359.872) (213.424) (283.382) (240.490)
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Cont’d Cont’d
(1) (2) (3) (4) (1) (2) (3) (4)

LA 277 439.073 496.178 633.594* LA 300 -241.483 -197.495 -76.875
(280.930) (308.509) (281.966) (293.752) (328.658) (307.439)

LA 278 -1.2e+03* -764.232 226.401 LA 301 423.337* 427.944 454.335*
(554.512) (570.954) (534.550) (211.834) (249.352) (205.570)

LA 279 169.383 229.109 337.534 LA 302 486.989 608.119 919.969*
(393.347) (463.754) (447.010) (488.085) (409.702) (399.163)

LA 280 636.270* 744.019* 971.067*** LA 303 2258.273*** 2536.719*** 3138.112***
(305.696) (320.122) (289.437) (621.055) (635.599) (634.086)

LA 281 -1.3e+03** -866.810 205.364 LA 304 414.706 563.443 801.758*
(470.614) (453.107) (419.944) (315.505) (337.851) (311.393)

LA 282 713.617* 836.836** 1103.794*** LA 305 -2.2e+03 -845.470 2529.167
(328.879) (324.108) (291.362) (1344.252) (1317.182) (1406.473)

LA 283 -173.508 -156.019 -142.449 LA 306 -1.8e+03 -202.005 3921.607**
(213.299) (290.187) (251.419) (1771.938) (1705.045) (1446.866)

LA 284 70.579 95.247 162.526 LA 307 1156.931*** 1310.415*** 1620.023***
(228.400) (258.016) (216.723) (346.850) (347.957) (331.117)

LA 285 293.321 309.489 367.014 LA 308 222.444 377.935 728.209
(286.167) (356.953) (335.457) (512.434) (494.071) (490.607)

LA 286 475.492* 605.333* 857.322*** LA 309 -1.4e+03** -1.1e+03 -389.106
(242.511) (292.076) (256.368) (512.845) (590.770) (580.720)

LA 287 625.815 638.737 678.992* LA 310 -75.954 7.293 240.879
(338.998) (340.549) (319.854) (350.411) (350.088) (311.987)

LA 288 -158.811 -88.266 82.995 LA 311 -224.831 -151.822 63.149
(299.132) (279.032) (253.279) (344.140) (325.842) (313.848)

LA 289 303.189 331.542 393.857 LA 312 595.249 731.020 955.071
(272.397) (307.326) (269.006) (442.965) (551.007) (494.204)

LA 290 -94.987 -17.518 153.016 LA 313 1574.849* 1743.882** 2113.058***
(252.316) (291.287) (246.535) (643.956) (582.772) (569.948)

LA 291 115.471 205.746 416.223 LA 314 876.311* 1003.981** 1314.441***
(306.111) (278.129) (256.678) (340.879) (368.307) (334.500)

LA 292 191.961 445.397 894.670* LA 315 113.773 88.934 36.176
(489.536) (456.495) (436.017) (215.629) (248.393) (207.058)

LA 293 -143.372 -105.713 -19.405 LA 316 545.811 583.021 663.039
(342.182) (417.975) (395.617) (355.099) (363.321) (355.939)

LA 294 615.972** 671.609* 817.762*** LA 317 95.057 87.327 75.601
(219.005) (295.097) (237.580) (197.189) (258.992) (218.631)

LA 295 147.551 122.512 63.270 LA 318 214.234 268.806 410.899
(163.678) (291.452) (230.579) (323.045) (316.251) (303.485)

LA 296 141.874 115.113 59.880 LA 319 2371.529** 2567.631*** 3019.958***
(233.436) (286.719) (248.059) (730.920) (656.430) (650.052)

LA 297 1130.152 2321.089 5184.950*** LA 320 1567.584 3066.934 7185.144***
(1379.098) (1324.246) (1184.233) (1859.533) (1772.223) (1424.460)

LA 298 154.377 293.876 643.842** LA 321 712.962* 814.924* 1034.489**
(271.560) (271.789) (234.030) (325.095) (352.144) (318.421)

LA 299 1219.118*** 1309.725** 1539.670*** LA 322 1104.142 1358.930* 1993.634***
(335.876) (403.574) (356.408) (647.894) (583.967) (556.794)
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Cont’d Cont’d
(1) (2) (3) (4) (1) (2) (3) (4)

LA 323 90.671 145.790 306.297 2014.year 598.232*** 1401.088***
(365.079) (364.233) (353.740) (143.775) (145.793)

LA 324 348.891 610.735* 1275.432*** 2015.year 1323.433*** 630.646***
(348.002) (310.860) (280.782) (146.381) (158.238)

LA 325 962.615** 1020.160** 1167.359*** 2016.year 1869.448*** 1186.570***
(297.578) (326.728) (303.409) (170.995) (174.583)

LA 326 -750.514 -519.121 77.721 2017.year 1644.065*** 986.031***
(441.659) (474.755) (457.076) (175.177) (182.547)

LA 327 3.744 154.769 532.277* 2018.year 592.133*** -37.385
(249.619) (301.988) (266.708) (161.568) (207.743)

LA 328 638.506 968.295 1579.259** 2019.year 620.270*** 0.000
(556.333) (577.574) (556.695) (169.482) (.)

LA 329 524.335 645.007 911.362* post14 479.460**
(387.340) (407.599) (379.410) (170.201)

LA 330 -518.232 -426.410 -213.352 ERR*post14 0.244***
(326.567) (385.901) (365.828) (0.030)

LA 331 576.192 731.185* 1103.615*** Constant 261.028*** -116.658 -459.878 -610.025**
(297.352) (364.634) (334.096) (39.777) (158.509) (235.402) (195.793)

LA 332 -131.946 -19.672 220.688
(366.992) (446.629) (416.296) Observations 5360 5360 5360 5360

LA 333 -10.816 -31.839 -73.904 R squared 0.900 0.916 0.925 0.931

(181.470) (290.413) (238.768)
LA 334 561.221 581.722 635.449

(299.817) (400.059) (355.723)
LA 335 374.454 520.121 918.530***

(302.008) (276.953) (247.700)
2004.year 0.000 0.000

(.) (.)
2005.year -43.180 10.557

(89.499) (98.457)
2006.year 564.757*** 739.444***

(103.979) (104.680)
2007.year 35.929 335.367**

(103.810) (105.810)
2008.year -10.360 377.306***

(104.818) (105.707)
2009.year -85.056 367.527**

(118.640) (117.490)
2010.year -168.767 352.148**

(131.399) (126.030)
2011.year -51.211 590.675***

(127.460) (126.502)
2012.year -275.751* 456.388***

(138.169) (131.181)
2013.year -442.581** 406.868**

(146.806) (139.112)
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CHAPTER 6: CONCLUSION

6.1 Summary, limitations and further work

Migration decisions, including the transition from school to work, are usually taken at essential

crossroads in people’s lives and may have lasting consequences for the decision-maker and the

people around them. In four distinct yet interrelated essays, this thesis examines migration and

labour market transition for Ghana and UK. Particularly, this study looks at issues relating to the

decision to migrate, the impacts of networks and information on migration intentions, the transition

from school to work and migration measurement.

In the first essay, the study examines the effect of networks on migration intentions. Social networks

are essential in migration decisions. For instance, they help migrants secure jobs at destination

(Munshi, 2003; Patel and Vella, 2013), and reduce the costs (direct and psychic) of crossing a

border (Carrington et al., 1996). The connections at origin, on the other hand, have been to act

as an incentive to reduce the moves (see Munshi and Rosenzweig, 2016). However, the connections

between individuals and their networks are usually unobserved in the literature. Empirical studies

usually based their measure on broad measures of networks such as the share of households with

a migrant at the village (McKenzie and Rapoport, 2010) or the county level (Bertoli, 2010), or

the size of the diaspora in each destination country (see, for instance Beine et al., 2009; Beine

and Salomone, 2013). Drawing inspiration from Manski (1993) linear-in-means and using spatial

regression models, we estimate the effect of networks on migration intentions. The study uses a

survey data set on Ghanaian tertiary graduates who were transitioning from school to work at the

time of the survey.
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We learn from the first essay that networks (peer) significantly impact migration. We also learn

about some significant differences between men and women. The peer effect is more pronounced

for men than it is for women. We also find that variables like religion, family background and

having a friend or family abroad are significant determinants of migration intentions. We find that

an individual’s affiliation to religion (Christianity) and individuals with a family or friend abroad

exert a direct effect on individual migration intentions and an indirect effect (spillover effect) on

their peers. The spillover effect we find indicates the relevance of a social multiplier or a key player

concept (see Glaeser et al., 2003) in the migration literature.

The first essay contributes to the migration networks literature by offering further empirical evidence

on the determinants of intention to migrate. We provide evidence for Ghana, a country in sub-

Saharan Africa, as one of the world regions where there is a higher incidence of human capital

flight (see Docquier and Rapoport, 2012). Our essay also provides some key contributions to the

literature. First, using unique survey data, we apply the peer effect analysis to understand the

impact of the network effect on migration intentions. The literature recognises the difficulty in

estimating network effects because of omitted variable bias problems and data limitations. We

contribute to the literature by examining direct connection to a network which is usually not

observed in most literature (see Bertoli and Ruyssen, 2018). Existing empirical evidence is mostly

based on broad measures of networks (see McKenzie and Rapoport, 2010; Bertoli, 2010; Beine et al.,

2009; Beine and Salomone, 2013). Second, our application of the spatial econometric literature to

identify the impact of the network on migration decisions is novel. This application allows us to

disentangle endogenous and exogenous effects on migration intentions (see Lee, 2007).

The first essay had some limitations. The first limitation is the assumption that the existing network

of interactions between agents is known in our data, which may not hold in reality and for different

reasons. The data we use only has information on a sample of the population and the links between

them, but not on individuals outside the sample and their connections. Secondly, the network in

our data may be measured with errors. Even if the network of relationships is well measured in

our data, there could be imperfect knowledge of the network of interactions. Blume et al. (2015)

indicates that peers of peers who are not peers in an observed network can be peers in real life.
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That is given the clustering and transitivity in social networks. Friends of friends are more likely

to have some direct relationship which may not necessarily be so with our data.

In the second essay, the study analyses the effect of information on migration intentions. We

conduct a randomised control trial based on access to a migration app that provides comprehensive

migration-related information. We argue from the premise that access to reliable information is

essential for potential migrants to make informed decisions about their departure, migration routes,

and means of travel and to better ensure their safety (see Manchin and Orazbayev, 2018; Epstein

and Gang, 2006; Beine et al., 2009). However, most studies tend to treat the role information as

an extension of the human capital notion of ’investment’ by the migrants (Davies et al., 2001).

To analyse the effect of information on migration decisions, we conduct a field experiment in

Ghana. We randomly assigned some tertiary graduates who were at the time doing their one-

year mandatory National Service program into control and intervention groups. The intervention

group were introduced and encouraged to install a migration app developed by the International

Organisation for Migration (IOM) on their smartphones. The migration app was intended to

provide the intervention group with information about migration. The equivalent control group

received their intervention during the second wave of the data collection. We estimate the difference

in means of the outcome between the treatment and comparison groups one year later.

The second essay contributes to the migration literature in several ways. First, we study the causal

effect of information on migration intentions. Evaluating the effect of information on migration

decisions is difficult. There has been relatively limited quantitative research that tries to analyse

the effect of information on migration decisions. Most studies usually treat information as an

extension of the human capital investment (Davies et al., 2001; Halfacree, 2004). Second, our study

contributes to field experiment literature. The engagement in experimental research has been

limited (Baláž and Williams, 2017). Nevertheless, there are some exceptions (see Stillman et al.,

2015; Chand and Clemens, 2019; Ambler et al., 2015) with the strongest engagement being natural

experiments (see McKenzie et al., 2010; McKenzie and Yang, 2010), which has its limitations in

terms of control over the experiment.
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What was learned from the second essay is that changing the information available to individuals

changes their intentions to migrate. We also learn of differences between men and women regarding

the receipt of information and how it ultimately affects their intention to migrate. We also learn

that the region of residence affects how individuals process information received. For instance, our

experiment increased the intention to migrate for the Ashanti regional sample more than it did

for the Greater Accra regional samples. We also learn that as much as information is a crucial

determinant of migration decisions, economic conditions are relevant in actualising such intentions.

One limitation of the second essay is the impact of the Covid-19 pandemic on our second sweep of

the data collection exercise. The health pandemic caused lots of disruption, affecting the response

and attrition.

In the third essay, we study the transition from school to work among tertiary graduates, returning

to data for Ghana, paying attention to the effect of internship on early labour market outcomes.

Using data on tertiary graduates who completed their program of study in 2018 and completed

their one-year mandatory National service, we investigate the effect of internship experience during

tertiary education on early labour market outcomes. Being mindful of the potential threat posed by

the non-random assignment of students into internships, we account for the possible endogeneity

of internships using a two-stage least squares IV approach. We use the share of people in the

individual’s university degree programme that completed an internship as an instrument. Our

results suggest that internship experience mainly reduces labour market success immediately after

entering the labour force.

The third essay contributes to the literature on student work experience and labour market out-

comes by providing evidence of a causal effect of student internship experience in firms on early

labour market success. Our study complements the extensive empirical literature on the returns

of schooling by estimating the local average treatment effects of student internship experience on

early labour market success for tertiary graduates.

We learn from the third essay that graduates with internship experience were less likely to be

invited for a job interview. We also discovered that graduates who did an internship experienced

259



a more extended job search period and were more likely to be in jobs that did not match their

degree qualifications. In further investigations, using survival analysis, we find that unemployment

duration is exacerbated after the sixth month for those with an internship experience. However,

for those who are successful in obtaining employment, they earn a higher wage than those who did

not undertake internships. Our findings are also of good interest to university students, educators,

employers and policymakers.

We could not estimate the longer-term effects because of data limitations. We only observed

individuals’ immediate entry into the labour market as such, we do not have information on the

individuals at least two years after their entry. We also do not have information on the size, sector,

and reputation of the firm or institution at which the internship was carried hence our findings

only present suggestive evidence of the relevance of potential mechanisms. Hence, whether the

returns vary by internship quality and firm characteristics and the extent and relevance of various

possible mechanisms are left for future research. Despite these caveats, we were able to provide the

causal effect of student internship experience on early labour market success, which most empirical

literature ignores.

In the final essay, we outline the shortcomings of existing migration measures for the UK and

develop an alternative, comprehensive one. We explore whether an alternative source of information

regarding the local area immigrant population - the electoral roll ’register’ could help improve the

accuracy and reliability of published local area migration figures for the UK. Our approach identifies

similarities between migration estimates from the Annual Population Survey, the decennial Census

and the electoral register. We focus on European Union (EU) immigrants in England and Wales.

We employ descriptive statistics and regression to compare the EU immigrants’ estimates from

the three data sets. We estimate a panel fixed effect regression to quantify the extent to which

the electoral register counts and the annual population survey estimates move in tandem. We

explore further to understand individual local authority characteristics that affect the degree of

correspondence between the annual population survey and the electoral register.

The final essay makes two main contributions. First, we contribute to the economic measurement

literature by examining the potential for practitioners to triangulate flow data from the electoral
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register with flow data from the annual population survey. Our essay also directly addresses the

objectives of ESCOE and ONS’s broader objectives relating to economic statistics. Our study also

enhances international migration statistics and offers more clarity on an area traditionally difficult

to measure for many countries – local area-level statistics. The study improves our understanding

of key economic statistics and enhances population statistics. The third essay is relevant to key

political and policy priorities of government and great public interest. It, therefore, offers huge and

wide-ranging potential benefits to ONS and the government.

What was learned from the final essay is the fact that the electoral register can be a helpful

tool to improve the measurement of migration statistics in the UK. The electoral register offers

complementary and helpful information on regional figures and trends and appears reasonably close

to 2011 figures from the decennial Census. Across various indicators, we find that the electoral

register is most closely aligned with the census estimates suggesting that the electoral register

may be better at capturing the local area stocks of EU migrants in the country than the annual

population survey. UK regional dispersion of immigration is better measured through the electoral

register than the annual population survey. We also find evidence to suggest that a range of local

authority characteristics influences the degree of correspondence between the annual population

survey and the electoral register.

The two main limitations of the final essay relate to data access and data quality. Measuring inter-

national migrant flows is very complex, particularly when measuring immigration in the UK and is

an area that traditional survey data sources may not fully capture. Fortunately, the availability of

administrative data can significantly contribute to our understanding of migration measurement;

however, access to micro-level data is difficult due to data protection issues. Administrative data

can also have serious data quality issues, including missing information. The electoral register has

its challenges. We find evidence of inconsistency in the register data around the time of changes to

the law on electoral registration in 2014 which hinders cross-time comparisons before and after this

date. Nevertheless, we find sufficient evidence to warrant further investigation of the usefulness of

the electoral roll as a supplementary measure of migration statistics.

The analysis carried out in this thesis thus suggests some critical issues about life course transitions.
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First, the transitions from school to work and international migration are not isolated from other

life course trajectories. Two, international migration decisions, like much of human behaviour, rely

on what other people are doing. Third, information plays a crucial role in migration decisions.

People’s life aspirations and awareness of opportunities elsewhere increase when access to informa-

tion improves. Thus, the underlying assumption that people, when maximizing their utility, enjoy

full access to information is a limiting assumption. Fourth, job-market signalling is vital given

the increased complexity of today’s relationship between education and work. Finally, measuring

migration stock and flow can give us an idea about assimilation and integration.
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Van Kempen, R. and Şule Özüekren, A. (1998). Ethnic segregation in cities: new forms and
explanations in a dynamic world. Urban studies, 35(10):1631–1656.

Wahba, J. and Zenou, Y. (2005). Density, social networks and job search methods: Theory and
application to egypt. Journal of Development Economics, 78(2):443–473.

Wasserman, S., Faust, K., et al. (1994). Social network analysis: Methods and applications. Cam-
bridge University Press.

Weiss, F., Klein, M., and Grauenhorst, T. (2014). The effects of work experience during higher
education on labour market entry: learning by doing or an entry ticket? Work, employment and
society, 28(5):788–807.

Whelan, B. J. and Keogh, G. (1980). The use of the Irish electoral register for population estimation.
Economic and social review, 11(4):301–317.

Whitehead, A., Hashim, I. M., and Iversen, V. (2005). Child migration, child agency and intergen-
erational relations in Africa and South Asia. In international conference, Childhoods: Children
and Youth in Emerging and Transforming Societies, Oslo, Norway, volume 29.

Willekens, F., Massey, D., Raymer, J., and Beauchemin, C. (2016). International migration under
the microscope. Science, 352(6288):897–899.

Wilson, R. (2021). Moving to jobs: The role of information in migration decisions. Journal of Labor
Economics, 39(4):1083–1128.

Wilson, R. (2022). Moving to economic opportunity the migration response to the fracking boom.
Journal of Human Resources, 57(3):918–955.

Wooldridge, J. M. (2016). Introductory econometrics: A modern approach. Nelson Education.

Zaiceva, A. (2014). The impact of aging on the scale of migration. IZA World of Labor.

280

https://data.worldbank.org/country/GH
https://data.worldbank.org/country/GH


Zlotnik, H. (2003). Migrants’ rights, forced migration and migration policy in africa. In Conference
on African migration in comparative perspective, Johannesburg, South Africa, pages 4–7. Citeseer.

281


	ABSTRACT
	DEDICATION
	ACKNOWLEDGEMENTS
	LIST OF FIGURES
	LIST OF TABLES
	INTRODUCTION
	Motivation: migrant networks, education and economic development
	Research questions
	Data overview
	Empirical context of Ghana
	Ghana National Service scheme
	Brief description of methods
	Summary of main findings
	Some policy suggestion
	Structure of the thesis

	SOCIAL NETWORKS AND MIGRATION INTENTIONS OF GHANAIAN GRADUATES
	ABSTRACT
	Introduction
	Related literature
	Empirical strategy
	The linear-in-means model
	The spatial regression model(s)

	Data
	Data
	Descriptive statistics
	Social networks
	Weighting matrix

	Results
	Determinants of migration intention
	Robustness and sensitivity analysis
	Determining the impact of social (spatial) spillovers

	Conclusion
	Appendices

	DECIDING TO MIGRATE: A FIELD EXPERIMENT AMONG TERTIARY GRADUATES IN GHANA
	ABSTRACT
	Introduction
	Related literature
	Conceptual framework
	Background and experimental design
	Background
	Experimental design
	Details of treatment

	Data and empirical Strategy
	Baseline data
	Attrition, non response
	Empirical strategy

	Results
	Intent-to-treat analysis
	Heterogeneity in information spillovers

	Discussion
	Conclusion
	Appendices

	WHY BOTHER: INTERNSHIPS AND EARLY LABOUR MARKET OUTCOMES OF TERTIARY GRADUATES IN GHANA
	ABSTRACT
	Introduction
	Background: Education system and National Service Scheme
	Mandatory one year National Service
	Economic growth and the Ghana labour market

	Effects of internships on labour market outcomes
	Internships in the Ghanaian context

	Data and empirical strategy
	Data
	Variables
	Empirical strategy

	Results
	Sample selection bias
	Impact of internship on early labour market outcome
	Additional analysis: Survival rates in unemployment

	Conclusion
	Appendices

	IMMIGRATION STOCKS AND FLOWS
	ABSTRACT
	Introduction
	Related literature
	Data and methodology
	Electoral register as an additional source for immigration statistics
	Estimation

	Results
	EU immigration pattern
	EU estimate at the local authority level
	Residential segregation
	Residential segregation over time
	Panel fixed effect estimations

	Discussion
	Conclusions
	Appendices

	CONCLUSION
	Summary, limitations and further work

	References

