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Understanding the customer behaviours behind transactional data has
high commercial value in the grocery retail industry. Customers generate
millions of transactions every day, choosing and buying products to satisfy
specific shopping needs. Product availability may vary geographically due to
local demand and local supply, thus driving the importance of analysing trans-
actions within their corresponding store and regional context. Topic models
provide a powerful tool in the analysis of transactional data, identifying top-
ics that display frequently-bought-together products and summarising trans-
actions as mixtures of topics. We use the Segmented Topic Model (STM)
to capture customer behaviours that are nested within stores. STM not only
provides topics and transaction summaries but also topical summaries at the
store level that can be used to identify regional topics. We summarised the
posterior distribution of STM by post-processing multiple posterior samples
and selecting semantic modes represented as recurrent topics. We use linear
Gaussian process regression to model topic prevalence across British territory
while accounting for spatial autocorrelation. We implement our methods on
a dataset of transactional data from a major UK grocery retailer and demon-
strate that shopping behaviours may vary regionally and nearby stores tend to
exhibit similar regional demand.

1. Introduction. In the grocery retail industry, millions of transactions are generated
every day by customers that choose and buy products to fulfil one or more needs. Transac-
tions typically contain few products out of thousands of available items, reflecting the unseen
customer motivations. For instance, customers go to the grocery retailers to buy foods for
breakfast, ingredients to cook a roast dinner or popular products for a barbecue. Identifying
customer behaviours provides insights into high-resolution shopping patterns that may help
retailers to maximise efficiency while delivering value to all stakeholders.

Customer motivations may be driven by geographical effects, i.e., showing product com-
binations that are only relevant at specific stores. For example, a store in Scotland may offer
products from local brands and/or products that are part of the local cuisine; these products
might not have the same popularity in other further constituent countries in the UK. In re-
sponse, retailers customise product assortments to include locally supplied products and to
fulfil local demand. Thus, we cannot generalise the prevalence of customer behaviours over
a large territory without accounting for spatial variation.

In the UK, spatial analysis has been previously applied to grocery retail data to study store
catchment and store performance. For example, Sturley, Newing and Heppenstall (2018) used
an agent-based model to extract key consumer behaviours about shopping frequency, shop-
ping mission, store choice and spending. Davies, Dolega and Arribas-Bel (2019) applied a
spatial interaction modelling (SIM) technique, to create catchment areas and investigate the
spatial variation on competition, sales area, trade intensity, among other factors. With a SIM
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approach, Newing, Clarke and Clarke (2015) forecasted store patronage and store revenues in
two English regions. Waddington et al. (2018) explored spatiotemporal fluctuations of store
sales and catchment areas. Berry et al. (2016) examined workplace geographies and census
statistics to investigate store trading characteristics in inner London. However, none of the ex-
isting literature investigates spatial variations of customer behaviours by modelling product
combinations directly.

On the other hand, regional food consumption has been discussed in anthropological and
sociological works. For instance, Kuznesof, Tregear and Moxey (1997) found that ‘regional
foods’ are perceived as ‘regional products’ or ‘regional recipes’, which are associated with
high-value, speciality, or hand-crafted products and with dishes that require home preparation
and cooking. Groves (2005) defined ‘regional food’ as the food of a particular area of the
country, often representing a regional speciality. However, these studies were not carried out
using transactional data, but instead employed market research methods such as focus groups
and questionnaires.

This paper identifies regional topics and their geographical distributions exploiting gro-
cery transactions in a Bayesian modelling framework. Regional topics represented as prod-
uct combinations reflect customer behaviours, which may help retailers launch marketing
campaigns, customise store assortments and layout, and may also support the prediction of
thematic composition for new stores. Besides, geographical resolution of shopping patterns
may aid the investigation of eating habits driven by social and cultural factors that otherwise
rely on expensive ad hoc studies. Thus, our overarching goal is to identify combinations of
products in high demand in specific areas and to determine their spatial prevalence, char-
acterising customer behaviours from different regions and constituent countries of the UK.
To this end, two main ingredients are needed: a model for capturing customer behaviours
through transactional data, combined with a model that captures the spatial distribution of
these customer behaviours.

Customer behaviours can be modelled through topic modelling (TM) applied to transac-
tional data of product combinations. TM is a scalable statistical framework that was originally
introduced to analyse and summarise large collections of text corpora. In retail analytics, TM
allows describing transactions and groups of transactions as probabilistic mixtures of top-
ics, which are distributions over a fixed product assortment. Different topics exhibit different
combinations of products with high probability, expressing different customer behaviours.
Topic models have been applied to model customer behaviour over highly aggregated prod-
uct assortments (Christidis, Apostolou and Mentzas, 2010; Hruschka, 2014; Jacobs, Donkers
and Fok, 2016; Hruschka, 2016; Schroder, 2017), but were only recently applied to transac-
tional data at the full product resolution (Vega-Carrasco et al., 2020; Hornsby et al., 2019).

We capture topics with geographical variability by accounting for the dependency of trans-
actions on store-specific product assortment, i.e., transactions can only contain products that
are available at their associated stores. Modelling this dependency implies a hierarchy in
which stores are one level above transactions. Without store hierarchy, regionally purchased
products would be drowned out by the sheer volume of nationally supplied products, ham-
pering the identification of regional topics. Thus, we apply the segmented topic model (STM)
(Du, Buntine and Jin, 2010), which enables the identification of product combinations within
the store context. STM provides topic distributions, transaction-specific topical mixtures,
and store-specific topical mixtures. Topic distributions describe products that are frequently
bought together with high probabilities, reflecting different customer behaviours. Topical
mixtures summarise purchased products according to their topical composition, i.e., a very
popular topic in a store-specific topical mixture would show a high probability.

We characterise the spatial distribution of regional topics using linear Gaussian Process
regression (LGPR) (Banerjee, Carlin and Gelfand, 2014; Cressie and Wikle, 2015; Williams
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and Rasmussen, 2006) on store-specific topic probabilities, modelling topical prevalence over
the UK. LGPR accounts for store meta-data and the geographical proximity between stores,
both of which STM does not account for. Specifically, we employ a spatial Gaussian process
within a linear model on regional covariates, where spatial dependence is represented by the
square exponential covariance function. LGPR allows us to identify and characterise variation
in the topic probabilities, which are explained by spatial autocorrelation as well as regional
covariates. We demonstrate that the LGPR approach naturally achieves a better out-of-sample
predictive behaviour than a linear model by borrowing information from neighbouring stores
while affording an interpretable model with quantifiable uncertainty.

Fully integrating STM and LGPR by assuming a Gaussian Process distribution over store-
specific topical mixtures, is feasible but computationally prohibitive. The joint model would
be similar to the correlated topic model (Blei and Lafferty, 2006) with two layers of topi-
cal mixtures and a covariance matrix defined over geographical distance. We do not pursue
this approach as the non-conjugacy of the Gaussian Process poses a challenge for posterior
inference. Instead, we feed an LGPR with a topical posterior summary obtained from STM,
taking advantage of the closed form Gibbs sampler of STM

Summarising the posterior distribution of STM is needed but it is not an easy task. Topic
models are often highly multi-modal, resulting in topics that may not reappear among pos-
terior samples (Chuang et al., 2015; Rosen-Zvi et al., 2004). Here, we summarise posterior
topic distributions by identifying thematic modes following the clustering methodology in
Vega-Carrasco et al. (2020). This methodology fuses topic distributions from multiple poste-
rior samples to identify recurrent topics and their associated uncertainties. Topics are grouped
into clusters, which are represented by their average distribution, named clustered topics, and
by their cluster size, named recurrence. Users evaluate subsets of clustered topics and select
a posterior topical summary depending on generalisation and quality metrics.

This paper is organised as follows: STM and LGPR are introduced in Sections 2 and
3. Regional topics in British grocery retail transactions are presented in Section 4. Spatial
analysis of regional topics is discussed in Section 5. Finally, we conclude and summarise our
findings in Section 6.

2. Topic modelling. Topic modelling was originally introduced to automatically organ-
ise, understand, and summarise large collections of text corpora. Latent Dirichlet Allocation
(LDA) (Blei, Ng and Jordan, 2003; Blei, 2012) is one of the most popular topic modelling
techniques, which represents documents as mixtures of topics, and topics as distributions over
a fixed vocabulary. The segmented topic model (STM) (Du, Buntine and Jin, 2010) extends
LDA to include hierarchical structure within documents, thereby STM represents documents
as collections of paragraphs (segments). Both documents and paragraphs are represented as
mixtures of topics, where a paragraph-specific topical mixture derives from its document-
specific topical mixture. LDA and STM interpret documents as bags of words, disregarding
word order.

STM has not been applied in retail analytics to the best of our knowledge, but instead has
been mainly used in text applications. For instance, STM has been used to match experts
with questions Riahi et al. (2012) and to analyse multi-aspect sentiment in customer reviews
Lu et al. (2011). We apply STM in the context of grocery retail data, interpreting stores as
documents, transactions as segments and topics as distributions over a fixed assortment of
products. Transaction-specific topical mixtures derive from the corresponding store-specific
topical mixture. Thus, transactions and stores share the space of latent topics. The bag of
words assumption organically fits the grocery retail domain since products are registered at
stores without an inherent order.

In the standard LDA model, topics display products that are frequently purchased together.
If a product is frequently purchased in few stores (and rarely purchased due to unavailability
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or low preference in the majority of stores), then the product is unlikely to rank highly within
a topic. Thus, analysing retail data through LDA might overlook topics that reflect regional or
local customer behaviours. In contrast, STM can harness meta information of store hierarchy
over transactions. Thereby, product co-occurrence is relative to store context and transactions
taking place at the same store are expected to exhibit more similar topical mixtures than
transactions from other stores.

2.1. Segmented topic model. STM (Du, Buntine and Jin, 2010) consider the following
hidden variables: topic distributions, store-specific topical mixtures and transaction-specific
topical mixtures. In detail, K topic distributions, [¢1, ....¢ k], are sampled from a Dirichlet
distribution governed by hyperparameters 3; each ¢ is a V/-dimensional vector, and V' is the
size of the product assortment. D store-specific topical mixtures, 61, ..., p, are sampled from
a Dirichlet distribution governed by hyperparameters «; each 6 is a K —dimensional vector.
P transaction-specific topical mixtures, 11 g, ...,Vp 4, are sampled from a Poisson-Dirichlet
Process distributed with discount parameter «a, strength parameter b and base measure 6;
each v is also a K-dimensional vector.

STM follows a generative process in which each transaction is created by sampling prod-
ucts from topics, which are also sample from a transaction-specific topical mixture. This gen-
erative process has two steps. First, a topic assignment z,, ;, 4 is sampled from a transaction-
specific topical mixture v, 4. Second, a product w,, , ¢ is sampled from the assigned topic
distribution ¢, ., where n is the n*" item in transaction p in store d. Mathematically,

¢, ~ Dirichlet(3)
04 ~ Dirichlet()
(1) Vp.a~PDP(a,b,0,)
Zp,p.d ~ Multinomial (v, 4)
W, p,d ~ Multinomial(¢., ),

The Poisson-Dirichlet process (PDP) (Buntine and Hutter, 2010; Ishwaran and James,
2001; Pitman and Yor, 1997) is a generalisation of the Dirichlet Process, also called the
Pitman-Yor process. PDP is useful to handle conjugacy between Dirichlet and Multinomial
distributions.

2.1.1. Inference. PDP has a useful representation called the Chinese restaurant process
(CRP) (Aldous, 1985). CRP follows an intuitive analogy in which a Chinese restaurant with
infinite fable capacity receive customers who choose to sit around an occupied table or to
open a new table; customers sitting around the same table share the same dish. Interpreting
the CRP in the retail context, customers are products and dishes are customer behaviours;
thus products that fulfil the same customer need are grouped around the same topic. Note
that customers and dishes are linked through tables and a dish can be served by multiple
tables. Thus, the CRP introduces ‘table counts’, constrained latent variables £, that represent
the number of tables serving the same dish.

Marginalising transaction-specific variables v introduces the constrained latent variables £
and leaves the store-specific variables # in conjugate form. Integrating out topic distributions
¢ and topical mixtures 6, v, the joint conditional distribution of STM is:

p(z,w,t|a,B,a,b) =

(2) H BetaK(a + Ep tp7d) H (b|a)zk tp.d,k H SNk\p,d H BetaV(B + Nk)

tp.dk,a

Betag (o) o (b)N, . i P Betay (93)
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where ¢, 4 is the table count for transaction p, store d and topic k. Betag (o) is the
K —dimensional beta function that normalises the Dirichlet distribution; t,, 4 = [t 4.1, .-, tp.d. K]
is a X —dimensional vector of table count; (z|y)y denotes the Pochhammer symbol; N, 4
size of transaction p in store d; Sﬁa is a generalised Stirling number; Ny, 4 number of topic
assignments of topic & in transaction p in store d. Betay (3) is V' dimensional beta function
that normalises the Dirichlet distribution; Ny = [Ny, ..., Ny|g; -, Ny i) is a V —dimensional
vector of term counts, which is the number of products of type v assigned to topic k. Detailed
definitions of the Pochhammer symbol and generalised Stirling number are explained in Du,
Buntine and Jin (2010).

Due to the intractable computation of marginal probabilities, the posterior distribution of
latent variables cannot be computed directly. Thus, inference of STM is solved by a Gibbs
sampler. Du, Buntine and Jin (2010); Buntine and Hutter (2010) proposed a Gibbs sampler
algorithm, which samples topic assignments and table counts. Later, (Du, Buntine and Jin,
2010; Buntine and Hutter, 2010) proposed a more effective algorithm that jointly samples
topic assignments and ‘table indicators’ for each term. Table indicators are constraint vari-
ables that reconstruct table counts through summation. We use this block Gibbs sampler
algorithm in our application of STM. See Appendix D for more inference details.

The block Gibbs sampler algorithm does not explicitly sampled topics ¢, stores-specific
topical mixtures 6 or transaction-specific topical mixtures v. Instead, hidden variables are
approximated using a posterior sample s of topic assignments and table counts. Then, hidden
variables are approximated by their conditional posterior means:

. a4+t 4k
3) o =E0; |t )= %’
atd ikt dk

S S S
Npar =Xt ak doptparxatb

@) Uar=FEWS 2’1" a,b) = + 04k ;
P P b+ N3, b+ Ny,
~ By + N
6)) Drw = E(r, | 2°,8) = BNy Ng’“,

where a = 31 ay, and where =3V 3,,.

2.2. Summarising topic distributions. Summarising the posterior distribution of a topic
model is challenging because the posterior distribution is often highly multi-modal; resulting
in posterior samples that capture different semantic modes. Thus, component-wise posterior
averaging may merge topic distributions that respond to different semantic concepts. In addi-
tion, topics that capture different semantic modes may appear and disappear across posterior
samples of MCMC chains (Chuang et al., 2015; Rosen-Zvi et al., 2004).

In response, we follow the methodology described in (Vega-Carrasco et al., 2020) to con-
struct a summary of topical modes using multiple posterior samples from various MCMC
chains. The methodology clusters topics using a bottom-up hierarchical clustering method.
At each step, the algorithm finds the pair of clusters with the lowest cosine distance and
merge clusters if their topic distributions come from different samples. The algorithm keeps
merging clusters up to a cosine distance threshold. Each resulting cluster is represented by
the average topic distribution, named clustered topic, and by the number of topics gathered
in the same cluster, named cluster size. Cluster size is a measure of recurrence and denotes
(un)certainty, i.e., a topic that has occurred in every posterior sample is highly recurrent,
showing no uncertainty.



2.3. Evaluation of clustered topics. Depending on the cosine distance threshold, the
clustering algorithm produces a set of clustered topics, which can be selected according to
their recurrence. Thus, multiple subsets of clustered topics can be formed by varying cosine
distance threshold and recurrence (setting a minimum cluster size).

We evaluate each subset of clustered topics on 4 aspects: generalisation or predictive power
of a subset of topics, coherence of individual topics, the distinctiveness of a topic with respect
to the other topics in the same posterior sample, and credibility of a topic with respect to the
topics from other posterior samples.

Topic coherence, distinctiveness and credibility are measured as described in (Vega-
Carrasco et al., 2020). Model generalisation, however, is measured by the perplexity of un-
seen transactions given topics, store-specific topical mixtures and PDP parameters:

log P(w/, | ®,604,a,b)

(6) Perplexity = — N ,
where w/, is a set of products in a held-out transaction at store d, N’ is the number of products
in w/,, ® = [p1,¢2,...,¢K] the set of inferred topics, 8 is the store-specific topical mixtures

associated to store d, a and b are the PDP parameters.
We aim to select a subset of clustered topics that shows low perplexity, gathering topics
that are coherent, distinctive and credible (low uncertainty).

3. Linear Gaussian process regression. According to Tobler’s first law of geography
(Tobler, 1970): ‘everything is related to everything else, but near things are more related
than distant things’. Thus, we expect that nearby stores show similar shopping patterns and
that some specific patterns may be limited to particular geographical areas. STM does not
take into account store location or proximity between stores. Although a topic model that
simultaneously accommodate store hierarchy over transactions and store location would be
mathematically possible, it would be computationally prohibitive at the level of resolution of
interest. Instead, we use the summarised posterior distributions of topics obtained from STM
and take a spatial modelling approach to capture their geographical structure and regional
behaviour.

3.1. Model. A linear regression with a spatial process is defined as:

(7) Y=XB+n+e,

where Y is the dependent variable, X is the matrix of p covariates associated with locations
S1,...,8n, 3 is a p-dimensional fixed effect, n is a spatial process, which captures spatial
residual, and € is an independent process, which models pure error, also known as the nugget
effect.

The spatial process 7(s1),...,7(s,) is distributed as a zero-mean Gaussian process
GP(0,Cy,) with positive definitive covariance matrix C;,. Residuals £(s1), ...,e(sy,) are as-
sumed 7id with €(s;) ~ N (0, 02). Thus, observations are distributed as:

®) Y~ N(XB,%),

where ¥ = C, + 021.
Here, we use the positive definitive square exponential covariance function,

dist(s;, s;)?
22 > ’

where parameters o and p control the amplitude and length-scale of the spatial dependence,

respectively. dist(s;,s;) is a measure of distance between locations.

9 Cr(si,sjlo, p) :042€Xp<—
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3.2. Methods. Linear Gaussian process regression specified in equation 7 is fitted using
Stan (Carpenter et al., 2017). Stan is a state-of-the-art platform for statistical modelling and
high-performance statistical computation. Stan facilitates Bayesian inference by gradient-
based sampling techniques such as Hamiltonian Monte Carlo methods (Betancourt, 2017)
and variational inference (Blei, Kucukelbir and McAuliffe, 2017). In our study, the inference
is computed by the default Stan algorithm No-U-Turn Sampler (NUTS) (Hoffman and Gel-
man, 2014). NUTS is an extension of the Hamiltonian Monte Carlo (HMC) algorithm that
effectively explores the parameter space by avoiding retaking previously sampling paths in a
U-turn style.

3.3. Predictions. Predicted topic probabilities Y* = [Y*(s1),..., Y*(s,,)] at new loca-
tions s, ..., s, are distributed as:

(10) Y*|Y,3,0,X* X ~ N(X*B + X X (Y — XB3), 202 — X1 571! Z12),

where X* is the matrix of p covariates at the new locations. Here, Y11 is the covariance matrix
of s1,...,8, locations, X195 = X9 the covariance matrix between sy, ...,s, and sy, ...,s;, and
Y99, covariance matrix of s7,...,s.

Note that expected topic probabilities E(Y*) are computed by two quantities. The first
quantity is obtained by multiplying the covariate matrix by the fixed effects as in multiple
linear regression. The second quantity pulls the expected value at a new store towards the

values of the nearby stores if spatial dependence is significant.

4. Identifying regional grocery topics. We analyse grocery transactions from a major
retailer in the UK. Transactions are sampled randomly, covering 100 nationwide superstores
between September 2017 and August 2018. Transactions with less than 3 products are filtered
out. The training data set contains 36,000 transactions and a total of 392,840 products and the
test data set contains 3,600 transactions and a total of 38,621 products. Transactions contain
10 products on average. The product assortment contains 10,000 products, which are the
most monthly frequent, ensuring the selection of seasonal and non-seasonal products. We
count unique products in transactions, disregarding the quantities of repetitive products. For
instance, 5 loose bananas count as 1 product (loose banana). We do not use an equivalent
of stop words list (highly frequent terms), as we consider that every product or combination
of them tell different customer needs. We disregard transactions with fewer than 3 products
assuming that smaller transactions do not have enough products to exhibit a regional topic.
No personal customer data were used for this research.

4.1. STM posterior summary. We explore STM with 100 topics to capture as many top-
ics as possible without making inference too computationally prohibited. As shown in (Vega-
Carrasco et al., 2020), a topic model with 100 topics identifies a variety of customer be-
haviours in the domain of our application. Exploring STM with a smaller or larger number
of topic is out the scope of this paper.

We use symmetric priors with hyperparameters « = 1000/ K and 3, = 0.01, and PDP
hyperparameters b = 3.0 and a = 0.5. We run four MCMC chains for 100,000 iterations with
a burn-in of 80,000 iterations, samples were recorded every 5,000 iterations, obtaining 20
thinned posterior samples (five samples for each chain). MCMC trace plots are presented in
Appendix A, where the convergence is satisfactory.

Posterior topic distributions are summarised by clustering a bag of 2,000 topics obtained
from the aforementioned 20 posterior samples. As shown in Appendix C, we observe that
the subset formed with a minimum cluster size 10 (which represent 50% of the samples) and
a cosine distance threshold > 0.35 show greater coherence, credibility and generalization,
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concurring with Vega-Carrasco et al. (2020). Based on these results, we choose this subset
which contains 104 clustered topics.

Store-specific topical mixtures are then obtained by training STM with the identified 104
clustered topic distributions. The inference process goes as described in Section 2.1.1, but
only Equations 3 and 4 are updated. A MCMC chain runs with a burn-in period of 1,000
iterations, recording posterior samples with a thin of 500 iterations. The MCMC trace plot in
Appendix B shows satisfactory convergence. We collect 30 posterior samples which are then
averaged to estimate store-specific topical mixtures for 500 stores across the UK.

4.2. Interpreting topic distributions. We interpret six out of the 104 clustered topics as
they capture a clear, interpretable regional pattern. The remaining topics show ubiquitous
distributions over the UK. We interpret topics by analysing the product descriptions of the 15
products with the largest probabilities. Topics are manually named after the regional pattern
or customer preference reflected on the product descriptions. Note that the illustrated topics
appeared consistently across the 20 posterior samples (size = 20), indicating low posterior
uncertainty.

Product descriptions in Figures 1a, 1b and lc suggest foods supplied locally and local
brands associated to Scotland, Northern Ireland and Wales. For instance, the Scottish topic in-
cludes ‘Scottish-branded skinless sausages’ and ‘Scottish-branded potato scones’, the North-
ern Irish topic shows the ‘North Ireland semi-skimmed milk’, ‘white potatoes packed in North
Ireland’, and the Welsh topic contains ‘Welsh jacket potatoes’ and ‘Welsh-branded bread’.
Hence, we name the Scottish topic, Northern Irish topic and Welsh topic after the nationality
that their product descriptions suggest.

Figures 1d and le show a variety of products such as types of milk, types of bread, fruits
and vegetables, etc. Close inspection of product descriptions such as ‘oven bottom muffin’,
‘fruit teacake’, and ‘potato and meat pie’ in Figure 1d, and ‘pork pies’ and ‘scotch eggs’
in Figure le may reveal a regional topic when regional expertise is available. Since these
product descriptions do not provide interpretations that can be directly associated with spe-
cific regions, we momentarily name these topics ‘Mixed basket I’ and ‘Mixed basket 1.
Figures 1f shows ‘organic’ quality foods, indicating a specific customer preference, however,
the topic does not suggest any specific regional pattern.

Interpreting topic descriptions is not sufficient to identify geographically driven shopping
motivations, reinforcing the need for exploring store-specific topical mixtures.
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(a) Scottish (b) Northern Irish (c) Welsh

NPMI = 0.26 Size = 20 NPMI = 0.31 Size = 20 NPMI = 0.18 Size = 20
0.0904  BRITISH S/SKIMMED MILK 2.272L, 4 PINTS 0.0851 NORTHERN IRELAND S/SKIMMED MILK 2 LTR 0.0873  BRITISH S/SKIMMED MILK 2.272L, 4 PINTS
0.0449  BRITISH WHOLE MILK 2.272L, 4 PINTS 0.0327 NORTHERN IRELAND WHOLE MILK 2 LTR 0.0284  BRITISH WHOLE MILK 2.272L, 4 PINTS
0.0331 XXX TOASTIE SLICED WHITE BREAD 800G 0.0324 BANANAS LOOSE 0.0233  RIPE BANANAS 5 PACK
0.0278  SC-XXX CRISPY MORNING ROLL 0.0263 NORTHERN IRELAND S/SKIMMED MILK 3 LTR 0.0226 XXX WELSH WHITE POTATO 2.5KG
0.0272 XXX MEDIUM SLICED WHITE BREAD 800G 0.0227 XXX SOFT WHITE MEDIUM BREAD 800G 0.0175 WHITE TOASTIE THICK BREAD 800G
0.0218 BRITISH S/SKIMMED MILK 1.13L, 2 PINTS 0.0192 NORTHERN IRELAND S/SKIMMED MILK 1 LTR 0.0172 XXX SPREAD 500 G
0.0183 RIPE BANANAS 5 PACK 0.0175 RIPE BANANAS 5 PACK 0.0162 WE-XXX WHITE THICK SLICED LOAF 800G
0.0163 XXX SLIGHTLY SALTED SPREADABLE 500G 0.0169 WHITE POTATOES 2KG PACKED NI 0.0155 CLOSED CUP MUSHROOMS 300G
0.0153 SC-XXX POTATO SCONES 6 PK 0.0159 MEDIUM FREE RANGE EGGS 6 PACK 0.0134 XXX LAGER 18X440ML
0.0148 SC-XXX SCOTTISH PLAIN WHT BRD 800G 0.0146 NI-XXX PANCAKES 6 PACK 0.0129 XXX WELSH BABY POTATO 1KG
0.0125 SMOKED BACK BACON RASHERS 300G 0.0146 NI-XXX NAVAN POTATOES 2KG 0.0125 WE-XXX JACKET POTATOES 700G
0.0118 XXX TOASTIE WHITE SMALL BREAD 400G 0.0129 BUNCHED SPRING ONIONS 100G 0.0114 FREE RANGE EGGS MEDIUM 6 PK
0.0116 WAFER THINHONEY ROAST HAM SLICES 125G 0.0126 PANCAKES 8PK 0.0109 WE-XXX WHITE MEDIUM SLICED LOAF 800G
0.0106 SC-XXX MACARONI CHEESE 250G (L) 0.0125 CLOSED CUP MUSHROOMS 300G 0.0108 SMOKED BACK BACON RASHERS 300G
0.0105 SC-XXX ORIGINAL SMOKED PORK SAUSAGE 200G 0.0124 BROWN ONIONS 3PK 385G 0.0101 XXX ORANGE JUICE SMOOTH 1.6 LTR

(d) Mixed basket I (e) Mixed basket II (f) Organic

NPMI = 0.26 Size = 20 NPMI = 0.28 Size = 20 NPMI = 0.35 Size = 20
0.0594  BRITISH S/SKIMMED MILK 2.272L, 4 PINTS 0.0726  BRITISH S/SKIMMED MILK 2.272L, 4 PINTS 0.0426  ORGANIC FAIRTRADE BANANAS 6 PACK
0.0403 XXX TOASTIE SLICED WHITE BREAD 800G 0.0524  BRITISH S/SKIMMED MILK 1.13L, 2 PINTS 0.0404  ORGANIC CARROTS 700G
0.0318 XXX CRUMPETS 6 PACK 0.0257 CLOSED CUP MUSHROOMS 300G 0.0262  ORGANIC BRITISH S/SKIMMED MILK 4 PINTS
0.0171 XXX MEDIUM SLCD WHT BRD 800G 0.0252  WHITE BAGUETTE 400G 0.0243  MIXED SIZED ORGANIC EGGS 6 PACK
0.0169  NE-XXX OVEN BOTTOM MUFFINS 6 PACK 0.0223  BANANAS LOOSE 0.0183 ORGANIC GALA APPLES 630G
0.0167 BRITISH WHOLE MILK 2.272L, 4 PINTS 0.018 XXX CRUMPETS 6 PACK 0.0164 ORGANIC BRITISH S/SKIMMED MILK 2 PINT
0.0163  IRISH-XXX 8 THICK PORK SAUSAGES 454G 0.0179 XXX ORIGINAL SPREAD 500 G 0.0146  ORGANIC BROCCOLI 300G
0.0154 XXX SLIGHTLY SALTED SPREADABLE 500G 0.0144 6 HOT CROSS BUNS 0.0136 ORGANIC WHITE POTATOES 1.5KG
0.0147 PREMIUM JACKET POTATOES 4 PACK 0.0136 TIGER BAGUETTE 400G 0.0132 ORGANIC UNSALTED BTTR 250G
0.014  UNSMOKED THICK CUT BACK BACON 300G 0.0134 XXX SOFT WHITE THICK BREAD 800G 0.0125 RIPE & READY TWIN PACK AVOCADOS
0.0136 UNSMOKED BACK BACON RASHERS 300G 0.0122 XXX SALTED SPREADABLE 500G 0.0124 ORGANIC HOUMOUS 200G
0.0135 WHITE BATON 0.0114 XXX MATRURE CHEDDAR CHEESE 550 G 0.0121 READY TO EAT LARGE AVOCADOS EACH
0.0131 XXX TOASTIE WHITE SMALL BREAD 400G 0.0114 BRITISH SALTD BLOCK BUTTER 250G 0.0111 ORGANIC SMALL BANANAS 6 PACK
0.0126 XXX WHITE SLICED SANDWICH ROLLS 6 PACK 0.011 PREMIUM 12 PORK BRITISH CHIPOLATAS 375G 0.0108 ORGANIC BRITISH WHOLE MILK 4 PINTS
0.0108 EGG CUSTARD TARTS 4 PACK 0.0103 BRITISH CRUMBED HAM SLICES 125 G 0.0106 RASPBERRIES 150G

Fig 1: Most probable products in grocery regional topics. Each topic is interpreted using the
15 products with the largest probabilities. Probabilities and products are sorted in descending
order. General brand names have been replaced by XXX. Local brands in North Ireland,
Scotland, Wales and North of England have been replaced by NI- XXX, SC-XXX, WE-XXX,
NE-XXX. NPMI and size are measures of topic coherence and recurrence.

4.3. Mapping topical mixtures. Interpreting product descriptions may reveal the exis-
tence of regional topics, i.e., the Northern Irish/ Scottish/ Welsh topic. Topic interpretations
may dismiss regional topics that exhibit products that are not directly linked with specific ar-
eas. Thus, we visualise the store-specific topic probabilities at the store’s location, aiming to
find topics with a regional pattern. We link store postcodes with location coordinates through
querying stores’ postcodes in the lookup table from the Office for National Statistics (Of-
fice for National Statistics). Figure 2 shows the topic probabilities of the six clustered topics
mapped across the UK.

Figures 2a, 2b, 2c clearly confirm that the Scottish, Northern Irish and Welsh topics are
more likely in their respective constituent countries. More interestingly, Figure 2c shows
the prevalence of the Welsh topic over neighbouring regions. Figure 2d shows high topic
probabilities concentrated in the North West and surrounding regions, and Figure 2e shows
high topic probabilities in the central and southern English regions. We rename both topics
as North and Centre and South and Midlands due to their cross-regional prevalence. Figure
2f, which maps the Organic topic, shows significant probabilities concentrated in London.

In comparison to the Scottish, Northern Irish and Welsh topics, interpretations of the most
probable topics in the North and Centre, South and Midlands and Organic topics do not
easily suggest a geographical pattern. Mapping the store-specific topic probabilities aids the
analysis and identification of topics with spatial patterns.

4.4. STM vs LDA. STM shows two advantages over LDA. Firstly, STM provides topical
summaries for stores, by including the store hierarchy above transactions. Secondly, and less
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Fig 2: Topic probabilities of clustered grocery topics in the UK. Purple and yellow points
reflect the largest and smallest topic probabilities, respectively.

obvious, STM discovers topics that are relevant within their store context. In comparison,
LDA finds products that are frequently bought together across all transactions. Thus, a prod-
uct combination that is only frequent in few stores may not be shown among LDA topics. The
ability to capture store-specific topics is key to our subsequent spatial modelling analysis.
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We compare the 104 STM clustered topics (HC-STM-100) against the posterior sum-
maries of the LDA model with 100 and 200 topics. The posterior summaries of LDA were
obtained using the same training data and following the clustering methodology in Vega-
Carrasco et al. (2020). The posterior summary of LDA with 100 topics (HC-LDA-100) gath-
ers 96 clustered topics and the posterior summary of LDA with 200 topics (HC-LDA-200)
gathers 198 clustered topics.

(a) HC-STM-100 vs HC-LDA-100 (b) HC-STM-100 vs HC-LDA-200
1 i ST 1
i L | L W
HAR E TR D IR R NS TR H
21 w 211 e e Lom e v — iy .
4] Q
% a|E E - s @ 411 L] B2 b u---".u._\..-..'._n-- . 8
g - 3z
[%) - —- - 4]
] 2
< [v] —~
€ 22Ny s memee S 611 . z ATy
= thima + s = s AT T e TR = it ) S =
E - Tt ] T s 0 AR SRR TRl
T oa . 13. .;E H g 811 — - "
L1ID UL g fees DRI, It eI Tal) e
R ) i L - § ar - A s aar =l TETY.
_ i " ] R A - TR T B l
0], 101 ll : _IIIII. HIF N ”. Illl. I1‘
1 21 1 61 81 1 21 41 61 81 101 121 141 161 181
HC-LDA-100 clustered topics HC-LDA-200 clustered topics
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Fig 3: Cosine similarity between clustered topics obtained from posterior summaries of STM
with 100 topics and LDA with 100 and 200 topics. Topics have been aligned following a
greedy algorithm that at each step searches and pairs topics (that have not been paired) with
the highest cosine similarity.

Figure 3a shows the cosine similarity between (HC-STM-100) 104 clustered topics and
(HC-LDA-100) 96 clustered topics. Clustered topics are ordered to visualise high similarities
in the diagonal. As observed, the majority of clustered topics are identified in both models,
STM and LDA, with high cosine similarity > 0.7. Figure 4a shows that 70% of the (HC-
STM-100) clustered topics are found among HC-LDA-100 clustered topics, and 85% of the
HC-LDA-100 clustered topics are found among the HC-STM-100 clustered topics with high
similarity. For instance, the Northern Irish topic is found in both models with high cosine
similarity (0.97). As depicted in Figure 5a, Northern Ireland related products rank in the top
15 products in both topics. The Organic topic was also found among HC-LDA-100 clustered
topics with high cosine similarity (0.95).

We also compare the 104 STM clustered topics against the 198 LDA clustered topics
obtained from summarising LDA posterior samples of 200 topics. This comparison allows
identifying the regional topics that were not caught in LDA samples with 100 topics. For in-
stance, the Scottish topic described in Figure 1a, is not found in the HC-LDA-100 subset, but
it is found in the HC-LDA-200 subset with a cosine similarity of 0.83. As observed in Figure
3b, the majority of the 104 clustered topics are found among the (HC-LDA-200) 198 LDA
clustered topics with high cosine similarity (> 0.7). However, Figure 4b shows that there are
still some STM clustered topics that do not match with any of the LDA clustered topic with
high similarity. For example, the Welsh topic described in Figure 1c, is not found in either
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(a) HC-STM-100 vs HC-LDA-100
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Fig 4: Distributions of the maximum cosine distance obtained from each cosine similarity
matrix in Figure 4. Figure 4a plots maximum cosine distances between clustered STM topics
(HC-STM-100) against the posterior summary of LDA with 100 topics (HC-LDA-100) (left);
and from HC-LDA-100 to HC-STM-100 (right). Figure 4b plots maximum cosine distances
between HC-STM-100 against the posterior summary of LDA with 200 topics (HC-LDA-
200) (left); and from HC-LDA-200 to HC-STM-100 (right).

of the two subsets of LDA clustered topics. The Welsh topic and the closest clustered topic
in HC-LDA-200 (with 0.67 cosine similarity) are listed in Figure 5b; as observed, few prod-
ucts are shared by the topics but Welsh products are not described in both topics. The North
and Centre topic and the South and Midlands topic were not found among the HC-LDA-200
clustered topics either. Perhaps, these regional topics would appear among posterior samples
of a larger LDA model, i.e., LDA with 300 topics; however, increasing the model complexity
is not only more computationally expensive but also less efficient since topics tend to show
less distinctiveness (Vega-Carrasco et al., 2020).

In summary, three out of the six regional topics are identified by STM and the other three
regional topics are identified by both STM and LDA models. One of these topics was captured
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(a) The Northern Irish topic in STM and LDA.

Clustered STM

Clustered LDA

.NORTHERN IRELAND S/SKIMMED MILK 2 LTR
NORTHERN IRELAND WHOLE MILK 2 LTR
.BANANAS LOOSE
NORTHERN IRELAND S/SKIMMED MILK 3 LTR
. XXX SOFT WHITE MEDIUM BREAD 800G
NORTHERN IRELAND S/SKIMMED MILK 1 LTR
.RIPE BANANAS 5 PACK
.WHITE POTATOES 2KG PACKED NORTHERN IRELAND
.MEDIUM FREE RANGE EGGS 6 PACK
. NI-XXX PANCAKES 6 PACK
NI-XXX COUNTRYNAVAN POTATOES 2KG
.BUNCHED SPRING ONIONS 100G
PANCAKES 8PK
.CLOSED CUP MUSHROOMS 300G
BROWN ONIONS 3PK 385G

NORTHERN IRELAND S/SKIMMED MILK 2 LTR
BANANAS LOOSE

NORTHERN IRELAND WHOLE MILK 2 LTR
NORTHERN IRELAND S/SKIMMED MILK 3 LTR

XXX SOFT WHITE MEDIUM BREAD 800G

RIPE BANANAS 5 PACK

WHITE POTATOES 2KG PACKED NORTHERN IRELAND
NI-XXX COUNTRYNAVAN POTATOES 2KG

NI-XXX PANCAKES 6 PACK

CLOSED CUP MUSHROOMS 300G

PANCAKES 8PK

SALAD TOMATOES 6 PACK

NORTHERN IRELAND S/SKIMMED MILK 1 LTR
MEDIUM FREE RANGE EGGS 6 PACK

JAFFA CLEMENTINE OR SWEETEASY PEELER 600G

(b) The Welsh topic in STM and its most similar topic in LDA

Clustered STM

Clustered LDA

. BRITISH S/SKIMMED MILK 2.272L, 4 PINTS
BRITISH WHOLE MILK 2.272L, 4 PINTS
.RIPE BANANAS 5 PACK

XXX WELSH WHITE POTATO 2.5KG
. WHITE TOASTIE THICK BREAD 800G

XXX SPREAD 500 G

. WE-XXX WHITE THICK SLICED LOAF 800G
.CLOSED CUP MUSHROOMS 300G

. XXX LAGER 18X440ML

. XXX WELSH BABY POTATO 1KG

WELSH JACKET POTATOES 700G

.FREE RANGE EGGS MEDIUM 6 PK

XXX WHITE MEDIUM SLICED LOAF 800G
.SMOKED BACK BACON RASHERS 300G
XXX ORANGE JUICE SMOOTH 1.6 LTR

BRITISH S/SKIMMED MILK 2.272L, 4 PINTS
BRITISH WHOLE MILK 2.272L, 4 PINTS
UNSMOKED BACK BACON RASHERS 300G
CLOSED CUP MUSHROOMS 300G
SMOKED BACK BACON RASHERS 300G
XXX 8 THICK PORK SAUSAGES 454G

XXX TOASTIE SLICED WHITE BREAD 800G
UNSMOKED THICK CUT BACK BACON 300G
SMOKED THICK CUT BACK BACON 300G
XXX MEDIUM SLICED WHITE BREAD 800G
MARIS PIPER POTATOES 2.5KG

XXX MIXED SIZED EGGS 10 PACK

XXX PUDDING 4 SLICES 230G

BRITISH S/SKIMMED MILK 1.13L, 2 PINTS
WHITE TOASTIE THICK BREAD 800G

13

Fig 5: Comparison of topics identified in STM and LDA posterior samples. Highlighted prod-
ucts appear in both topics. While the Northern Irish topic is clearly identified by both models,
the Welsh topic is only found by the STM model.

by a larger LDA model. STM shows its strength over LDA by identifying more regional
topics.

5. Modeling regional prevelance. We aim to model topic probabilities across stores
in the UK by constructing a linear model with fixed effects associated with the constituent
countries of the UK (Wales, Scotland, Northern Ireland) and the nine English regions, and
imposing spatial dependency though a Gaussian process that captures residual spatial associ-
ation as defined in Equation 7. In this manner, we can quantify the significance of a topic to
a region or constituent country. This administrative division was chosen assuming that each
country and region would broadly show differences in customer behaviour. Analysis over
other subdivisions is possible, but it is out of the scope of this paper.

The dependent Varial:lle Y}, is the logit transformation of the store-specific k" topic prob-

~ ~

abilities [0s, k.05, k; ---, 05, k], given by:

~ ~

(11) Y), = logit([0s, 1, Os, k-, Os, &),

where each 55 . is the average probability over 30 posterior samples of the k" topic at store
location s; from Section 4.1. For simplicity, we assume independence among topic proba-
bilities and model each topic separately, i.e., for each topic, a linear model is constructed.
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However, topic probabilities of a topical mixture are not independent of each other since they
need to sum to 1.

The logit transformation not only avoids predicting nonsensical values (i.e., topic prob-
abilities > 1 or < 0), but also aids the visualisation of topic probabilities that cannot be
appreciated in the original scale. For instance, Figure 6 (left panel) highlights stores in the
South West that are not noticed in Figure 2c.

The covariate matrix X is defined by dummy variables responding to the constituent coun-
tries: ‘North Ireland’, ‘Scotland’, ‘Wales’; and the English regions: ‘North East’, ‘North
West’, “Yorkshire and the Humber’, ‘East Midlands’, “West Midlands’, ‘South West’, ‘South
East’, and ‘East Anglia’, where ‘London’ is the reference category.

The spatial distance dist(s;, s;), which define covariance between stores Cy)(s;, s;), is cal-
culated by firstly finding the latitude-longitude coordinates associated with the store’s post-
code, secondly computing the distance between pair of coordinates using the Haversine for-
mula (Robusto, 1957). The Haversine formula provides accurate approximations of distance
for locations over large areas. Postcode coordinates are queried from the postcode lookup
table from the Office for National Statistics (Office for National Statistics). Spatial distance
is measured in kilometres.

We complement the Bayesian hierarchical model with weakly informative priors: o2 ~
halfN(0,1), 5~ N(0,10); o ~ N(0,2), and p ~ IG(2,50).

Parameters of the linear Gaussian process regression are estimated with Stan, using 2
MCMC chains which run for 2,000 iterations, 1,000 burn-in iterations, and a thin of Aﬁve
iterations. Convergence of MCMC chains is satisfactory with scale factor reduction R =
0.998.

5.1. Prevalence of regional behaviours in the UK. Table 1 shows posterior summaries of
the linear Gaussian process regression. The intercept can be interpreted as how likely (in logit
scale) a topic is at a store in London and vice versa. Positive average coefficients indicate
that the topic is more likely than in London. Average coefficients that are highlighted in
red correspond to non-zero 95% credible intervals with 0 > upper bound, and bold average
coefficients correspond to non-zero 95% credible intervals with 0 < lower bound.

Unsurprisingly, the Scottish, Northern Irish and Welsh topics show positive average co-
efficients with non-zero credibility intervals for the respective constituent countries. This
indicates that their topic probability largely increases for stores in Scotland, North Ireland
and Wales, respectively.

Interestingly, Wales’s and Scotland’s neighbouring regions show positive average coeffi-
cients with non-zero credibility intervals, i.e., North East and North West to the Scottish topic
and West Midlands and South West to the Welsh topic. As shown in Figure 6 (central panel),
probability estimates (in logit scale) of the Welsh topic for stores in West Midlands and
South West are greater than the probability estimates of the Welsh topic at stores in further
regions. Moreover, the Gaussian process captures spatial residual distinguishing the stores in
the neighbouring regions that are close to Wales from the stores (in the same regions) that are
at further distances, as demonstrated in Figure 6 (right panel).

The coefficients for the North and Centre topic clearly show that the topic is more likely
in the North West, North East, Yorkshire and West Midlands and is less likely in Northern
Ireland and Scotland. On the other hand, the coefficients for the South and Midlands show
that on average the topic is more likely in the southern and central English regions; however,
only the coefficient of East England has a non-zero 95% credibility interval.

The Organic topic shows a different pattern, its average coefficients are negative; this in-
dicates that the probability of the Organic topic is on average lower than the average topic
probability in London. In other words, the Organic topic is more likely in London than in any
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TABLE 1
Regression parameters for regional topics Red/bold mean estimates for coefficients with non-zero credibility
intervals that decrease/increase the topic probability, respectively.

Northern Scottish Welsh North South Organic
Irish and Centre and Midlands

Parameter Avg. SE Avg. SE Avg. SE Avg. SE Avg. SE Avg. SE
Intercept -104 002 | 952 0.03 -89  0.04 | -634  0.04 -442 0.02 | 462 0.05
Northern Ireland | 8.67 0.03 | -0.72  0.04 -1.44  0.07 | -4.11 0.05 -5.77 0.03 | -1.25  0.06
Scotland 0.19 002 | 6.84 0.04 -1.12 0.05 | -1.93 0.04 -1.82 0.03 | -1.34  0.06
Wales -04  0.03 | -0.57 0.03 563 007 | 039 0.04 -227 0.03 | -1.27  0.06
North West 0.15  0.03 1.54 0.04 0.1 0.08 33 0.05 -099  0.03 | -1.91 0.06
North East -0.86 0.04 | 3.27 0.05 -0.33  0.08 | 3.05 0.06 -125  0.04 -2.5 0.07
Yorkshire 0.04  0.03 1.08 0.04 -043  0.05 | 2.98 0.06 -043  0.03 | -1.68 0.05

West Midlands -0.15  0.02 | -024  0.03 1.89 0.07 1.95 0.05 026 003 | -1.01 0.05
East Midlands -0.47  0.03 0.68 0.04 0.67  0.05 1.45 0.05 031 006 | -1.47 0.05

East Anglia -0.27  0.02 | -0.28 0.03 -0.38  0.05 | -0.31 0.04 099 002 | -1.03 0.05
South East -0.21 0.2 0.56 0.03 -0.25  0.04 | -1.07 0.04 066 002 | -051 0.05
South West -0.26 0.2 -0.1 0.03 1.26  0.05 | -0.64 0.04 0.71 0.03 | -0.02 0.05

Length-scale p 63.85 595 | 9207 1995 | 5531 132 | 51.32 1553 | 50.23 384 | 34.67 3.13
Amplitude o 0.13  0.01 0.3 0.03 1.04 0.01 0.74 0.02 023  0.01 0.86  0.02
o 0.78  0.01 1.38 0.01 1.43  0.01 1.37 0.01 1.15  0.01 1.58  0.01

-10.0 -8.0 -6.0 -4.0 -10.0 -8.0 -6.0 -4.0 -1.00 0.00 1.00 2.00 3.00
Topic probability (in logit scale) Fixed effects' estimate (XB) Spatial estimate (n)
Fig 6: Welsh topic: (left panel) observed topic probabilities in logit scale; (central panel)
probability estimates (in logit scale) using only fixed effects; (right panel) spatial residuals
captured by the Gaussian process.

other region or constituent country; however, the coefficients show 95% credible intervals
containing zero, suggesting that the regional effect may not be significant.

The covariance parameters length-scale p and amplitude o model the covariance between
stores, which is stronger when the spatial distance is smaller than p and when « is signifi-
cantly larger from zero. The Welsh and the Organic topic show strong covariance as depicted
in Figure 7. On the other hand, the Northern Irish topic and the Scottish topic show small
values of « indicating weak covariance functions.
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Fig 7: Covariance function of the Welsh topic and Organic topic. Lines are computed with
posterior samples of o and p.

5.2. Linear Gaussian process regression vs Linear regression. Here, we compare mean
squared error and the log of the probability density on held-out data obtained from model
topic prevalence using linear Gaussian process regression (LGPR) and the linear regression
(LR). We will show that the former model retrieves more accurate estimates and better pre-
dictive likelihood by modelling residual spatial effect.

Table 2 shows that LGPR improves the prediction of topic probabilities of the Welsh,
English-Northern and Centre, South and Midlands and Organic topics. The difference be-
tween the mean squared error of these topics is statistically significant at the 0.05 level,
indicating that the Gaussian process provides significant model improvement. Similarly, the
log predictive likelihood of the four aforementioned topics is significantly better at the 0.05
level. On the contrary, the LGPR doesn’t show significantly improved predictions of the
Scottish and Northern Irish topics. The difference of their mean squared errors is not statis-
tically significant at the 0.05 level; however, the LGPR shows significantly better predictive
log-likelihood at the 0.05 level.

TABLE 2
Comparison of the linear Gaussian process regression (LGPR) vs linear regression (LR). Ippd: log posterior
predictive density on test data. p-values are computed for the pointwise difference of the two methods at each
observation in the test set.

Northern Scottish Welsh English-North | English-South Organic
Irish and Centre and Midlands
LR: MSE (SE) 0.64 (0.001) 2.16 (0.004) 3.18 (0.006) 3.36 (0.007) 1.65 (0.004) 3.39(0.007)
LGPR: MSE (SE) | 0.63 (0.001) 2.15 (0.004) 2.64 (0.005) 3.24 (0.004) 1.62 (0.003) 3.18 (0.006)
p-value 0.5877 0.1664 0.0000 0.0000 0.0000 0.0000
LR Ippd (SE) -298.3 (0.30) | -450.2(0.25) | -499.1 (0.23) | -513.5(0.31) -418.8 (0.38) -506 (0.26)
LGPR Ippd (SE) -296.5 (0.28) | -449.3 (0.26) | -476.9 (0.26) | -504.9 (0.43) -412.6 (0.40) | -493.9 (0.27)
p-value 0.0000 0.0169 0.0000 0.0000 0.0000 0.0000

Examining LGPR residuals in Figure 8, we still observe spatial patterns that are not cap-
tured by the Gaussian process. For example, concentrations of underestimated probabilities
around North West in Figure 8a, around the centre of Scotland in Figure 8b, around South
West and East Anglia in Figure 8c; and overestimated probabilities around South East in Fig-
ure 8b. Further work could explore the Gaussian process with non-stationary covariance to
capture local spatial patterns.
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(a) Welsh topic (b) North and Centre topic (c) Organic topic

60 40 2 a0 60 40 20 20 40 40 20

o 00 2 00 00 20
Residuals (¢) Residuals () Residuals ()

Fig 8: Residuals of modelling the Northern Irish/ North and Centre/ Organic topic with
LGPR.

6. Conclusions. In this paper, we showed that STM is powerful in the analysis of trans-
action retail data, identifying topics that characterise various customer needs, particularly,
those that reflect regional demand. STM harnesses store structure, describing transactions
and stores as topical mixtures. More importantly, STM can identify regional topics that oth-
erwise would be overseen by the widely used topic model, the LDA. Aggregating multiple
samples of the posterior distribution and selecting topic modes allow the identification of
certain and meaningful topics, achieving better data representations and capturing posterior
variability. Topic analysis, through LGPR, quantifies regional effects and captures spatial de-
pendence through the squared exponential covariance function. Further work could explore
the analysis of spatial topics using other geographical hierarchies such as middle layer su-
per output areas (MSOAs) and non-stationary models such as the non-stationary Gaussian
process in Heinonen et al. (2016), which may capture local spatial residuals.
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APPENDIX A: MCMC CONVERGENCE OF STM WITH 100 TOPICS

We evaluate four Markov chains of STM with 100 topics. Markov chains are run for
100,000 iterations with a burn-in period of 80,000 iterations. Log-likelihood is measured
at every 10 iterations. We calculate the potential scale reduction factor using 8,000 samples.

le6 STM with 100 topics
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Fig 9: Markov Chains of STM with 100. Potential scale reduction factor R:1.07.

APPENDIX B: MCMC CONVERGENCE OF CLUSTERED STM TOPICS

We run STM with 104 clustered topics known a priori for 1,500 iterations and burn-in
period of 1,000 iterations.
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Fig 10: Markov Chain of STM with 104 clustered topics known a priori. Potential scale
reduction factor R : 0.998.
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APPENDIX C: CLUSTERING OF STM TOPICS.

(a) Generalisation

(b) Coherence
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Fig 11: Evaluation of subsets of clustered topics. Subsets are formed with combinations of
minimum cluster size and cosine distance thresholds. Horizontal lines and dotted lines show
the average measures (+ one standard error) of the STM posterior samples. Subsets of clusters
formed with a minimum cluster size of 10 show greater coherence and credibility, and the
subsets formed with a cosine distance threshold larger than 0.3 show better generalisation
(in comparison to the average generalisation of the STM posterior samples). Subsets with a
minimum cluster size of 10 show less distinctive clustered topics, which might result from
filtering out distinctive but uncertain topics. A cosine distance threshold larger than 0.35
cosine distance does not significantly improve perplexity.

APPENDIX D: BLOCK GIBBS SAMPLER

Chen, Du and Buntine (2011) proposes a block Gibbs sampling algorithm that jointly
samples topic assignments and table indicators, leading to a more efficient sampling method.
Table counts are not sampled, instead reconstructed by summation of the table indicators.

N
(12) =Y unls—t,
n=1

Using the table indicator representation, the PDP posterior distribution is:

|
p(zt]a.b,0) =[] s =—p(zul a,b.0),

(13) L —1)
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responding to t,(zi’;'t), sitting arrangements.
The joint distribution of topic assignments and table indicators can be obtained by using
Equation 13 in Equation 2 resulting in:

(14)
p(z,w,t | o, 3,a,b) =

BetaK(a—i-Zptpd) (b\a)z t N todk!(Npdk —tpdr) Betay (8 + Ng)
H 5 H k Up,d,k H S klp,d DP,Q, b,a, p,a, H

BetaK(a) o (b)Np,d i tp,d,k,a np,d,k! : Betay, (/3)

The block Gibbs sampling algorithm firstly samples a table indicator v, =1 or u,, =0
with probabilities:

t
:i p(uznzo‘zn:k): -,

2 =1|2n=k
(15) pluz, =120 =k) = - -

and discounts the current assignment z,, from N, 4, and reduces t,, 4 by 1 if u, = 1.

Then, the full conditional distribution is computed taking into account two scenarios: the
probability of opening a new table (Equation 16) and the probability of choosing an occupied
table (Equation 17) if t;’ ax > 0.

pzn=ku,=1|z—{z,},u—{u,},w,,3,a,b) x

N;/),d.k—"_l
(16) ap +th btat) Sy L 1 g+ 1.0 By + My

atty b+N, SZ,V’/"d”“ noap 1.0 B+ M
pod,k

Wyp,d,n

)

p(zn =k,un, =0|z — {2, },u — {u,},w,,3,a,b) x

N;/;, : +1
(17) Syl 1 gt FLOB M,
Siy{;,::k b—f—N];d n;7d7k+1.0 B-I-JW;C ’

where the dash indicates statistics after excluding the current assignment.
Finally, update the counts of n, 4 and ¢, 4 with the sampled topic assignment z,, and
table indicator u,,.

APPENDIX E: HIERARCHICAL CLUSTERING

The hierarchical clustering algorithm takes a bag of topics, a list with sample indexes,
and a cosine distance threshold. The bag of topics gathers topic distributions from various
posterior samples from various MCMC. The list of sample indices records a sample index
for each topic, i.e., assuming that the first 50 topics in the bag of topics come from posterior
sample 1 and the next 50 topics come from posterior sample 2, then the first 50 elements in
the list of samples indices are 1 and the next 50 elements are 2. The cosine distance threshold
indicates the limit up to which topics would be merged.

The algorithm will start by forming clusters with each of the topics in the bag of topics. So,
if there are N topics, there are [V initial clusters. Then, a list L is created to record the cosine
distance between two clusters. This list contains the indexes of the two compared clusters
and the cosine distance between the clustered topics. A clustered topic is the average topic
distributions of the cluster members.
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At each step, the algorithm finds the pair of clusters in L with the minimum cosine dis-
tance. Then, the algorithm evaluates if the members of both clusters are from different pos-
terior samples using the list of sample indices. If so, a new cluster is created by merging the
evaluated pair of clusters. Then, the algorithm removes from the L all comparisons that had
any of the identified clusters and adds comparisons from all the remaining clusters to the new
cluster. But, If the evaluation is false, the algorithm updates the cosine distance between the
pair of clusters with 1. Thereby, the algorithm would not take the same pair of clusters in the
next step.

The algorithm will keep merging clusters until the minimum cosine distance is larger than
the cosine distance threshold. The algorithm then retrieves all the remaining clusters (clusters
that are not eliminated because they do not get merged).
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