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We extend the continuum theories of active nematohydrodynamics to model a two-fluid mixture with
separate velocity fields for each fluid component, coupled through a viscous drag. The model is used to
study an active nematic fluid mixed with an isotropic fluid. We find microphase separation, and argue that
this results from an interplay between active anchoring and active flows driven by concentration gradients.
The results may be relevant to cell sorting and the formation of lipid rafts in cell membranes.
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Introduction.—There is increasing evidence that phase
ordering plays a fundamental role in biological processes
such as morphogenesis and colony growth [1–4]. Phase
ordering of cell types (Fig. 1) [5], membraneless organ-
elles [6], and RNA-protein mixtures [7] inside cells have
been studied using free-energy prescriptions. However,
biological matter is intrinsically out of thermodynamic
equilibrium, and it is unlikely that biological phase
ordering relies entirely on the framework of equilibrium
thermodynamics.
Self-motile particles form an important class of non-

equilibrium systems called active matter [10]. Active matter
exhibits nonequilibrium phase segregation mechanisms,
such as motility-induced phase separation [11–13] where
active particles get trapped in regions of high particle
density. Phase separation has been found in continuum
models [14–16], in the presence of hydrodynamic inter-
actions [17], or driven by aligning torques [18,19]. Active
nematics consist of active rodlike particles with orienta-
tional order. The elongated particles generate active dipolar
stresses which destabilize the aligned state and lead to
active turbulence characterized by a chaotic and highly
vortical velocity field [20–22]. Recent work has shown that
bacterial biofilms [23,24], epithelial tissues [25,26], and
microtubule-motor mixtures [27] can be modeled as active
nematics. There is little work about phase ordering in active
nematics [28,29], but recently microphase separation
was predicted to occur in extensile gels near the nematic-
isotropic transition point [30].
It is still not clear whether and how active stresses can lead

to phase ordering in a binary mixture of an active nematic
and a passive fluid in the absence of any thermodynamic

driving force. To answer this question, we extend the
continuum theories of active nematohydrodynamics to a
two-fluid model with separate velocity fields, coupled
through viscous drag, for each fluid component [31,32].
This allows us to model relative motion between the two
fluids which is a requirement for activity-driven phase
ordering. Two-fluidmodels that have beenused in biological
contexts include studies of cytoskeleton dynamics and
growing biofilms [33–35].
Model.—We model a binary mixture of an active

nematic fluid (component 1) and a passive isotropic fluid
(component 2), in d dimensions. Each fluid component,
denoted by i ∈ 1, 2, has a density field ρi, velocity field ui,
and a chemical potential μi. The active nematic is asso-
ciated with a second rank tensor order parameter field [36],
Q ¼ ½d=ðd − 1Þ�S½nn − ðI=dÞ�, where S denotes the degree
of nematic ordering and n denotes the orientation of the
local nematic director field.
Each component fluid i obeys the mass continuity

equation and the momentum balance equations,

∂tρ
i þ∇ · ðρiuiÞ ¼ 0; ð1Þ

∂tðρiuiÞ þ∇ · ðρiuiuiÞ ¼ −ρi∇μi þ γϕð1− ϕÞðu3−i − uiÞ
þ∇ · σvisc;i þ δi1∇ · σnem; ð2Þ

(a) (b) (c) (d)

FIG. 1. Cell sorting. (a)–(c) Starfish embryo at times
(a) t ¼ 4 h, (b) t ¼ 8 h, (c) t ¼ 48 h showing sorting of embry-
onic cells (adapted from Ref. [8]). (d) Phase ordering of extensile
(magenta) and contractile (green) epithelial Madin-Darby canine
kidney cells (courtesy of Balasubramaniam et al. [9]).
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where ϕ ¼ ρ1=ρc is the concentration of the active fluid and
ρc ¼ ρ1 þ ρ2 is the total fluid density. The forces acting on
the fluids, on the rhs of Eq. (2), are thermodynamic forces,
viscous drag between the component fluids, internal viscous
dissipation σvisc;i ¼ ηi½ð∇uiÞ þ ð∇uiÞT − ð2=dÞð∇ · uiÞI�,
and, for the active nematic fluid, elastic and active
forces [20], respectively. The stresses in the nematic are
given by

σel ¼ 2λðQþ I=dÞðQ∶HÞ − λH · ðQþ I=dÞ

− λðQþ I=dÞ ·H − ð∇QÞ: ∂F
∂∇QþQ ·H −H ·Q;

ð3Þ

σact ¼ −ζQ; ð4Þ

σnem ¼ ϕðσel þ σactÞ; ð5Þ

where F is the free energy, H is the molecular field [20]
defined by H ¼ −ð∂F=∂QÞ þ ðI=dÞTrð∂F=∂QÞ, λ is the
flow aligning parameter, and ζ is the magnitude of the
activity. Equation (3) is the (passive) elastic stress [36],
while Eq. (4) is the active stress which produces pusher
(ζ > 0) or puller (ζ < 0) dipolar flows.
The nematic tensor field evolves according to [37]

∂tQþ u1 · ∇Q − S ¼ ΓH; ð6Þ

where S¼ðλE1þΩ1Þ ·ðQþI=dÞþðQþI=dÞ ·ðλE1−Ω1Þ−
2λðQþI=dÞðQ∶∇u1Þ is the corotation term describing the
response of the orientation field to strain and vorticity in the
flow, while the right-hand side describes the relaxation to a
state of minimum free energy. Here, E1 is the rate of strain
tensor and Ω1 is the vorticity tensor of the active fluid.
Equilibrium is described by a free energy [20,21,28,38]:

F ¼
Z

d2r

�
ρc
�
1

3
ln ρc þ aðϕ − 1=2Þ2

�
þ 1

2
κk∇ϕk2

þ C
2

�
S2nemϕ −

1

2
TrðQ2Þ

�
2

þ KLC

2
ð∇QÞ2

�
; ð7Þ

where the nematic elastic constant KLC, C, a, and κ are
material parameters. The first term represents the pressure
contribution to the free energy from the isothermal equation
of state for the fluid [39]. The rest of the first line describes
a Landau-Ginzburg free energy with a > 0 favoring a
homogeneous mixed state (ϕ ¼ 1=2) and κ > 0 penalizing
interfaces. The second line is the Landau–de Gennes free
energy describing an ordered nematic.
We change variables to give one equation for the

combined fluid, which is to a good approximation incom-
pressible, and one for the active fluid. To do this, we define
the center of mass velocity of the combined fluid

uc ¼ ϕu1 þ ð1 − ϕÞu2, and the relative slipping velocity
between the fluids δu ¼ u1 − u2. Assuming that the
viscous drag between the components is the fastest relax-
ation process in the system, δu ≪ u1;u2, we neglect all
terms of order ðδuÞ2, and assume that the drag between the
fluids is linear in δu. Moreover, recalling that μi ¼ ∂F=∂ρi,
the thermodynamic forces can be written as a stress
tensor

P
2
i¼1ð−ρi∇μiÞ ¼ −∇ · σth which, for the free

energy in Eq. (7), is σth ¼ pI þ κð∇∇ϕ − 1
2
k∇ϕk2IÞ; where

p ¼ ρc=3 [38–40]. Assuming that both fluids have the
same viscosity η, the internal viscous dissipation of the
combined fluid is Fvisc;c ¼ ηc∇2uc, where ηc ¼ 2η.
Adding Eqs. (1) and (2) for each component then shows

that the combined fluid satisfies

∂tρ
c þ ∇ · ðρcucÞ ¼ 0; ð8Þ

∂tðρcucÞþ∇ · ðρcucucÞ¼−∇ ·σthþFvisc;cþ∇ ·σnem: ð9Þ

The equations for the first (active) component are

∂tρ
1 þ ∇ · ðρ1u1Þ ¼ 0; ð10Þ

ρ1
h
∂tu1 þ u1 · ∇u1

i
¼ −ϕ∇ · σth þ ϕGþ Fvisc;1

þ ∇ · σnem; ð11Þ

where G ¼ γðuc − u1Þ þ ð1 − ϕÞ∇δμ is the force applied
by the passive component, and δμ ¼ −δF=δϕ.
Equations (8)–(11) are solved using a lattice Boltzmann

(LB) algorithm [38,40]. For the equation of the Q field
Eq. (6) we use a finite difference approach. Five finite
difference steps are taken for each LB step to optimize
simulation speed. Simulations are run in a periodic box of
size 200 × 200 for 20 000 LB time steps, with a random
initial director configuration. Parameter values are ρ1 ¼ 20,
ρ2 ¼ 20, γ¼ 4, η1 ¼ η2¼ 10=3, a¼ 0.0025, κ ¼ 5, Γ ¼ 0.1,
C ¼ 0.1, ζ ¼ 0.1, KLC ¼ 0.15, Snem ¼ 1, λ ¼ 0, unless
otherwise indicated.
Phase separation driven by activity.—We solve the

equations of motion for a mixture which comprises equal
concentrations of an active nematic fluid and a passive
fluid. The mixture is incompressible so that the total fluid
density remains constant, but the relative concentrations of
individual components can vary in space and time. The two
components are initially homogeneously mixed so that the
concentration of the active component ϕ ¼ 0.5 every-
where. However, above a threshold activity the system
quickly self-organizes into dynamically evolving regions
which are, respectively, rich or poor in the active fluid
component. A typical snapshot of the phase-ordered state is
shown in Fig. 2(a), and Movie 1 in the Supplemental
Material (SM) [41] shows its time evolution. The domains
continually breakup and reform. They are elongated by
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extensile active flows [28] and then pulled apart by the
chaotic active turbulent flows.
We measure the standard deviation of ϕ, denoted byΔ, to

quantify the degree of phase separation. Figure 2(b) shows
how Δ evolves with time toward a dynamical steady state.
Mechanism.—We emphasize that the phase separation is

entirely due to the activity, and requires no passive forces.
The free energy in Eq. (7) is chosen to be a single well
potential, a > 0, which favors mixing. To explain the
mechanism causing the phase ordering consider a small
fluctuation in concentration. From Eq. (5) this will lead to an
active force tangential to the interface between the higher and
lower activity regionsFtangential ¼ 2ζj∇ðSϕÞjðm · nÞðl · nÞl,
wherem and l are unit vectors normal (pointing away from
the more active region) and tangential to the interface,
respectively, and n is a unit vector along the nematic director
[Fig. 3(a)] [28]; see also SM, Sec. 1 [41]. This force sets up
flows parallel to the interface. The nematic director rotates in
the flow leading to a net alignment parallel (perpendicular) to
the interface in extensile (contractile) systems. This is termed
active anchoring [28,42].
Similarly, the active force normal to the interface is

Fnormal ¼ −ζj∇ðSϕÞj½2ðm · nÞ2 − 1�m. In the absence of
anchoring, Fnormal averages to zero. However, when there is
an active anchoring of the director, the force drives the
active component up the concentration gradient toward
the active nematic region. Hence the relative flow between
the two components enhances concentration fluctuations to
form active regions of concentration ϕ > 1=2. The same
mechanism leads to domain formation in contractile sys-
tems, as the change in the direction of the active ancho-
ring is compensated by the change in sign of the activity.
This is illustrated schematically in Figs. 3(b) and 3(c).
A simulation snapshot of an active droplet is shown in
Figs. 3(d)–3(g).
To confirm the relevance of interfacial flows we

numerically measured the dependence of physical quan-
tities on the modulus of the concentration gradient, aver-
aging over the whole domain. Projecting the nematic
director field onto the concentration gradient yields

cosð2θ2Þ ¼ ð∇ϕT ·Q ·∇ϕÞ=ðSj∇ϕj2Þ, where θ2 is the
angle between the director field and ∇ϕ. This quantity
tends to −1 for extensile activity confirming planar active
anchoring [Fig. 4(a)]. Similarly, it approaches þ1 for
contractile activity corresponding to homeotropic active
anchoring (Fig. A1 in SM [41]). The magnitude of the slip
velocity jδuj is independent of the concentration gradient
j∇ϕj [Fig. 4(b)]. However, the cosine of the angle between
δu and ∇ϕ, cosðθ1Þ ¼ ð∇ϕ · δuÞ=ðj∇ϕjjδujÞ, increases at
large j∇ϕj, confirming that the direction of the relative
fluid velocity is preferentially up concentration gradients
[Fig. 4(c)].
Varying the model parameters.—We now discuss more

detailed numerical results investigating how the size of the
phase-separated domains and the difference in concentra-
tion between the two phases Δ depend on the model
parameters. Figure 5(a) shows that Δ increases, but does
not scale linearly, with the activity coefficient ζ. This is
because at higher activities the flow is more turbulent with
many defects which reduce the strength of the active
anchoring.
The formation of concentration gradients is opposed by

the bulk free energy which scales as a, the relative drag γ,
and the surface tension κ. We consider the balance between

(a) (b)

FIG. 2. Active phase ordering. (a) Snapshot of the concen-
tration profile in the microphase-separated state; color bar
denotes concentration of the active phase. (b) Standard deviation
of the concentration Δ as a function of time.

(a)

(d) (e)

(f) (g)

(b) (c)

FIG. 3. Active anchoring at an interface leads to a net flow
normal to the interface. (a) Vectors introduced in the text.
(b) Extensile nematics with planar active anchoring (inset:
extensile flow field). (c) Contractile nematics with homeotropic
active anchoring (inset: contractile flow field). In both cases the
changing concentration of nematic particles leads to a net flow up
the concentration gradient (red arrows). (d)–(g) Simulation snap-
shot of an actively phase-separated droplet. (a) Concentration
field. (b) Director field, with planar active anchoring everywhere
except at the tips. (c) Velocity difference between the active and
passive fluid components, which points into the droplet except
near þ1=2 defects. (d) The combined flow field stretches the
droplet, in a way identical to the single fluid result.
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the activity and each of these in turn, choosing parameters
where the given relaxation mechanism is dominant. Results
are presented for extensile activity, but they also hold for
contractile systems since the same mechanisms are at play
(see SM, Fig. A2 [41]).
In Fig. 5(b) Δ is plotted as a function of ζ=a0.5 showing

collapse onto a single curve. The collapse is a result of the
balance between the driving force normal to the interface
and the thermodynamic force which restores mixing. The
former scales as ζ2 because it depends on the strength of the
anchoring and on the magnitude of the active force, both of
which scale with ζ. The latter scales as a.
The data also lie on a single curve when Δ is plotted

against the ratio ζ=γ [Fig. 5(c)]. This shows the expected
inverse relation between the activity, which creates a
slipping velocity between the active and passive fluids,
and the viscous drag that dampens the slip.
A similar plot, obtained by changing the surface tension

coefficient κ at constant a and γ, shows the best data
collapse when Δ is plotted against ζ=κ0.8 [Fig. 5(d)]. We do
not have a simple argument for this dependence as several
factors contribute. In addition to the thermodynamic
penalty, an increase in surface tension weakens the activity
gradient by making the interface more diffuse, and hence
will alter the details of the active interfacial forces and
active anchoring.
The length scale of the domains can be calculated

numerically from the first zero of the spatial correlation
function of the fluctuations in the concentration field. For
fixed surface tension, Fig. 5(e) shows that the domain size
is controlled by the usual active nematic length scale
Lact ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KLC=ζ

p
. This is, however, not the only length

scale controlling the physics. The domain size can be

changed by varying a second length scale, related to the
surface tension, Lsurf ¼

ffiffiffiffiffiffiffiffiffiffi
κη=ζ

p
, as shown in Fig. 5(f).

Active droplets break up by forming bend or splay
instabilities with typical length scale Lact, or by self-
shearing instabilities [28,43] with typical length scale
Lsurf . Snapshots showing formation and dissolution of a
droplet are shown in SM, Fig. A3 [41].
Threshold for phase ordering.—It is possible to obtain

an exact expression for the activity threshold above which
phase ordering occurs, in the limit of perfect surface
anchoring, and ignoring interface curvature. The effects
of curvature are discussed in Sec. 2 of the SM [41].
Consider a concentration gradient around ϕ ¼ 1=2 in the

x direction, given by ∇ϕ ¼ j∇ϕjx̂. Let the activity coef-
ficient be �jζj, where the þð−Þ sign denotes extensile
(contractile) activity. Assuming strong active anchoring at
the interface, this leads to a director fieldQxx ¼∓ Snem

ffiffiffiffi
ϕ

p
,

Qxy ¼ 0. The normal active force at the interface is then
Fact ¼ ð3=2ÞSnem

ffiffiffiffi
ϕ

p jζjj∇ϕjjx̂, and the restoring force
driven by the free energy is Frest ¼ −2aρϕð1 − ϕÞj∇ϕjx̂.

(a) (b) (c)

FIG. 4. Flow-interface correlations. (a) Active anchoring in-
creases with concentration gradients. (b) Magnitude of mean slip
velocity does not depend on concentration gradients. (c) Orienta-
tion of mean slip velocity points up concentration gradients.
Results are for extensile activity. Shaded regions show standard
deviations of observed values.

(a) (b)

(c) (d)

(e) (f)

FIG. 5. Variation of concentration difference Δ and average
domain size with model parameters. In all the plots, we vary
activity ζ ∈ ½0.03; 0.18�. (a) Δ scales nonlinearly on increasing
activity. Ordering is primarily opposed by (b) bulk free energy
a ∈ ½0.0010; 0.0075�, (c) drag between the fluids γ ∈ ½4; 22�,
(d) surface tension κ ∈ ½5; 25�. Average domain size as a function
of the (e) active length scale Lact for KLC ∈ ½0.05; 0.40�. (f) Sur-
face tension length scale Lsurf for κ ∈ ½5; 25�. Blue curves are
best-fit power laws for (a)–(d), and best-fit straight lines for (e),
(f). Error bars show standard deviations from 40 simulation
values.
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This leads to an expression for the slip velocity δux in the
Stokes limit:

δux¼
FactþFrest

γϕð1−ϕÞ ¼
ð3=2ÞjζjSnem

ffiffiffiffi
ϕ

p
−2aρϕð1−ϕÞ

γϕð1−ϕÞ j∇ϕjx̂:

ð12Þ

The concentration gradient will increase for activities
greater than jζjcrit ¼ ½4aρϕð1 − ϕÞ=3 ffiffiffiffi

ϕ
p

Snem� (see SM,
Fig. A4 [41]).
Summary and outlook.—By introducing an active two-

fluid model with viscous drag between the fluids, we have
found that a homogeneous mixture of an active nematic
fluid and a passive fluid spontaneously phase orders into
regions with different concentrations of each fluid compo-
nent. This is driven dynamically by active flows set up at
concentration interfaces, and is an example of liquid-liquid
phase separation [44] out of thermodynamic equilibrium.
The two-fluid model reduces to the lyotropic formulation

of nematohydrodynamics that has been successful in
defining active and passive regions within a simulation,
in the limit of infinite viscous drag between the fluids.
However, because the lyotropic approach uses a single
velocity field for both phases [28,45], it cannot account
for relative flows between, or compressibility of, the two
components.
Active nematics have been observed to preferentially

adhere to a substrate or containerwall, a phenomenon known
as activewetting [46–49]. A straightforward extension of our
argument shows that for an initially homogeneous active-
isotropic mixture, the normal force generated at a boundary
would cause wetting of the boundary by the active nematic
for both extensile and contractile activity, even in the absence
of surface thermodynamic forces. Thewettingwould then be
enhanced by any thermodynamic planar (normal) anchoring
for extensile (contractile) activity.
In future work it will be interesting to study mixtures

where both the fluids are active. In addition to cell sorting,
this is relevant to the growth and dynamics of bacterial and
algal colonies which contain more than one species [50].
Moreover, the relaxation of the incompressibility constraint
will allow the study of how compressible flows affect
defect behavior, and whether they can stabilize structures
such as asters or the cellular lumen.

We thank L. J. Ruske and I. Hadjifrangiskou for valuable
discussions. S. B. acknowledges support from the Rhodes
Trust and the Crewe Graduate Scholarship.
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