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A B S T R A C T   

Studying sporadic and complex geophysical surface flows, like earthquakes or sea surface circulation, are 
challenging cases. If a satellite is able to image an event, it becomes essential to pull out as much information as 
possible. In this contribution we demonstrate a method to increase the coverage and signal-to-noise ratio for 
displacement estimation, making such surface flow estimates more complete. We leverage upon the redundant 
offset information acquired by multi-channel push-broom imagery. The individual cross-correlation spectra 
(cross power spectral density; Fourier transform of the cross-correlation function) of different spectral bands are 
averaged in the frequency domain before sub-pixel offset-estimation by phase-plane fitting. The method is 
demonstrated near Kaiko‾ura, where in 2016 a surface rupture occurred. RapidEye data from two different dates 
were used to reconstruct the displacement. In addition, the circulation along the coast is estimated from data 
from a single date where multiple spectral bands were acquired within seconds which made stacking of cross- 
correlation spectra possible. The demonstrated methodology is applied to data from the already decom
missioned RapidEye constellation, but can be adopted to other pushbroom systems, such as the Landsat legacy or 
Sentinel-2.   

1. Introduction 

Many of the processes occurring at, on, or below the Earth’s surface 
are sporadic. For example, coastal circulation is shaped by forces vary
ing at different temporal and spatial scales. Other sporadic surface dis
placements are a result from an often catastrophic release after a build- 
up of forces, such as earthquakes. Fortunately, imagery from optical 
satellites are recording large stretches of the Earth surface, and by doing 
so, have a good chance of recording such sporadic phenomena or com
plex surface dynamics. 

Pairs of images separated by a time interval can be used to extract 
surface displacements. For that, a small region of a satellite scene is used 
to find the most similar region in a second scene. It is common practice 
to use a single spectral band with the highest spatial resolution for this 
analysis. However, the quality of the resulting displacement estimate is 
heavily influenced by the similarity of the compared scene. Repetition of 
the recording to enhance the quality is in many cases not feasible. Thus it 
is of the utmost importance to extract the best displacement estimate out 

of an imaging pair. 
In this study we demonstrate the improvement achievable by 

stacking cross-correlation spectra. This is possible because of the 
multitude of bands that are recorded near-simultaneously by multi- 
spectral instruments on board of optical satellites, as the geometric 
configuration between band recordings is highly similar. Neither is the 
method limited to multi-spectral data, nor to optical imagery at all, in 
essence any data with different channels can be used, be it different 
spectral bands or polarization. The method is of interest for many dis
ciplines, though here we limit ourselves to a demonstration of the ex
amples resulting from displacements extracted from an earthquake and 
sea surface flow. Multi-spectral imagery from the RapidEye constellation 
are used over the Kaiko‾ura region in New Zealand, where a large co- 
seismic displacement occurred in November 2016. 

2. Background 

A typical workflow for offset tracking would first pre-process the 
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satellite imagery, or specifically select a spectral band. For example, in 
glaciology one aims to extract the ice surface flow and not the drifting 
surface snow cover or the moving cast shadows. Thus in this discipline, it 
is customary to reduce such effects by high-pass filters (Ahn and Howat, 
2011), band-pass filters (Leprince et al., 2007), or principle component 
analysis (Stearns and Hamilton, 2005). Sometimes a lower resolution 
band is used, as these might have better gain settings or less instrument 
noise, as seems to be the case for Landsat 7 (Heid, 2011). In the domain 
of landslides and earthquakes, similar pre-processing procedures are 
used. 

There can also be technical or physical considerations to process a 
specific spectral band. For example, Stumpf et al. (2018) uses the red 
band of Sentinel-2 as this is the reference band for interband 
co-registration. Similarly, the spectral properties might also be of in
terest; Redpath et al. (2013) uses the blue band, as this gave the best 
results on debris-covered glaciers for the specific lithology in their study 
region. Also, near-infrared imagery is popular for polar studies, as in this 
part of the spectrum snow shows a large variability of the reflectivity, so 
the radiometric spread of the signal is higher. Necsoiu et al. (2009) 
proposes the selection of the near-infrared band in dune migration 
studies as this band has a large spectral bandwidth and limited atmo
spheric absorption. Differences in the displacement results do not seem 
to be observable for solutions from different Sentinel-2 bands (Lacroix 
et al., 2018), indicating an accurate sensor calibration. 

Lastly, there are alternative (post-)processing strategies to enhance 
the quality of displacement fields. Filtering can be done either through 
pixel-per-pixel group-statistics of displacement estimates from different 
band pairs (Klinger et al., 2018), or adjacent pixels (Paul et al., 2015). 
Since displacement magnitudes have long tailed distributions, robust 
statistics and constraining methods like e.g. temporal displacement 
networks are needed to create clear products (Altena et al., 2019; 
Charrier et al., 2021). 

In this study the term redundancy refers to multiple observations of 
(almost) the same offset with different spectral bands, or time intervals. 
It is this redundant displacement information present in the ensemble of 
bands in multi-spectral imagery that is exploited, in a similar but 
improved way to Altena and Kääb (2020) and Li et al. (2021). In these 
studies temporal ensembles (or stacks) of cross-correlations from optical 
and SAR imagery were used. Different to post-processing of sets of ve
locity estimates, these methods - known as ensemble matching or 
cross-correlation stacking - average sets of cross-correlation functions 
before detection of the displacement peak, as suggested by Meinhart 
et al. (2000) for time resolved PIV. These average correlation methods 
usually reduce the temporal resolution when sequentially acquired 
cross-correlation functions are averaged. Therefore, in this contribution 
we apply the same principle but average cross-correlation spectra from 
almost simultaneously acquired multi-spectral bands which preserves 
the temporal resolution. In contrast to Meinhart et al. (2000), Altena and 
Kääb (2020), Li et al. (2021), we implement the stacking one step earlier 
in the frequency domain of an offset tracking pipeline. By doing the 
stacking in the frequency domain, a phase-plane can be estimated. A 
phase-plane can be used for sub-pixel displacement estimation instead of 
sub-pixel estimation from the cross-correlation peak in the spatial 
domain which is sensitive to integer-pixel-locking (Foroosh et al., 2002) 
and, in addition, the computational load is reduced compared to earlier 
ensemble methods. Independent on implementation in the spatial or 
frequency domain, stacking enhances the signal-to-noise ratio of the 
cross-correlation function, hence making detection of the displacement 
peak in the cross-correlation more robust and successful. As a conse
quence, the completeness of a displacement field is increased. More 
specifically, it enhances the visibility of the cross-correlation peak in the 
spatial domain or, equivalently in the frequency domain, it enhances the 
visibility of the phase plane and extends the plane to higher frequencies, 
making it possible to use smaller template sizes than what would nor
mally be achievable for single-pair matching. The method limits the 
post-processing efforts (and options) as redundancy is already exploited 

during correlation rather than during post-processing. 

3. Methodology 

To extract displacements from imagery, the principles of pattern 
matching are used. In this procedure a small image subset (I1) at a time 
instance and spectral range is taken from a satellite scene at a regular 
grid interval. At the same map location a similar or larger subset of a 
second image (I2) is extracted. Here 1 and 2 denote the template and 
search chip, respectively. The displacement is then estimated through a 
similarity metric. This procedure is repeated for every point of the grid, 
resulting in a field of potential planimetric displacements with associ
ated similarity scores. 

Matching of imagery can be done in both the spatial and the fre
quency domain. Here we implement the stacking in the frequency 
domain, and here we follow and extend the procedure as presented in 
Leprince et al. (2007), as this procedure is currently present within the 
popular COSI-Corr2 package. A schematic of a matching setup is shown 
in Fig. 1. 

3.1. General image matching 

Here and throughout this work the boldcase capitals denote a matrix. 
It starts with an image subset (I) of all bands b of a multi-spectral image. 
Each band of the subset is transformed (ℱ 2, i.e. a 2D Fourier transform) 
into a representation based on frequencies (ω) along its two spatial axis 
(x, y), resulting in a complex valued spectrum (S). A multi-spectral 
image with acquisition number p and band identification a, is trans
formed as, 

Sb=a
t=p (ωx,ωy) = ℱ 2(Ib=a

t=p (x, y)). (1) 

This spectrum is then weighted with a raised cosine filter (V (Stone 
et al., 2001; Leprince et al., 2007)), in order to suppress high frequency 
components in the spectrum and reduce the influence of the template 
borders. Here the first template has a stronger cut-off frequency putting 
emphasis on the center of the image template (V1(β1), β1 = .35), while 
the search template is less suppressed (V2(β2), β2 = .50), as suggested by 
Leprince et al. (2007). 

The unadjusted complex spectrum can be used, but additional 
modifications can also be applied to the image spectrum at this stage. 
One approach is to normalize both image spectra (Ŝ = S /|S|), which is 
known as phase correlation (Kuglin and Hines, 1975; Foroosh et al., 
2002) or phase-only correlation (Horner and Gianino, 1984). Another 
approach is to normalize only the first spectrum, and keep the second 
spectrum unadjusted, this methodology is named symmetric phase-only 
filtering (Wernet, 2005). If the amplitude of the second spectrum is 
suppressed even more (Ŝ2 = S2 /|S2|

2
) then this procedure is known as 

amplitude compensated correlation (Mu et al., 1988). The next step is to 
calculate the (weighted) cross-correlation spectrum (Q), 

Qa,b
p,q(ωx,ωy) =

(
V1 ⊙ Sb=a

t=p (ωx,ωy)
)
⊙
(

V2 ⊙ Sb=b
t=q (ωx,ωy)

)⋆
. (2)  

Here the ⋆ denotes the complex conjugate and ⊙ an element-wise 
multiplication, or hadamard product. If no normalization is applied to 
the cross-spectrum, this is the cross power density as obtained after 
Fourier-transformation of the normal cross-correlation function. 

3.2. Cross-correlation spectra stacking 

When the same time interval is present between pushbroom re
cordings, ensemble methods can be applied. If cross-correlation stacking 
is implemented (Li et al., 2021), the cross-correlation spectrum is 

2 available at: https://tecto.gps.caltech.edu/slip_history/spot_coseis/. 
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converted back to the spatial domain via an inverse Fourier transform. 
Then the different correlation functions (C(x, y)= R[ℱ − 1

2 (Q)]) are 
stacked and averaged. However, here we apply the stacking one step 
earlier, within the frequency domain. For that, different 
cross-correlation spectra (Qa,b

p,q) are calculated and can be summed to get 
a mean cross-correlation spectrum (here denoted by an overbar), 

Q(ωx,ωy) = ΣN− 1
i

1
(N − 1)

Qi,i+1
p,p (ωx,ωy). (3)  

Here i is the channel or band identifier and N is the total number of used 
pair combinations. This formulation is for a configuration when 
sequentially acquired band combinations from the same overpass p. The 
bands i and i + 1 are a few seconds apart, and these are also known as 
interband pairs. A similar formulation can be given for multispectral 
imagery with p and q having a longer timespan, for example when two 
multispectral images from different acquisitions p, q where pairs of 
equal bands are used, 

Q(ωx,ωy) = ΣN
i

Qi,i
p,q(ωx,ωy)

N
. (4) 

In this study cross-correlation spectra from different spectral bands 
are combined (but spectral bands can also be interchanged by different 
polarizations acquired by SAR sensors), hereafter called interdate pairs. 
Fig. 2 illustrates that when an increased number of pairs are combined, a 
wider area of the phase plane (∠Q) surpasses the noise level. 

Equations (3) and (4) average the correlation spectra sequentially, 
which is computationally efficient (as each spectrum needs to be 
computed only once). Though this mean spectrum is composed of in
dividual cross-spectra that carry information of the cross-power spectral 

amplitudes (see Equation (2)). The spread of these amplitudes for in
dividual frequencies in a cross-correlation spectrum can range several 
orders of magnitude. Consequently amplitude information is transferred 
into this weighting of Equations (3) and (4), through element wise 
multiplication. Thus when phase correlation is used weighting is equal 
for all frequencies and bands. Emphasis on large amplitudes is enhanced 
for the case of ordinary cross-correlation processing, or something in
termediate with amplitude compensated correlation. These different 
processing approaches are studied later on. 

3.3. Phase plane fitting 

After the cross-power spectral mean is calculated, the phase angle 
(∠Q) can then be used to directly estimate the displacement. This is 
possible through several methods, see Tong et al. (2019) for an extensive 
description, but for the results presented here the procedures as in 
Leprince et al. (2007) are adopted. Briefly, this is done in a two-step 
estimation procedure, where the first displacement estimate is done in 
the spatial domain (C(x, y)= R[ℱ − 1

2 [∠Q(ωx,ωy)]]) to estimate the 
displacement with pixel-accuracy. Hereafter, the second template is 
shifted towards the location of the highest peak and a new template is 
sampled. With this second cross-power spectrum the phase angle is used 
to estimate the sub-pixel displacement (Δx, Δy) (Stone et al., 2001). This 
is done by minimizing the phase angle difference (Δφ(ωx, ωy)). 

Δφ(ωx,ωy)=W⊙‖Q(ωx,ωy) − ej(ωxΔx+ωxΔy)‖
2 (5) 

The minimization is done through a gradient descent method, with 
an iteratively adjusted weighting matrix (W) that is dependent on the 
goodness of fit of the phase angle difference (Leprince et al., 2007). It 

Fig. 1. Schematic showing at the top the building blocks of a geodetic imaging pipeline. The zoom-in shows the matching back-bone implemented in this study.  

Fig. 2. Phase angle (∠) of cross-correlation spectra of a subset of RapidEye imagery for an increasing number of N of stacking pairs (Q). Averaging an increasing 
number of band combinations (Eq. (4)) enhances the visibility of the phase plane in the center of the spectrum. The cross-power spectra are disks due to the raised 
cosine filtering that cuts-off high-frequencies. 
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starts with a binary selection on the cross-spectrum, where all 
log-transformed frequencies (log10‖Q(ωx, ωy)‖) above the mean are 
used. This weighting matrix is then adjusted at every iteration through, 

Wi+1(ωx,ωy) = Wi(ωx,ωy)

(

1 −
Δφi(ωx,ωy)

4

)n

(6)  

where n is typically set to 6. After convergence, the signal to noise ratio 
(SNR) can be computed based upon the element-wise sum over the final 
weighting matrix (Leprince et al., 2007), 

SNR = 1 −
Σωx Σωy Δφ
4Σωx Σωy W

(7) 

Such a measure describes the angular noise in relation to an ideal 
phase plane (SNR = 1), since the domain for computation of this mea
sure is governed by the weighting matrix but this influence is not rep
resented within this measure. Another proxy, that is introduced here, is 
the amount of support. That is the spread or amount of phase angle 
information that is used for the estimation, and is calculated through 

Support = Σωx Σωy W
/

NW (8)  

where NW denotes the amount of elements in the weighting matrix. 
Hence, this measure ranges from zero (when no angles are used) to one 
(when all angles are taken into account). 

In this study we analyzed both combinations of equation (3) and 4 
with the aim of demonstrating the improved extraction of surface dis
placements from multi-spectral images. The interband cross-correlation 
spectra stacking (Eq. (3)), is highlighted on the application of sea surface 
circulation. While the stacking of cross-correlation spectra for interdate 
pairs (Eq. (4)) is demonstrated on co-seismic displacements. 

4. Study region & data 

To evaluate the method of cross-correlation stacking correlation 
stacking for multispectral bands, we use two RapidEye acquisitions of 
Kaiko‾ura. Kaiko‾ura is situated at the northeastern coast of the 
southern island of New Zealand (Fig. 4). On the November 13, 2016 an 
earthquake (Mw 7.8) with an associated 180 km long surface rupture 
occurred along the Kekerengu fault, with displacements up to 12 m. The 
earthquake caused surface displacements, landslides, coastal up-lift, 
landslips and a tsunami. We use this displacements to asses the perfor
mance of stacking of multispectral interdate correlations. Documenta
tion of the planimetric displacements through optical remote sensing 
data has been done by several satellite system (Kääb et al., 2017; Hol
lingsworth et al., 2017; Howell et al., 2020). Details and analysis on the 
tectonic significance can be found therein, as interpretation of the ki
nematics is not the scope of this study. Due to the sequential imaging of 
different spectral band with RapidEye, we also use this data to demon
strate spectral stacking of interband-cross correlations. This makes it 
possible to map the wave speed of the coastal upper surface. 

4.1. Repeat pass RapidEye satellite imagery 

The imagery used to map the displacement of the Kaiko‾ura earth
quake are acquired on the 31st of October and the November 17, 2016 
by the RapidEye system. This constellation is composed of five identical 
mini-satellites (Tyc et al., 2005). They are equally seperated within the 
same orbital plane, resulting in a repeat period of 5.5 days. In 2008 the 
constellation became operational until the start of 2020, when they were 
decommissioned. Each RapidEye satellite has a multi-spectral imaging 
system onboard, that is composed of five parallel CCD arrays mapping 
different spectral bands. The filters in front of each array are centered 
around the blue (440–510 nm), green (520–590 nm), red (630–685 nm), 
red edge (690–730 nm) and near infrared (760–850 nm) wavelengths. 
The nadir ground sample distance is 6.5 m, but the orthorectified 

products are sampled onto a product with a 5 m resolution, see also 
Fig. 3 for the geometric sensing configuration. 

4.2. Interband recordings 

A general overview for configurations of surface flow extraction at 
different time-scales from a suite of optical satellite configurations is 
given by Kääb and Leprince (2014). Here we use data from the RapidEye 
satellite constellation from the November 17, 2016, which has shown to 
be capable of generating interband displacements (Krauß et al., 2013) 
(in that case traffic flow estimation). The pushbroom configuration has 
three bands in the forward looking position, and two looking slightly 
backwards with an incidence angle difference of two degrees (see 
Fig. 3). Consequently, the maximum time separation achievable with the 
RapidEye system is 3 s (Δtred− blue) when the first (red) and last (blue) 
band is used. However, the interval between the CCD arrays in forward 
or backward position can also be used, resulting in a shorter time in
terval(Δtblue− green = 0.4s), but providing three more combinations to 
stack. 

The short consecutive time delay from these interband recordings 
between adjacent sensor arrays can be used (3 combinations) to estimate 
the swell along the coast of Kaiko‾ura through different methodologies, 
though all are based upon the same principle: through the analysis of 
pair-wise cross-correlation spectrum (Yurovskaya et al., 2019). Here we 
use the stacking of interband cross-correlation spectra as outlined above 
and the implementation is similar to the approach presented by De 
Michele et al. (De Michele et al., 2012), which is based upon Leprince 
et al. (2007), but only uses a single band pair. 

5. Results 

Both the land and ocean displacements are estimated with a template 
size of 16 pixels, corresponding to a template of 80 by 80 m. The dis
placements are estimated without overlap, so a movement is estimates 
on a grid with an 80 m interval. This is half the template edge length 
used in the frequency domain matching by Leprince et al. (2007) who 

Fig. 3. Schematic of the geometry of the multispectral recording of the Rap
idEye satellite system. Configuration is not scaled uniformly. 
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found a heuristic lower limit of 32 pixels. This constrain on the template 
edge length is a result from the noise at high frequencies in the phase 
plane (Fig. 2), in combination with a limited resolution for the phase 
angle estimation as phase angle further away from the center of the 
phase plane can make the displacement estimation more precise. 
However, due to the stacking presented here, the SNR of the phase plane 
is significantly enhanced at these frequencies making it feasible to use 
smaller template sizes. 

5.1. Near-shore currents from interband pairs 

To the best of our knowledge, observations are lacking of sea surface 
swell over the study region. However a general modelled geostrophic 
(sub-)surface currents from GlobCurrent at the time of overpass is 
available (plotted in Fig. 4 on the left) and can give context to our re
sults. The vector field shows the d’Urville current flowing through Cook 
Strait that is situated between northern and southern island. Similarly in 
the bottom a part of the Southland current travels upwards, and an eddy 
forms just east of the study region. New Zealand is part of a submerged 
continent, and therefore surrounded by a shallow shelf sea, conse
quently wind and tides are a key driver of the wave regime (Stevens 
et al., 2019). Thus the shown geostrophic flow (Fig. 4, left) that appears 
to be perpendicular to the observed swell direction (Fig. 4, middle) will 
not describe this region very well, and might be less informative for our 
study region. 

The swell displacements from the RapidEye data along the near shore 
of Kaiko‾ura are shown in Fig. 4 (middle). Velocities up to 3 m⋅s− 1 are 
estimated (and displayed as tints), while the directions are shown as 
streamlines. The swell angle arriving at the coast can be clearly seen, as 
well as, the short deflection at Kaiko‾ura and Mangamaunu. Another 
striking feature is the bending line present in the southern part of the 
study region. This swing is caused by a large ship generating wakes, the 
western part after this line has a swell angle similar to the direction of 
the Kelvin wake. Suggesting both wind and boat generated swell ve
locities are sensed. When looked at the correlation score (Fig. 4, right), 
the phase-stacking of multiple pairs has a significant advantage over 
single pair processing. Especially close to the coast where the swash zone 
is situated the matching score is significantly increased, show casting the 

advantage of phase-stacking. 

5.2. Co-seismic displacement from interdate pairs 

The displacement results over land are shown in Fig. 5, here the main 
rupture over the Kekerengu Fault is clearly observable in the north-south 
displacement. Only the eastern part of the rupture is visible, as a cloud 
was situated in the imagery and resulted in a large patch with low 
correlations scores. A clear distinction between the single band pair and 
the stacked solution can be observed. When zooming into the Fig. 5 (left) 
a far more crisper appearance and more details is being present, which is 
also manifested in the significantly higher correlation scores (middle). 
The colour scheme in Fig. 5 is the same as Fig. 4 but in general the 
correlation scores are lower. This might stem from appearance change 
due to different orbits or incidence angles in combination with temporal 
decorrelation within the 17 days between the acquisitions. Nevertheless, 
the coverage is greatly improved and when looked closer to the 
displacement results, the stacked results only seem to have trouble with 
river beds and streams. 

A quantitative assessment of different processing procedures is done 
here through statistics. The cumulative histograms of the estimated 
matching support (Eq. (8)) are shown in Fig. 6a. A clear improvement 
can be seen between the use of one or multiple band pairs. From the 
implementations that use multiple band pairs, phase correlation is 
underperforming, and is not assessed any further hereafter. While the 
normal procedure of cross-correlation seems to have the highest abso
lute scores in the higher regions of its distribution, but the amplitude 
compensated correlation is able to push low scoring matches slightly 
towards a higher score (the cross-over point is around 0.24). Hence 
stacking with standard cross-correlation is able to improve already clear 
matches, while amplitude compensated correlation is able to shove 
some matches above the noise level. This can also be seen in Fig. 6b, 
where the cumulative histograms of the local vector coherence (Burgess 
et al., 2013) are plotted. Since the estimated displacements are a com
bination of surface displacement and orthorectification offsets (Fig. 10), 
it is difficult to compare against one another. Here the choice for local 
vector coherence is made since both displacement phenomena are 
slowly changing in the direct neighborhood in respect to the resolution 

Fig. 4. Left) Subset of two different levels of geostrophic currents around the time of acquisition on the 17th of November, based upon Copernicus GlobCurrent data. 
The tectonic fault mapping around Kaikoura as also displayed in Figs. 5 and 7, are shown in red. From this red footprint only the lower part covers the ocean, hence 
the extend of the ocean results are therefore cropped and showed alongside. Middle) Streamlines of the estimated swell from on the November 17, 2016. Right) 
Correlation scores (Eq. (7)) of the displacement estimate for single pair and phase-stacking of three pairs, using a template size of 16 by 16 pixels. (For interpretation 
of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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of the displacement product, thus the local vector coherence can be an 
appropriate proxy to assess the performance of different matching and 
stacking methodologies. 

The spatial distribution of both proxies are shown in Fig. 7. A clear 
improvement can be seen between single or multiple band processing. 
The pattern and amplitude of the support metric is similar to the signal- 
to-noise (see Fig. 5). While these metrics do describe a different prop
erty, the similar distribution might stem from less repetitive and an 
unique image structure. If a match is precise it also has good support. 
The support for the amplitude compensated results has a shorter long 
tail, while the cross-correlation results seems to have more scattered and 
slightly higher scores. However, the amplitude compensated results 
might be preferred, which becomes more clear in the vector coherence 
plots on the righthand side. 

5.3. Displacement verification 

The relative displacement estimates are compared against another 
independent optical remote sensing data-set, in order to assess the 
measurement precision. For this we use the displacement estimates from 

Zinke et al. (2019). These displacements are based upon oblique very 
high resolution WorldView imagery at 50 cm resolution. The method 
presented in Zinke et al. (2019) estimated planar displacement and 
elevation change simultaneously, but here only the former is used. 
Since, our RapidEye displacement estimates in the across-track direction 
are dominantly corrupted by orthorectification offsets with local varia
tions, only the along-track displacements are analyzed. In the 
along-track direction variation is still present, but these seem to be more 
subtile, more on this in the discussion. We show results in Fig. 8 over 
similar transects as presented in Klinger et al. (2018). 

The WorldView data generates a displacement field at 8 m resolu
tion, this high resolution creates detail that is clearly visible in the re
sults shown in Fig. 8. While the RapidEye data is less detailed due to its 
lower resolution, the presence of noise or outliers seems to be very 
limited or absent, while the WorldView data has been cleaned up by a 
zonal median filtering. When looked at the linear regression of the fault 
displacement, there is a good agreement. The absolute scale is different, 
but this is due to absolute coregistration errors. However, the along- 
track displacement seems to deviate further away from the fault. This 
might be caused by the systematic shear from CCD-array mis- 

Fig. 5. Estimated co-seismic displacement for single band pair matching and cross-power spectra stacking of five band pairs, using a template size of 32 by 32 pixels. 
The footprint location is illustrated in Fig. 4. 

Fig. 6. Cumulative histogram of matching metrics over the land displacement estimates, for different processing approaches. Matching support describes the amount 
of frequencies in the spectra used for the displacement estimation, while local vector coherence is a metric related to smoothness in the direct spatial surrounding of 
the displacement estimate. The spatial distribution of these metrics are shown in Fig. 7. 
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registration as discussed previously, or jitter. 
Verification of the swell velocities with the surface currents is not 

done here. This would mean downscaling of the geostrophic flows and 
upspinning of, for example, a SWAN model (Simulating WAve Near
shore). Since, this study is based upon the same methodology as the 
tectonic displacement, the assessment might be transferable. In any case, 
the example is shown to present that more information can be drawn out 
of a single multispectral RapidEye image when multi-spectral cross- 

correlation stacking is applied compared to a single pair-wise cross- 
correlation. 

5.4. Computational performance of image matching 

In order to assess the performance of stacking in the frequency 
domain in relation to other ensemble matching approaches, a small test 
is conducted. This analysis is based upon a machine with 8 cores at 1.8 

Fig. 7. Estimated support and local vector coherence for phase correlation with single band pair matching, phase correlation stacking of five band pairs and 
amplitude compensated matching. The footprint location is illustrated in Fig. 4, while their histograms are shown in Fig. 6. 

Fig. 8. Along-track displacement over two transects, their location is shown in Fig. 10. The dots are individual displacement estimates. Red dots correspond from 50 
cm WorldView satellite data, while the grey dots come from 5 m RapidEye imagery. The dashed lines are linear regression at either side of the fault. (For inter
pretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 

Fig. 9. At the left side is a performance graph of 
processing times for variable window sizes, through 
different processing approaches. On the right is a 
processing diagram, where the processing steps of the 
different approaches are colored the same way as 
shown in the graph. For both, single pairs as well as 
five cross-correlation pairs, stacking of cross- 
correlation spectra is about a factor 2 faster than 
stacking cross-correlation functions (left) as the final 
(inverse) Fourier-transform is not required.   
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GHz with 64 bit and 12 GB RAM memory. The timing of displacement 
calculation is recorded for different window sizes. A visualization which 
computation are done extra or can be neglected is schematically illus
trated in a flow diagram within Fig. 9. The run time experiment, shows 
the stacking procedure scales with a constant factor depending on the 
amount of image pairs. An improvement of a factor two is achieved 
when the (inverse) Fourier transform operation is not needed, as is the 
case for the stacking cross-correlation spectra instead of cross- 
correlation functions. Furthermore, the runtime for the calculation of 
cross-correlation function for one band, does align to the same runtime 
for a five band cross-correlation spectra with a power of two smaller 
template size. Our results show stacking of cross-correlation spectra is 
able to enhance the matching coverage, hence it can provide a 
displacement field at a higher resolution, at the same computational 
time as a normal processing pipeline. 

6. Discussion 

In this contribution we have introduced the stacking of the cross- 
correlation in the frequency domain. This has the advantage of esti
mating displacement through the phase plane (∠Q) compared to trans
forming the phase plane back to the spatial domain and do a sub-pixel 
localization of the correlation surface (C). A first reason to do so, is 
because the discrete version of the convolution theorem are taylored 
towards an integer displacement (Foroosh et al., 2002). A second reason 
is rooted in the versatility of frequency methods, as translational and 
affine components are decoupled in the phase and magnitude of the 
spectrum (Krüger and Calway, 1998). This will ease matching when an 
affine model is more suited, which is an interesting direction to explore. 
Hence these reasons make us prefer to do the stacking and displacement 
estimation within the frequency domain. 

6.1. Potential aspects influencing matching performance 

Many approaches that stack cross-power spectra seem to outperform 
single pair processing. A reason why this is the case, might be due to the 
different spectral or polarized reflections of the surface. Surface re
flections are different between different bands, altering the image 
structure. However, also the geometric sensing configuration might play 
a role, since bi-directional reflection functions (BDRF) also alter the 
appearance. Both effects can cause a different image configuration from 
band to band, and through that put emphasis on other frequency com
ponents. This gradually enhance the visibility of the phase plane with 
every pair, as more frequencies emerge above the noise level (e.g. 
Fig. 2). 

When amplitude compensated correlation is used, a more complete 
solution is given (e.g. Fig. 6). Explanation for this can be found in the 
amplitudes of the Fourier transform. When phase correlation is used, the 
weighting of the mean over all frequency components is equal since the 
cross-spectrum is normalized. However, if energy is present at a certain 
frequency and direction, it is an essential part of the signal, thus 
amplitude dependent weighting in the stacking process is beneficial. 

However, the amplitudes can be of sufficient magnitude ranging several 
orders of magnitude, especially if these are multiplied, as is the case for 
cross-correlation (S1 ⊙S2). Amplitude compensated correlation (Ŝ1 ⊙S2)

seems to be a middle ground, where the weighting of frequency com
ponents is not amplified. For locations where the signal of the phase 
plane is close to the noise level, it is able to extract the common orien
tation. While stacking of cross-correlation spectra mostly seem to 
enhance a signal that is already moderately observable at a single pair 
calculation. 

6.2. Geometric performance of RapidEye 

Each spectral band of a RapidEye satellite is composed of a single 
CCD array. This is different from systems such as Sentinel-2 or Landsat 8, 
where several ramp errors within an acquisition can be present (Kääb 
et al., 2016). However, CCD-array mis-registration might still occur 
(Ayoub et al., 2008), and this seems to be most present in the N-S dis
placements. The differences are more pronounced when the displace
ments are oriented towards an along- and across-track coordinate 
system (‖ & ⊥, respectively), as in Fig. 10. The along-track displacement 
show the tectonic displacement, but most pronounced is a consistent 
shear that can be attributed to the sensor, see also Stumpf et al. (2018). 

More local undulations, due to uncompensated attitude distortions, 
might still be present. Instruments on the ZiYua-3 satellite have a 
somewhat similar sensor specifics as RapidEye and for this satellite the 
residual jitter can be in the order of 0.3 pixels (Tong et al., 2015). 
Interband matching can be used to estimate and compensate these ef
fects (Ye et al., 2019), but we do not see these sub-pixel oscillations in 
our single pair matching results. They might thus be small, though these 
fluctuations occur at different attitudes and when these spectra are 
stacked, smearing occurs. Jitter patterns have been identified for 
Sentinel-2 (Kääb et al., 2016), and it can thus be expected that stacking 
of such multi-spectral data will influence the precision for such data, as 
jitter dilutes the phase signal. Though, this will be less the case for other 
imaging configurations that acquire simultaneously through a dichroic 
filter, frame camera or a polarized synthetic aperture radar (SAR) im
aging system. 

In the across-track direction the patterns appear to have a local 
character. Since the acquisitions are sensed from two different orbits, it 
has terrain correlated displacements in across-track direction (Altena 
and Kääb, 2017). When looked at the terrain, these patterns correspond 
to the across-slope as well as the parallel slope direction. Hence, it is a 
combination of errors stemming from the absolute location of satellite, 
and orthorectification offsets due to the earthquake induced terrain 
movement. 

The different vantage points from the forward and backward looking 
sensor arrays result in a small parallax in along-track direction (Delon 
and Rougé, 2007). If for our results, the ramp error present in the 
along-track displacement (d‖) is removed via a planar fit, then the re
sidual (d̃‖) shows correspondence with the topographic signal, as is also 
shown in Fig. 11. If this is set out against the aspect of the terrain, against 

Fig. 10. Zoom in of the displacements estimates as shown in Fig. 5, but now turned towards a satellite centered coordinate frame. Similarly, the gradients of the 
terrain over the same region are plotted. 
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the along-track displacement normalized by terrain slope, through a 
similar procedure as Nuth and Kääb (2011), a sinusiodal relation is 
present. This hints towards a translational bias still present in the data, 
while stereographic aspects are less visible in our results. 

Literature on the analysis of the geometric performance of RapidEye 
is limited, and if present, studies seem to focus on the absolute geo- 
location of the imagery (Chander et al., 2013; Behling et al., 2014; 
Scheffler et al., 2017). Co-registration is implemented by a constant 
offset, excluding the influence of orthorectification and jitter effects. 
This is remarkable, since the RapidEye constellation has changing orbits 
and thus acquisitions from different view points. Fortunately, the native 
6.5 m resolution Level-1 data is also available, so such errors can be 
accounted for. Though this is not done here, as the main innovation of 
this work is the demonstration of a method. Instead of orthorectified 
imagery, as used here, it is preferred to use raw imagery and proper 
ground control. Though ideal, such an approach might not always be 
possible when raw imagery is unavailable (e.g.: Sentinel-2, Landsat9). 
Consequently, orthorectification effects are present in our results, but do 
not influence the performance of the method. 

7. Conclusion 

In this contribution we demonstrate an improved extension of image 
matching to include multiple spectral bands. Enhancement of the 
displacement signal is achieved by taking the mean of several band-wise 
correlation spectra. This improves both the initial displacement, as well 
as, the sub-pixel localization, creating a more complete displacement 
field. The computational load is low, as both displacement estimates are 
implemented in the frequency domain, and are not transformed back to 
the spatial domain. Neither is there a need to carefully select a specific 
band to match the dominant spectral signature in the scenes, as infor
mation from any channel is taken into account. Its computational load is 
limited and reduces or diminishes the importance of post-processing 
routines for outlier detection. 

This methodology of correlation-stacking, or ensemble matching, has 
previously been demonstrated on SAR (Li et al., 2021) and optical im
agery (Altena and Kääb, 2020), though this was based upon data from 
several sequential time intervals. While for this technique the 
multi-spectral nature of the optical sensors makes single timespan pro
cessing possible when the spectral bands are acquired at subsequent 
times. 

Our methodology of cross-correlation spectra stacking is demon
strated on RapidEye data over the Kaiko‾ura region, New Zealand. 
Surface ruptures from the 2016 earthquake where clearly mapped and in 
agreement with very-high resolution WorldView results. In addition, 
other artifacts related to sensor geometry and processing become more 
apparent than single pair processing. We observe our methodology 
works best when amplitude compensated cross-correlation spectra are 
stacked. When cross-correlation spectra stacking is applied, smaller 

templates can be used and post-processing or other types of filtering are 
less needed. Furthermore, the mapping capabilities for swell movements 
were demonstrated, mapping a complete velocity field of several kilo
meters along the coast and outwards into the sea using interband cross- 
correlation spectra stacking. 
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