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Abstract
Flyrock is known as one of the main problems in open pit mining operations. This phenomenon can threaten the safety of 
mine personnel, equipment and buildings around the mine area. One way to reduce the risk of accidents due to flyrock is 
to accurately predict that the safe area can be identified and also with proper design of the explosion pattern, the amount 
of flyrock can be greatly reduced. For this purpose, 14 effective parameters on flyrock have been selected in this paper i.e. 
burden, blasthole diameter, sub-drilling, number of blastholes, spacing, total length, amount of explosives and a number of 
other effective parameters, predicting the amount of flyrock in a case study, Songun mine, using linear multivariate regression 
(LMR) and artificial intelligence algorithms such as Gray Wolf Optimization algorithm (GWO), Moth-Flame Optimization 
algorithm (MFO), Whale Optimization Algorithm (WOA), Ant Lion Optimizer (ALO) and Multi-Verse Optimizer (MVO). 
Results showed that intelligent algorithms have better capabilities than linear regression method and finally method MVO 
showed the best performance for predicting flyrock. Moreover, the results of the sensitivity analysis show that the burden, 
ANFO, total rock blasted, total length and blast hole diameter are the most significant factors to determine flyrock, respec-
tively, while dynamite has the lowest impact on flyrock generation.
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Introduction

It is well known that in mining and construction projects in the 
face of changing conditions of rock mass and hard rocks, due 
to economic conditions and flexibility of the type of drilling 
operations is of great importance. Today, despite the advances 
made in the construction of stone cutting and drilling machines, 
blasting is still the main solution for mineral extraction and rock 
fragmentation in mining and construction projects (Shakeri 

et al. 2020; Bui et al. 2020; Monjezi et al. 2021; Murlidhar 
et al. 2020; Shang et al. 2019). Among the favorable results of 
accurate and optimal blasting operations, we can mention the 
reduction of costs and the improvement of efficiency in drilling 
operations. Studies have shown that all of the energy is not used 
for fragmentation; instead, a large portion of this energy, about 
70%, is wasted due to adverse and harmful phenomena caused 
by the explosion, such as ground vibration, flyrock and back-
firing air vibration (Shakeri et al. 2020; Fouladgar et al. 2017; 
Monjezi et al. 2021; Nguyen et al. 2021; Nguyen et al. 2020; 
Nguyen et al. 2019a; Nguyen et al. 2019b; Yang et al. 2020).

Flyrock is a relevant environmental issue, which is created 
when the energy released by an explosion travels the shortest 
path of resistance. This event can pose an earnest menace 
to construction adjacent to the site and personnel working 
nearby. Therefore, accurate fly rock estimation is very impor-
tant to minimize these problems (Trivedi et al. 2015; Hasani-
panah et al. 2020; Little and Blair 2010; Hajihassani et al. 
2015; Koopialipoor et al. 2019). Flyrock divisions include 
face bursting, rifling, and cratering. (see Figure 1).

Based on previous research, controllable and uncontrol-
lable parameters can be considered as the most important 
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factors affecting flyrock. (Rehak et al. 2001; Monjezi et al. 
2012 & Monjezi et al. 2013; Hasanipanah et al. 2017; Gha-
semi et al. 2014). Controllable parameters include powder 
factor, burden, hole spacing, height stemming, hole length, 
hole diameter, sub-drilling, and so forth. Besides, uncon-
trollable parameters include natural cavities, rock mass 
characteristics and non-resistant features, including bed-
ding planes, faults, and joints (Rad et al. 2018, 2020; Pers-
son et al. 2018; Bajpayee et al. 2004). For many years, the 
importance of investigating flyrock caused by explosions in 
mines and construction projects has led many researchers to 
conduct extensive studies to predict and evaluate the rate of 
flyrock caused by explosions.

Monjezi et al. 2021, used methods LMR and GEP to 
predict flyrock. The parameters of powder factor, length 
of stemming, burden and hole spacing were considered as 
input and flyrock as output. The results of their studies show 
better performance of GEP model in fly rock prediction 
than LMR model. Murlidhar et al. 2021 investigated and 
estimated flyrock distance due to explosion using five artifi-
cial intelligent algorithms (MLP, RF, SVM and Combining 
Harris Hawks model based on MLP (HHO-MLP)). To con-
duct their research, they used the results of 152 explosions 
in Malaysia. The measured data included blast parameters 
and rock mass properties. The results of their studies show 
that HHO-MLP performed best among all models. Bhagat 
et al. 2021, have tried to use the CART method (tree clas-
sification and regression) to predict flyrock. They compared 
the results of LMR method with CART, which used two 
statistical indices, R2 and RSME, to evaluate the results of 
the models. Their results show that the CART model offers 
better output than the MLR model. Kalaivaani et al. 2020, 
used the combination of RFNN with PSO algorithm to pre-
dict flyrcok due to explosion in mines. ANFIS and MLR 
were also used to evaluate the acceptability of the RFNN-
PSO method. Their results indicate the accuracy of the 
RFNN-PSO method in predicting flyrock. Dehghani et al. 
2021 used GEP and cuckoo algorithms (COA) to predict fly 
rock due to an explosion at the Songun copper mine. They 
obtained the predictive equation of an explosion-induced 

flyrock using GEP. The equation obtained from GEP is then 
used as a cost function to minimize flyrock by the COA. The 
results of their studies show the appropriate accuracy of 
GEP in predicting fly rock. In addition, there was a 43.6% 
reduction in the maximum amount of explosion-proof 
flyrock provided by the COA compared to the maximum 
amount in the original blast designs. Shakeri et al. 2022a, 
explored different prediction methods and identified the 
ANN model as the optimal approach for predicting flyrock, 
achieving notable accuracy. Additionally, they highlighted 
the effectiveness of the ICA technique and emphasized the 
importance of powder factor and blasthole diameters in 
determining flyrock distance.

So far, plenty of reviews have been conducted to estimate 
the distance of fly-rock based on artificial intelligence tech-
niques, the effectiveness of which varies. In addition, depend-
ing on the geological conditions, the location of each mine 
and the design parameters of the explosion, it can be said that 
the fly-rock distance and its effects are different. Based on 
the mentioned points, the present study is conducted with the 
aim of using statistical and intelligent methods to evaluate the 
amount of flyrock caused by the explosion in the Songun mine.

Methods

Linear multivariate Regression Model (LMR)

In 1908, Pearson used regression analysis to determine 
the contribution of independent variables in predicting the 
dependent variable. In regression analysis, the aim is to pre-
dict the changes of the dependent variable with respect to 
the changes of the independent variables. Using multivariate 
regression, the researcher can study the linear relationship 
between a set of independent variables with a dependent vari-
able in a way that the existing relationships between independ-
ent variables are also considered (Monjezi et al. 2021; Shak-
eri et al. 2020; Onyelowe and Shakeri 2021; Jodeiri Shokri 
et al. 2020). Multivariate regression analysis is quite suitable 
for studying the effects of independent multivariate on a 

Fig. 1   Flyrock phenomenon 
categories (Zhou et al. 2020a; 
Richards and Moore 2004)
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dependent variable. Hence, for many years, many researchers 
have used this method to solve statistical issues in important 
fields of engineering, including mining and civil engineering. 
(Moomivand et al. 2022; Monjezi et al. 2021; Onyelowe et al. 
2022; Armaghani et al. 2016; Onyelowe et al. 2021b). The 
following is a typical multiple regression formula:

where: ε: error; j = 0, 1, …, n and βj are the regression 
coefficients (Barbur et al. 1994; Monjezi et al. 2021; Shakeri 
et al. 2020; Armaghani et al. 2016; Onyelowe and Shakeri 
2021; Onyelowe et al. 2021a; Jodeiri Shokri et al. 2020).

Gray Wolf Optimization algorithm (GWO)

GWO was proposed by Mirjalili et al. 2014. This algorithm 
belongs to a class of swarm-based meta-heuristic algorithms 
inspired by the natural life and unique behavior of gray 
wolves in hunting (Mirjalili et al. 2014). GWO can be used 
to solve complex optimization issues in engineering (Yu 
et al. 2020; Xu et al. 2020; Choopan and Emami 2019). Gray 
wolves are classified as Canidae and have extremely precise 
class hierarchies that is divided into four groups based on 
their abilities (see figure 2), including alpha (α), beta (β), 
delta (δ) and omega (ω) wolves (Purushothaman et al. 2020; 
Emary et al. 2017; Mirjalili et al. 2014; Emami et al. 2018; 
Goli et al. 2019; Onyelowe et al. 2022).

The wolf alpha (α) makes decisions including hunting and 
sleeping as the group leader. And the next group that helps 
the α group make decisions are the obedient wolves or the 
wolf beta (β) commanders. The wolf β is known as the second 
largest wolf in the group and is likely to become a leader (α). 
Subordinates of delta wolves (δ) and lowest-ranking omega 
wolves (ω) are those who perceive safety and ensure the com-
petence of wolf herds. According to studies, GWO uses the 

(1)C = �0 + �1x1 +⋯ + �nxn + �

process of siege, hunting, attack and recovery to hunt prey 
(Mirjalili et al. 2014; Dehghanbanadaki et al. 2021; Puru-
shothaman et al. 2020). The process of the GWO algorithm 
is shown in Figure 3 and is repeated until it reaches the stop 
criterion. The exact formula for GWO is described in the lit-
erature (Mirjalili et al. 2014; Lawal et al. 2021a; Xu et al. 
2020; Onyelowe et al. 2022; Yu et al. 2020; Emary et al. 2017; 
Goli et al. 2019; Purushothaman et al. 2020).

Moth‑Flame Optimization algorithm (MFO)

One of the optimization algorithms is MFO proposed by Mirjal-
ili (2015a). MFO is inspired by biology in nature, which is based 
on the process of transverse orientation of butterflies in reality. 
In MFO, mothes are always looking to maintain a constant angle 
to the moon to fly, and when artificial light is emitted, the but-
terflies try to keep the same direction with that light after flying 
so that they can fly in a straight line. According to what has been 
said, Figure 4 shows the transverse direction with respect to the 
farther light by the moth and its spiral motion around the near 
artificial light (Lawal et al. 2021b; Bui et al. 2021; Onyelowe 
et al. 2022; Mirjalili 2015b; Barham et al. 2018). According to 
Lin et al. 2020, the trend of spiral flight by butterflies includes 
that in the search space of the spiral flight space of the butterfly, 
the spiral butterfly flight is the starting point and the end point 
of the spiral flight ends in the flame position.

According to Figure 5, which shows the MFO trend, first, 
a population of mothes is randomly generated and their suit-
ability values are calculated. Then, in the iteration step, the 
main function is performed and the butterflies are moved 
in the search space. After that, if the criterion of stopping is 
observed, it returns correctly; Otherwise, an incorrect item 
will be returned (Lawal et al. 2021a; Bui et al. 2021; Mirjalili 
2015a; Barham et al. 2018; Onyelowe et al. 2022). Flight mode 
simulation and positioning of each butterfly are expressed by 
Equation (2):

Fig. 2   Classify wolves based 
on their abilities (Mirjalili et al. 
2014)
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where t is a random number between [-1, 1], Di refers to the 
space between the i-th moth and the j-th flame (Di=Gi-Mi), b is 
a constant for defining the logarithmic helix shape, and. In Mir-
jalili (2015b), a detailed description of the MFO can be found.

Whale Optimization Algorithm (WOA)

Mirjalili and Lewis (2016) have proposed the Whale Opti-
mization Algorithm (WOA), which falls into the category of 
new random optimization algorithms. WOA is inspired by 
the behavior of humpback whales. These whales use a bub-
ble hunting strategy to hunt their prey. According to figure 6, 
the humpback whale dives about 10-15 meters into the water 
to catch its prey, and after starting to produce bubbles in the 
form of a spiral, it covers the prey and then follows the bub-
bles upwards (Mirjalili and Lewis 2016; Youcefi et al. 2020; 
Memarzadeh et al. 2020; Louis et al. 2019). WOA has positive 
features that include:

•	 WOA has been improved based on easy concepts in order 
to be able to easily implement and apply WOA in various 
applications.

•	 WOA has several adjustment parameters that can be sim-
ply adjusted for several applications.

(2)Mi = Di.e
bt . cos (2πt) + Fj

•	 WOA has the ability to escape the optimal local response. 
Therefore, WOA can find the optimal universal respond.

•	 Eventually, WOA can address different problems through 
various trends (Mirjalili and Lewis 2016; Louis et al. 2019).

WOA has been tested with 29 mathematical optimization 
problems and 6 structural design issues, which can be seen 
in Mirjalili and Lewis (2016). Exploration and exploitation 

Fig. 3   GWO flowchart (Chawla et al. 2019)

Fig. 4   Moth movement around artificial light source (Mirjalili 2015a)
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are the two main stages in whale search behavior. Accord-
ing to the general WOA trend shown in Figure 7, first, the 
optimal global approximation begins with the WOA start-
ing the whale population in a random position. Then, at this 
stage, called the exploration stage, whales begin a random 
search in their surroundings to find prey. Once the whales 
have found their prey, they identify the situation and begin 
to encircle them during the exploitation phase with the bub-
ble feeding method. After determining the whale with the 
best fitness, the whale's best situation to search for prey to 
other whales is updated. Finally, the other whales move to 
the situation of the whale with the best fitness by updating 
their situation (Mirjalili and Lewis 2016; Youcefi et al. 2020; 
Memarzadeh et al. 2020; Louis et al. 2019).

Ant Lion Optimizer (ALO)

ALO, which is based on the behavior of ants in the natural 
environment, was introduced by Mirjalili 2015b. ALO has 
five main stages that include random walk of ants, construct-
ing traps, entrapment of ants in traps built by antlions, catch-
ing ants, and re-setup the traps for re-hunting. The antlions 
belong to the family Myrmeleontidae and the order Neurop-
tera. The life cycle of antlions consists of two stages, larvae 
and adults. Their entire normal life lasts up to 3 years, which 

occurs mostly in larvae. They hunt at the larvae stage and 
reproduce at puberty.

A view of the typical antlion traps and traps is provided in 
Figure 8. An antlion larva digs a conical insole in the sand by 
moving along a circular path. After that, he uses it to throw 
sand out of his huge jaws. Then, they hide at the end of the 
cone and wait for the insects to be trapped and hunted. When 
a prey is caught in a trap, the antlion senses it and starts to 
catch it. At the same time, insects usually do not get caught 

Fig. 5   MFO flowchart Mirjalili 
(2015a)

Fig 6   Production of bubbles for hunting by humpback whales (Mir-
jalili and Lewis 2016)
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Fig. 7   Flowchart of whale 
optimization algorithm

Fig. 8   View of cone-shaped pits and ant hunting by antlion (Mirjalili 2015a; Lawal et al. 2021c)
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immediately and try to get away the trap. One of the interest-
ing steps in hunting is that, the antlions intelligently throw the 
sand to the edge of the pit so that the prey slides to the bottom 
of the pit. After the prey gets caught in the jaw, the ant pulls it 
underground and consumes it. Finally, they start repairing the 
pit for the next hunt (Mirjalili 2015b; Lawal et al. 2021a). The 
general ALO trend shown in Figure 9; as well as, additional 
explanations are described in the literature (Mirjalili 2015a; 
Sam’on et al. 2017; Chen et al. 2020; Lawal et al. 2021b).

Multi‑Verse Optimizer (MVO)

MVO is a meta-heuristic and population-based algorithm 
introduced by Mirjalili et al. 2016. Multi-Verse theory is based 

on the belief that the universe was built on the basis of sev-
eral large explosions. This theory suggests the existence of 
several parallel worlds that continue in parallel. The MVO is 
based on three main contents called white hole, black hole 
and wormhole (Mirjalili et al. 2016). The multiverse theory's 
circular model argues that the Big Bang created white holes 
where parallel worlds collide. Black holes that are completely 
observed in the universe and behave in contrast to white holes. 
They absorb each thing, such as light rays, with very high grav-
itational forces. Different parts of a world are connected by 
wormholes. Wormholes in multiverse theory act like time and 
space travel tunnels in which objects are able to move instantly 
between any corner of a world. An overview of multi-world 
theory is shown in Figure 10 (Mirjalili et al. 2016).

Fig. 9   Flowchart of antlion 
optimizer

Fig. 10   An overview of multi-world theory (Mirjalili et al. 2016)
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The exploration phase and the exploitation phase are the 
search process by a population-based algorithm. In this algo-
rithm, the concepts of white hole and black hole are used to 
discover search spaces and the concept of wormhole is used in 
exploiting search spaces. Suppose that every solution is repre-
sented by a world and that every variable in every world is an 
object in it. Furthermore, any solution or solution is assigned 
an inflation rate, that’s proportional to the performance worth 
of the solution-related fit function. As well as, we use the term 
time rather than repetition in this algorithm because it’s a gen-
eral term in multiverse theory (Mirjalili et al. 2016). The gen-
eral ALO trend shown in Figure 11. In Mirjalili et al. (2016), 
a detailed description of the MVO can be found.

Study area description and data collection

In Iran, the Sungun copper mine is located 73 km north-
west of Ahar, East Azerbaijan Province (see Figure 12). 
The mine is surrounded by a mountain range approxi-
mately 2390 meters high, called Qarabagh. The main 
products of this mine are copper and molybdenum. 
According to studies, the total reserves of the mine are 
estimated at about one billion tons and its definitive 
reserves are estimated at 388 million tons, with a cop-
per grade of 0.67%. The type of extraction operation in 
this mine is open, which includes benches with height 
and slope of 12.5 meters and 63 degrees, respectively. 

Fig. 11   Flowchart of multi-
verse optimizer algorithm
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Explosion operation data has been recorded and collected. 
The amount of fly rock resulting from each explosion has 
been recorded and measured as an output parameter in the 
mine explosion. Finally, after removing the throw data, 
306 data sets were used in this article. Blast-induced fly-
ing fragments having an approximate diameter of 10 cm, 
or more, were considered as flyrock as such flying frag-
ments may cause fatal injuries or damage (Trivedi et al. 
2016). In the mine, a total station and a handheld GPS 
were used to record the fly-rock distance from the blast 
face. Input parameters for blast design include number of 
blast holes, sub-drilling, length of charge, hole diameter, 
spacing, average depth of blast holes, load, stemming, 
powder factor, etc.

Database

In this article, according to the statistical indicators shown in 
Table 1, a comprehensive database consisting of 306 datasets 
with an output and fourteen input parameters has been pro-
vided, showing the range of input and output parameters as 
well. In addition, in Figure 13, for the input data in Figure 8, 
the Pearson correlation can be seen schematically in a matrix. 

Fig. 12   A view of the location and geology of Sungun copper mine in Iran

This analysis enables us to examine the relationship between 
the input variables. Many studies have shown that correlation 
analysis is a powerful tool to determine the strength of these 
relationships (Khoshalan et al. 2021; Dehghani 2018). Pearson 
correlation coefficients were used in this study to quantify the 
qualitative correlations observed between the input data. Lin-
ear correlation is measured by Pearson correlation coefficient 
and as a result, a value between +1 and -1 is used to indicate 
the degree of linear dependence between the two variables. 
The coefficient +1, 0, -1, respectively, indicates the affirmative 
correlation, no correlation and finally the negative correlation 
(Pearson 1895; Dehghani 2018). The definition of Pearson 
cross-correlation coefficient is as follows:

where ri, c is the Pearson cross-correlation coefficient 
between parameter i and second input, σPc and σPi are the 
standard deviations of the value of first input and value 
of parameter i, respectively, and the covariance between 
the first input and value of parameter i is calculated as 
below:

(3)ri,c =
cov

(

Pi,Pc
)

σPc × σPi
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Table 1   Statistical indicators of parameters

Statistics Symbol Mean Median Std. Deviation Variance Range Mini Max

blasthole Diameter A 5.03 5.50 0.75 0.56 3.00 3.00 6.00 Input
Depth B 10.46 11.75 2.99 8.96 12.50 3.00 15.50
Subdrilling C 0.25 0.00 0.45 0.20 3.00 0.00 3.00
No of blastholes D 35.02 24.00 34.11 1163.42 232.00 3.00 235.00
Spacing E 4.77 5.00 0.83 0.69 3.50 2.50 6.00
Burden F 3.96 4.00 0.66 0.44 3.00 2.00 5.00
Total length G 325.64 250.00 243.36 59225.91 1849.20 4.00 1853.20
ANFO H 2166.92 1800.00 1541.94 2377588.81 10610.00 90.00 10700.00
Dynamite I 57.08 45.00 45.95 2111.44 302.00 0.00 302.00
Total rock blasted J 5301.77 4121.63 3990.11 15920953.47 30701.04 279.92 30980.96
st K 3.17 3.20 0.53 0.28 2.40 1.60 4.00
pf L 0.42 0.40 0.11 0.01 0.82 0.18 1.00
SpD M 0.07 0.06 0.03 0.00 0.23 0.00 0.23
Length Charge N 7.29 8.50 2.84 8.06 10.90 1.00 11.90
Fly rock FR 69.47 76.00 19.68 387.42 70.00 30.00 100.00 Output

Fig. 13   View of Pearson linear 
correlation regression for input 
data
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where Pcj is the first input j, Pij is the value of second 
input j, Pc  is the average of the first input, Pij  is the aver-
age of the value of the second input, and n is the num-
ber of datasets (Dehghani 2018; Khoshalan et al. 2021). 
Figure 8, shows the correlation coefficients between all 
variables in this study. It is noteworthy that all correla-
tions between predictor variables are statistically signifi-
cant, with p-value <0.01(Khoshalan et al. 2021).

Moreover, 70% and 30% divisions, which are training and 
test data, respectively, were selected randomly and used in 
the present study. This segmentation was performed to find 
the best statistical relationship between input and output 
data and the basis of segmentation was random. It should 
be noted that the above division was considered the same 
for all intelligent methods and linear regression method.

Results and Discussion

Predicting with linear multivariate regression (LMR)

In this study, evaluation criteria that are most used in 
engineering were used to compare the performance of 
models. These indicators include VAF, R2, RMSE and 

(4)cov
(

Pi,Pc
)

=
1

n

∑n

j=1

(

Pcj − Pc

)(

Pij − Pi

)

MAEIdeally, the RMSE and MAE values should be close 
to zero and the coefficient of determination (R2) close to 1. 
As well as, the difference between the variance, which is 
VAF, should tend to be close to 1 or 100%. (Shakeri et al. 
2022b; Khoshalan et al. 2021; Onyelowe et al. 2021a). The 
four statistical parameters mentioned above were used as 
criteria for finding the best result for LMR, MFO, GWO, 
ALO, WOA and MVO intelligent methods (Table 2).

Finally, Equation (5) with values of 0.64, 60.48, 12.51 
and 10.05 for R2, VAF, RMSE and MAE, respectively, were 
derived to predict flyrock using the LMR method for test and 
train data.

Table 2   The formula of the performance measures

That: Xipred is the predicted values and Ximes are the measured values.

Measure Formula

Variance Accounted For VAF = 100
(

1 −
var(Ximes−Xipred)

var(Ximes)

)

R-Squared
R2 = 1 −

∑N

(i=1)
(Ximes−Xipred)

2

∑N

(i=1)

�

Ximes−Ximes

�2

Root Mean Square Error
RMSE =

�

1

N

∑N

i=1
(Xipred − Ximes)

2

Mean Absolute Error MAE =
1

N

∑N

i=1
�Xipred − Ximes�

Fig. 14   R-squared value cal-
culated using LMR to predict 
flyrock

R² = 0.64

R² = 0.70
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Table 3   The optimal Models parameters for output (FR)

Parameter Value

MF0
NO search agents 240
NO moths (population) 50
Maximum NO iterations 200
GWO
NO wolves 170
Maximum NO iterations 200
a Linearly Increased from 2 to 0
WOA
NO search agents 240
Max NO iterations 200
l [−1,1]
a linearly decreased from 5 to 0
b 1
ALO
NO ants 100
Max NO iterations 200
NO search agents 240
MVO
NO search agents 240
Max NO iterations 200
*NO: number of
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As well as, figure 14 shows the relationship between the 
actual and predicted value of FR with linear regression for 
test data.

Parameter Settings

The experimental settings of the parameters of all the intel-
ligent algorithms used in this study to anticipate the outputs 
are summarized in Table 3.

(5)

FR =135.465 + (19.833 × A) + (6.244 × C) + (0.117 × D)

+ (−7.667 × E) + (−31.474 × F) + (−0.045 × G)

+ (0.011 × H) + (−0.004 × I) + (−0.003 × J)

+ (−11.012 × L) + (−115.285 ×M) + (0.946 × N)

The global parameter settings were set to 240 for the 
number of search agents and 200 for the number of dupli-
cates. These values were selected based on their good per-
formance in previous studies (Chen et al. 2020; Lawal et al. 
2021a; Memarzadeh et al. 2020; Louis et al. 2019; Lawal 
et al. 2021b; Bui et al. 2021).

Heuristic methods results

Artificial intelligence approaches are constantly evolving 
due to limitations of the laboratory environment. Accord-
ing to recent studies, researchers are convinced that artifi-
cial intelligence methods can be used to evaluate param-
eters more accurately than conventional approaches. As 

Fig. 15   R-squared value calcu-
lated to predict fly-rock calcu-
lated using, a) GWO, b) MFO, 
c) WOA, d) ALO, e) MVO
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Table 4   Results of all methods 
for flyrock anticipation

Model Train Test

R2 VAF RMSE MAE R2 VAF RMSE MAE

GWO 0.93 92.55 5.33 3.84 0.88 88.35 6.94 4.73
MFO 0.86 85.97 7.35 5.42 0.83 83.06 8.17 6.05
WOA 0.82 82.34 8.22 5.66 0.82 81.88 8.47 6.09
ALO 0.87 86.59 7.16 5.34 0.86 85.58 7.65 5.65
MVO 0.94 93.85 4.85 3.67 0.89 89.39 6.76 4.26
LMR 0.70 69.66 11.11 9.22 0.64 60.48 12.51 10.05
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before said, the main purpose of current paper is to pre-
dict flyrock (FR) based on the input parameters showed 
in Table 1.

The value of R2 calculated by LMR indicated the low 
accuracy of this method in predicting FR. Therefore, heuris-
tic methods including GWO, MFO, WOA, ALO and MVO 
were used to predict FR. The results of FR prediction are 
listed in Table 4 and based on the highest values for R2, VAF 
and the lowest values obtained for MAE, RMSE for both 
training and test data.

Table 4 and figure 15 show that the results of the MVO 
method in performing flyrock prediction are better than 
other methods in all criteria. GWO came in second place 
and then MFO, ALO and WOA in the next ranks for FR 
prediction, respectively. While LMR results showed that, 
compared to all five intelligent methods used in this study, 
it has less accuracy for predicting FR and it is placed in 
the last rank. Furthermore, the predictive merits of these 
models were illustrated through the utilization of a Tay-
lor diagram (see Fig. 16). This aforementioned schematic 
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Fig. 15   (continued)
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offers a visual depiction of the projected results for each 
model in the shape of a spatial curve that exhibits correla-
tion with a predetermined benchmark.

Sensitivity analysis

Sensitivity analysis tries to evaluate the significance 
of each "cause" (input variable) on the "effect" (out-
put variable). In this work, sensitivity analysis was per-
formed using diagrams called tornadoes and spiders. The 
purpose of this analysis was to find the most important 
parameters affecting the f lyrock phenomenon. These 
graphs are typically created by fixing an input distribu-
tion to a low value (say its fifth percentile), running a 
simulation, recording the output means and then repeat-
ing the process with a high value (say its 95th percentile) 
of the input distribution to define extremes of the bars.

Results from the sensitivity analysis are shown in Figure. 
17. This figure shows that the Burden, ANFO, total rock 
blasted, total length and blast hole diameter are the most 
significant parameters determining the flyrock, respec-
tively. Besides, dynamite has the least effect on flyrock.

potential damage is not predicted and errors occur dur-
ing the blasting, it can cause many irreparable problems 
for surrounding area. Therefore, the prediction of blast-
induced flyrock should be considered more carefully to 
eliminate or minimize the possibility of damage to adja-
cent structures.

In the present study, different models were used to 
evaluate and anticipate the flyrock due to the blasting in 
the Songun mine. linear multivariate regression (LMR) 
and artificial intelligence algorithm such as Gray Wolf 
Optimization Algorithm (GWO), Moth-Flame Optimi-
zation Algorithm (MFO), Whale Optimization Algo-
rithm (WOA), Ant Lion Optimizer (ALO) and Multi-
Verse Optimizer (MVO) were built to predict fly-rock 
in 306 blast operations in the case study. The efficiency 
of these methods was compared based on statistical cri-
teria including R2, VAF, RMSE and MAE. As a result, 
the worthies of these parameters for the obtained MVO 
were 0.89, 89.39%, 6.76 and 4.26 for test data, respec-
tively. Therefore, the MVO technique was considered 
the best model for predicting fly-rock distance. Results 
also showed that all intelligent methods have a rela-
tively high ability to predict fly rock compared to the 
LMR method.

In addition, the sensitivity analysis results shows that the 
Burden, ANFO, total rock blasted, total length and blast hole 
diameter are the most significant parameters determining the 
flyrock, respectively. Besides, dynamite has the least effect 
on flyrock.

Fig. 16   The assessment of the measured values against the predicted values across all methodologies for a) the test data, and b) the train data

Conclusions

Flyrock is one of the adverse effects that have to be man-
aged in order to minimize the blasting impacts. If its 
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(a)

(b)

Fig. 17   Sensitivity analysis, a) Spider graph; b) Tornado graph

Page 15 of 17    488Arab J Geosci (2023) 16:488

Downloaded from https://iranpaper.ir
https://www.tarjomano.com https://www.tarjomano.com



1 3

Funding  There are no funding sources.

Data availability  The datasets will be provided on request.

Declarations 

Conflict of interest  There are no conflicts of interest.

References

Armaghani DJ, Mahdiyar A, Hasanipanah M, Faradonbeh RS, Khan-
delwal M, Amnieh HB (2016) Risk assessment and prediction of 
flyrock distance by combined multiple regression analysis and 
monte carlo simulation of quarry blasting. Rock Mech Rock Eng 
49(9):3631–3641

Bajpayee TS, Rehak TR, Mowrey GL, Ingram DK (2004) Blasting 
injuries in surface mining with emphasis on flyrock and blast area 
security. J Safety Res 35(1):47–57

Barbur VA, Montgomery DC, Peck EA (1994) Introduction to linear 
regression analysis. Stat 43:339. https://​doi.​org/​10.​2307/​23483​62

Barham R, Sharieh A, Sleit A (2018) Moth flame optimization based 
on golden section search and its application for link prediction 
problem. Mod Appl Sci 13(1):10–27

Bhagat NK, Rana A, Mishra AK, Singh MM, Singh A, Singh PK 
(2021) Prediction of fly-rock during boulder blasting on infra-
structure slopes using CART technique. Geomat Nat Hazards Risk 
12(1):1715–1740

Bui XN, Nguyen H, Le HA, Bui HB, Do NH (2020) Prediction of blast-
induced air over-pressure in open-pit mine: assessment of different 
artificial intelligence techniques. Nat Resour Res 29(2):571–591

Bui XN, Nguyen H, Tran QH, Nguyen DA, Bui HB (2021) Predict-
ing Blast-induced Ground Vibration in Quarries Using Adaptive 
Fuzzy Inference Neural Network and Moth–Flame Optimization. 
Nat Resour Res 30(6):4719–4734

Chawla V, Chanda A, Angra S (2019) The scheduling of automatic 
guided vehicles for the workload balancing and travel time min-
imi-zation in the flexible manufacturing system by the nature-
inspired algorithm. J Proj Manag 4(1):19–30

Chen Y, Gu C, Shao C, Gu H, Zheng D, Wu Z, Fu X (2020) An 
approach using adaptive weighted least squares support vector 
machines coupled with modified ant lion optimizer for dam defor-
mation prediction. Math Probl Eng 2020:1–23. https://​doi.​org/​10.​
1155/​2020/​94340​65

Choopan Y, Emami S (2019) Optimal Operation of Dam Reservoir 
Using Gray Wolf Optimizer Algorithm (Case Study: Urmia Sha-
harchay Dam in Iran). J Soft Comput Civ Eng 3(3):47–61

Dehghanbanadaki A, Khari M, Amiri ST, Armaghani DJ (2021) Esti-
mation of ultimate bearing capacity of driven piles in c-φ soil 
using MLP-GWO and ANFIS-GWO models: a comparative study. 
Soft Comput 25(5):4103–4119

Dehghani H (2018) Forecasting copper price using gene expression 
programming. J Min Environ 9(2):349–360

Dehghani H, Pourzafar M, Asadizadeh M (2021) Prediction and 
minimization of blast-induced flyrock using gene expression pro-
gramming and cuckoo optimization algorithm. Environ Earth Sci 
80(1):1–17

Emami S, Choopan Y, Salmasi F (2018) Presentation of a Method 
Based on Gray Wolf Optimizer and Imperialist Competitive Algo-
rithms in Optimal Operation of Dam Reservoir. Amirkabir J Civil 
Eng 52(5):1–1

Emary E, Zawbaa HM, Grosan C (2017) Experienced gray wolf optimi-
zation through reinforcement learning and neural networks. IEEE 
Trans Neural Netw Learn Syst 29(3):681–694

Fouladgar N, Hasanipanah M, Amnieh HB (2017) Application of 
cuckoo search algorithm to estimate peak particle velocity in mine 
blasting. Eng Comput 33(2):181–189

Ghasemi E, Sari M, Ataei M (2014) Development of an empirical 
model for predicting the effects of controllable blasting param-
eters on flyrock distance in surface mines. Int J Rock Mech Min 
Sci 52:163–170

Goli A, Zare HK, Moghaddam RT, Sadeghieh A (2019) An improved 
artificial intelligence based on gray wolf optimization and cultural 
algorithm to predict demand for dairy products: a case study. IJI-
MAI 5(6):15–22

Hajihassani M, Armaghani DJ, Monjezi M, Mohamad ET, Marto A 
(2015) Blast-induced air and ground vibration prediction: a parti-
cle swarm optimization-based artificial neural network approach. 
Environ Earth Sci 74(4):2799–2817

Hasanipanah M, Armaghani DJ, Amnieh HB, Abd Majid MZ, Tahir 
MM (2017) Application of PSO to develop a powerful equation 
for prediction of flyrock due to blasting. Neural Comput Appl 
28(1):1043–1050

Hasanipanah M, Keshtegar B, Thai DK, Troung NT (2022) An ANN-
adaptive dynamical harmony search algorithm to approximate 
the flyrock resulting from blasting. Eng Comput 38:1257–1269. 
https://​doi.​org/​10.​1007/​s00366-​020-​01105-9

Jodeiri Shokri B, Dehghani H, Shamsi R (2020) Predicting silver price 
by applying a coupled multiple linear regression (MLR) and impe-
rialist competitive algorithm (ICA). Metaheuristic Comput Appl 
1(1):101–114

Kalaivaani PT, Akila T, Tahir MM, Ahmed M, Surendar A (2020) A 
novel intelligent approach to simulate the blast-induced flyrock 
based on RFNN combined with PSO. Eng Comput 36(2):435–442

Khoshalan HA, Shakeri J, Najmoddini I, Asadizadeh M (2021) Fore-
casting copper price by application of robust artificial intelligence 
techniques. Resour Policy 73:102239

Koopialipoor M, Fallah A, Armaghani DJ, Azizi A, Mohamad ET 
(2019) Three hybrid intelligent models in estimating flyrock dis-
tance resulting from blasting. Eng Comput 35(1):243–256

Lawal AI, Kwon S, Kim GY (2021a) Prediction of the blast-induced 
ground vibration in tunnel blasting using ANN, moth-flame opti-
mized ANN, and gene expression programming. Acta Geophysica 
69(1):161–174

Lawal AI, Olajuyi SI, Kwon S, Aladejare AE, Edo TM (2021b) Predic-
tion of blast-induced ground vibration using GPR and blast-design 
parameters optimization based on novel grey-wolf optimization 
algorithm. Acta Geophysica 69(4):1313–1324

Lawal AI, Kwon S, Onifade M (2021c) Prediction of rock penetration 
rate using a novel Antlion optimized ANN and statistical model-
ling. J Afr Earth Sci 182:104287

Lin GQ, Li LL, Tseng ML, Liu HM, Yuan DD, Tan RR (2020) An 
improved moth-flame optimization algorithm for support vector 
machine prediction of photovoltaic power generation. J Clean 
Prod 253:119966

Little TN, Blair DP (2010) Mechanistic Monte Carlo models for analy-
sis of flyrock risk. Rock Fragmentation by Blasting 9:641–647

Louis YHT, Kuok KK, Imteaz M, Lai WY, Derrick KXL (2019) Devel-
opment of whale optimization neural network for daily water level 
forecasting. Int J Adv Trends Comput Sci Eng 8(3):354–362

Memarzadeh R, Zadeh HG, Dehghani M, Riahi-Madvar H, Seifi A, 
Mortazavi SM (2020) A novel equation for longitudinal dispersion 
coefficient prediction based on the hybrid of SSMD and whale 
optimization algorithm. Sci Total Environ 716:137007

Mirjalili S, Mirjalili SM, Lewis A (2014) Grey wolf optimizer. Adv 
Eng Softw 69:46–61

Mirjalili S (2015a) Moth-flame optimization algorithm: A novel nature-
inspired heuristic paradigm. Knowl Based Syst 89:228–249

Mirjalili S, Lewis A (2016) The whale optimization algorithm. Adv 
Eng Softw 95:51–67

488   Page 16 of 17 Arab J Geosci (2023) 16:488

Downloaded from https://iranpaper.ir
https://www.tarjomano.com https://www.tarjomano.com

https://doi.org/10.2307/2348362
https://doi.org/10.1155/2020/9434065
https://doi.org/10.1155/2020/9434065
https://doi.org/10.1007/s00366-020-01105-9


1 3

Mirjalili S (2015b) The ant lion optimizer. Adv Eng Softw 83:80–98
Mirjalili S, Mirjalili SM, Hatamlou A (2016) Multi-verse optimizer: a 

nature-inspired algorithm for global optimization. Neural Comput 
Appl 27(2):495–513

Monjezi M, Dehghani H, Shakeri J, Mehrdanesh A (2021) Optimiza-
tion of prediction of flyrock using linear multivariate regression 
(LMR) and gene expression programming (GEP)—Topal Novin 
mine Iran. Arab J Geosci 14(15):1–12

Monjezi M, Khoshalan HA, Varjani AY (2012) Prediction of flyrock 
and backbreak in open pit blasting operation: a neuro genetic 
approach. Arab J Geosci 5:441–448

Monjezi M, Mehrdanesh A, Malek A, Khandelwal M (2013) Evaluation of 
effect of blast design parameters on flyrock using artificial neural net-
works. Neural Comput Appl 23(2):349–356

Moomivand H, Amini Khoshalan H, Shakeri J, Vandyousefi H (2022) Develop-
ment of new comprehensive relations to assess rock fragmentation by blast-
ing for different open pit mines using GEP algorithm and MLR procedure. 
Int J Min Geol Eng 56(4):401–411

Murlidhar BR, Kumar D, Armaghani DJ, Mohamad ET, Roy B, Pham 
BT (2020) A novel intelligent ELM-BBO technique for predict-
ing distance of mine blasting-induced flyrock. Nat Resour Res 
29(6):4103–4120

Murlidhar BR, Nguyen H, Rostami J, Bui X, Armaghani DJ, Ragam 
P, Mohamad ET (2021) Prediction of flyrock distance induced 
by mine blasting using a novel Harris Hawks optimization-based 
multi-layer perceptron neural network. J Rock Mech Geotech Eng 
13(6):1413–1427

Nguyen H, Bui XN, Bui HB, Mai NL (2020) A comparative study 
of artificial neural networks in predicting blast-induced air-blast 
overpressure at Deo Nai open-pit coal mine Vietnam. Neural 
Comput Appl 32(8):3939–3955

Nguyen H, Bui XN, Moayedi H (2019a) A comparison of advanced 
computational models and experimental techniques in predicting 
blast-induced ground vibration in open-pit coal mine. Acta Geo-
physica 67(4):1025–1037

Nguyen H, Bui XN, Nguyen-Thoi T, Ragam P, Moayedi H (2019b) 
Toward a state-of-the-art of fly-rock prediction technology in 
open-pit mines using EANNs model. Appl Sci 9(21):4554

Nguyen H, Bui XN, Tran QH, Nguyen DA, Hoa LTT, Le QT, Giang 
LTH (2021) Predicting blast-induced ground vibration in open-pit 
mines using different nature-inspired optimization algorithms and 
deep neural network. Nat Resour Res 30(6):4695–4717

Onyelowe KC, Shakeri J (2021) Intelligent prediction of coefficients of 
curvature and uniformity of hybrid cement modified unsaturated 
soil with NQF inclusion. Clean Eng Technol 4:100152

Onyelowe KC, Shakeri J, Amini-Khoshalan H, Usungedo TF, Alimoradi-Jazi 
M (2022) Computational modeling of desiccation properties (CW, LS, 
and VS) of waste-based activated ash-treated black cotton soil for sustain-
able subgrade using artificial neural network, gray-wolf, and moth-flame 
optimization techniques. Adv Mater Sci Eng 2022. https://​doi.​org/​10.​
1155/​2022/​46020​64

Onyelowe KC, Shakeri J, Amini-Khoshalann H, Salahudeen AB, 
Arinze EE, Ugwu HU (2021a) Application of ANFIS hybrids 
to predict coefficients of curvature and uniformity of treated 
unsaturated lateritic soil for sustainable earthworks. Clean Mater 
1:100005

Onyelowe KC, Mahesh CB, Srikanth B, Nwa-David C, Obimba-Wogu J, Shak-
eri J (2021b) Support vector machine (SVM) prediction of coefficients of 
curvature and uniformity of hybrid cement modified unsaturated soil with 
NQF inclusion. Clean Eng Technol 5:100290

Pearson K (1895) Notes on regression and inheritance in the case of 
two parents. In: Proceedings of the Royal Society of London, vol 
58, pp 240–242

Persson PA, Holmberg R, Lee J (2018) Rock blasting and explosives 
engineering. CRC press

Pham BT, Nguyen MD, Bui KTT, Prakash I, Chapi K, Bui DT (2019) 
A novel artificial intelligence approach based on multi-layer per-
ceptron neural network and biogeography-based optimization for 
predicting coefficient of consolidation of soil. Catena 173:302–311

Purushothaman R, Rajagopalan SP, Dhandapani G (2020) Hybridizing 
Gray Wolf Optimization (GWO) with Grasshopper Optimization 
Algorithm (GOA) for text feature selection and clustering. Appl 
Soft Comput 96:106651

Rad HN, Bakhshayeshi I, Jusoh WAW, Tahir MM, Foong LK (2020) 
Prediction of flyrock in mine blasting: a new computational intel-
ligence approach. Nat Resour Res 29(2):609–623

Rad HN, Hasanipanah M, Rezaei M, Eghlim AL (2018) Develop-
ing a least squares support vector machine for estimating the 
blast-induced flyrock. Eng Comput 34(4):709–717

Rehak TR, Bajpayee TS, Mowrey GL, Ingram DK (2001) Flyrock issues 
in blasting. Proc Annu Conf Explos Blasting Tech I:165–175

Richards A, Moore A (2004) Flyrock control-by chance or design. In 
proceedings of the annual conference on explosives and blasting 
technique. ISEE; 1999 1:335–348

Sam’on IN, Yasin ZM, Zakaria Z (2017) Ant lion optimizer for solving 
unit commitment problem in smart grid system. Indones J Electr 
Eng Comput Sci 8(1):129–136

Shakeri J, Shokri BJ, Dehghani H (2020) Prediction of blast-induced 
ground vibration using gene expression programming (GEP), artificial 
neural networks (ANNS), and linear multivariate regression (LMR). 
Arch Min Sci 65:317–335. https://​doi.​org/​10.​24425/​ams.​2020.​133195

Shakeri J, Amini Khoshalan H, Dehghani H, Bascompta M, Onyelowe K 
(2022a) Developing new models for flyrock distance assessment in 
open-pit mines. Journal of Mining and Environment 13(2):375–389

Shakeri J, Asadizadeh M, Babanouri N (2022b) The prediction of 
dynamic energy behavior of a Brazilian disk containing nonper-
sistent joints subjected to drop hammer test utilizing heuristic 
approaches. Neural Comput Applic 34(12):9777–9792

Trivedi R, Singh TN, Raina AK (2016) Simultaneous prediction of 
blast-induced flyrock and fragmentation in opencast limestone 
mines using back propagation neural network. Int J Min Mineral 
Eng 7(3):237–252

Trivedi R, Singh TN, Gupta N (2015) Prediction of blast-induced fly-
rock in opencast mines using ANN and ANFIS. Geotech Geol 
Eng 33(4):875–891

Xu C, Nait Amar M, Abdelfetah Ghriga M, Ouaer H, Zhang X, Hasanipanah 
M (2022) Evolving support vector regression using Grey Wolf opti-
mization; forecasting the geomechanical properties of rock. Eng with 
Comput 38(2):1819–1833. https://​doi.​org/​10.​1007/​s00366-​020-​01131-7

Yang H, Hasanipanah M, Tahir MM, Bui DT (2020) Intelligent predic-
tion of blasting-induced ground vibration using ANFIS optimized 
by GA and PSO. Nat Resour Res 29(2):739–750

Youcefi MR, Hadjadj A, Bentriou A, Boukredera FS (2020) Rate 
of penetration modeling using hybridization extreme learning 
machine and whale optimization algorithm. Earth Sci Inform 
13(4):1351–1368

Yu Z, Shi X, Zhou J, Chen X, Miao X, Teng B, Ipangelwa T (2020) 
Prediction of blast-induced rock movement during bench blast-
ing: use of gray wolf optimizer and support vector regression. Nat 
Resour Res 29(2):843–865

Zhou J, Aghili N, Ghaleini EN, Bui DT, Tahir MM, Koopialipoor M 
(2020) A Monte Carlo simulation approach for effective assess-
ment of flyrock based on intelligent system of neural network. Eng 
Comput 36(2):713–723

Springer Nature or its licensor (e.g. a society or other partner) holds 
exclusive rights to this article under a publishing agreement with the 
author(s) or other rightsholder(s); author self-archiving of the accepted 
manuscript version of this article is solely governed by the terms of 
such publishing agreement and applicable law.

Page 17 of 17    488Arab J Geosci (2023) 16:488

Downloaded from https://iranpaper.ir
https://www.tarjomano.com https://www.tarjomano.com

https://doi.org/10.1155/2022/4602064
https://doi.org/10.1155/2022/4602064
https://doi.org/10.24425/ams.2020.133195
https://doi.org/10.1007/s00366-020-01131-7

	Application of artificial intelligence techniques for predicting the flyrock, Sungun mine, Iran
	Abstract
	Introduction
	Methods
	Linear multivariate Regression Model (LMR)
	Gray Wolf Optimization algorithm (GWO)
	Moth-Flame Optimization algorithm (MFO)
	Whale Optimization Algorithm (WOA)
	Ant Lion Optimizer (ALO)
	Multi-Verse Optimizer (MVO)

	Study area description and data collection
	Database
	Results and Discussion
	Predicting with linear multivariate regression (LMR)
	Parameter Settings
	Heuristic methods results

	Sensitivity analysis
	Conclusions
	References


