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Abstract: Intelligent Decision Support Systems (IDSSs) integrate different Artificial Intelligence (AI) 
techniques with the aim of taking or supporting human-like decisions. To this end, these techniques are 
based on the available data from the target process. This implies that invalid or missing data could 
trigger incorrect decisions and therefore, undesirable situations in the supervised process. This is even 
more important in environmental systems, which incorrect malfunction could jeopardise related 
ecosystems. In data-driven applications such as IDSS, data quality is a basal problem that should be 
addressed for the sake of the overall systems’ performance. In this paper, a data validation and 
imputation methodology for time-series is presented. This methodology is integrated in an IDSS 
software tool which generates suitable control set-points to control the process. The data validation and 
imputation approach presented here is focused on the imputation step, and it is based on an ensemble 
of different prediction models obtained for the sensors involved in the process. A Case-Based 
Reasoning (CBR) approach is used for data imputation, i.e., similar past situations to the current one 
can propose new values for the missing ones. The CBR model is complemented with other prediction 
models such as Auto Regressive (AR) models or Artificial Neural Network (ANN) models. Then, the 
different obtained predictions are ensembled to obtain a better prediction performance than the obtained 
by each individual prediction model separately. Furthermore, the use of a meta-prediction model, 
trained using the predictions of all individual models as inputs, is proposed and compared with other 
ensemble methods to validate its performance. Finally, this approach is illustrated in a real Waste Water 
Treatment Plant (WWTP) case study using one of the most relevant measures for the correct operation 
of the WWTPs IDSS, i.e., the ammonia sensor, and considering real faults, showing promising results 
with improved performance when using the ensemble approach presented here compared against the 
prediction obtained by each individual model separately. 
 
Keywords: Sensor data validation/imputation; Time series; Predictor Models Ensemble; Meta-
Predictor; Intelligent Decision Support Systems 
 
  



J. Pascual et al. / Ensemble model-based method for time series sensors’ data validation and imputation applied to a real 
Waste Water Treatment Plant 

1 INTRODUCTION 
 
Waste Water Treatment Plants (WWTP) are complex and critical systems which require supervisory 
and real-time control solutions in order to ensure: first, the good quality of the effluent discharged to the 
environment and; second, achieving this objective in an efficient manner by minimizing the electrical 
consumption, as well as the consumption of used chemical products, when needed. When this kind of 
supervision or Decision Support System (DSS) are based on data, it is crucial to ensure the good quality 
of the involved data, otherwise proposed decisions could be compromised and therefore undesirable 
behaviours should occur. The methodology proposed in this paper is integrated in an Intelligent 
Decision Support Systems (IDSS) software tool for WWTPs (Pascual et. al., (2021)). The IDSS tool is 
based on a Case-Based Reasoning (CBR) approach. The CBR system is used to generate suitable 
control set-points to control the process using past experiences. In a similar way, the same approach 
can be also used for data imputation, i.e., a missing value in a particular situation could be replaced 
with the value from a similar case available in the case base (CB). The CBR model is complemented 
with other models such as Auto Regressive (AR) models or Artificial Neural Network (ANN) models. To 
improve the prediction performance, all single model predictions are ensembled obtaining a combined 
prediction.  
The structure of this paper is as follows: in Section 2, a list of related works related to time series data 
imputation and ensemble methods is presented. Section 3 presents the proposed methodology: first, 
some imputation models are presented; then, proposed ensemble methods are described. In the first 
part of Section 4, the case study is described; in the second one the validation of the methodology using 
real data and some results are presented. In Section 5 results are discussed and some conclusions 
and future work steps are outlined.  
 
 
2 RELATED WORK 
 
IDSSs operate using data obtained from different sources, such as sensors, and often in real time. The 
quality of these data is a common problem that should be tackled to ensure the good performance of 
the system. 
To solve the data imputation problem different machine learning techniques and models can be used. 
In Herrera-Vega et al., (2018), the authors propose the use of Bayesian networks to detect and 
reconstruct not only outliers but also incongruent values in time series. The work in Quesada et al., 
(2021) models time-series using dynamic Gaussian Bayesian networks and compares its performance 
with Recurrent Neural Networks. In Ngouna et al., (2020), a data-driven framework for diagnosing 
causes of water quality contamination is presented. In this work, datasets with a high rate of missing 
values are used. The missing values imputation is done using Chained Equations (MICE) and Support 
Vector Regression (SVR). In Cheng et al., (2019), an imputation method based on a k-Nearest 
Neighbour (kNN) algorithm is proposed and applied to a financial prediction problem. Qi et al., (2021) 
proposes also the use of a reliable k-nearest neighbours’ (RKNN) algorithm applied to incomplete 
interval-valued data. In Flores et al., (2019), a case-based reasoning approach for offline medium-gaps 
(from 3 to 10 missing values) imputation is proposed and applied to meteorological time series. In 
Cugueró-Escofet et al., (2016), the combination of spatial models and time-series models to validate 
and reconstruct invalid or missing data is proposed. 
Other works propose the ensemble of different models with the aim of improving the performance of 
using single models’ outputs (Dietterich (2000)). In Kokkinos et al. (2021) an ensemble composed of 
different methods including Adaptive Neuro Fuzzy Inference Systems (ANFIS), Long Short-Term 
Memory (LSTM) recurrent neural networks and Extreme Learning Machines (ELM) is proposed to 
predict traffic-induced pollutants concentrations. Saad et al., (2020) point out the hurdle of missing 
values when using time series datasets for prediction or forecasting, as well as the inefficiency of 
conventional imputation methods, like averaging or filling with the last reliable value. They evaluate the 
use of different deep-learning and machine learning methods, as well as some ensemble methods, for 
four different types of time series: trend, seasonal, combined and random. Oehmcke et al., (2016) 
proposes an ensemble by combining kNN and Dynamic Time Warping (DTW) algorithms for the 
imputation of intervals of missing values in time series. The proposed method is tested using different 
datasets from the UCR Time Series archive (Dau et al., (2019)).  
In the work presented here, an ensemble model-based method is proposed and designed to be 
integrated in an IDSS managing a real WWTP. Its purpose is to validate/impute missing values in an 
online fashion. This work is focused in the imputation step, but the method could be also used for data 
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validation (Cugueró-Escofet et al., (2016)), i.e., the error between the models and the measured data 
could be used to detect invalid values.  
 
 
3 METHODOLOGY 
 
 
3.1 Imputation models 
 
In this section, the different imputation models considered in this work are briefly described. These 
models are: AR, ANN and CBR models.  
AR models (Brockwell and Davis (1991)) are typically used for time-series modelling. They specify that 
the output variable depends linearly (in the case of linear AR models) on a combination of previous 
values, as specified in equation 1:  
 

𝒚(𝒕) = 	'𝒂𝒊

𝒏

𝒊#𝟏

𝒚(𝒕 − 𝒊) (1) 

 
where 𝒚 is the target time series (the one to be predicted), 𝒏 is the number of considered past values 
for	𝒚 time series and 𝒂𝒊 are the model coefficients.   
The AR model can also consider other input variables or exogenous variables that can be related with 
the target one (ARX model). This model can be represented by equation 2: 
 

𝒚(𝒕) = 	'𝒂𝒊

𝒏

𝒊#𝟏

𝒚(𝒕 − 𝒊) +	'𝒃𝒋
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𝒋#𝟏

𝒖(𝒕 − 𝒋) (2) 

 
where 𝒚 is the target time series (the one to be predicted), 𝒖 are the external exogenous variables, 𝒏 
and 𝒎 are the number of considered past values for 𝒚 and 𝒖 time series and 𝒂𝒊 and 𝒃𝒊 are the model 
coefficients. 
Artificial Neural Network (ANN) models (Walczak and Cerpa, (2003)) are inspired by biological nervous 
systems. As in the nature, the connections between different nodes or artificial neurons determine the 
network behaviour. Here, an ANN is trained to solve a non-linear time-series problem in order to predict 
future values. Like in the AR models, present and past values from other time-series different than the 
target one can be considered.  
CBR models try to solve new problems in a domain reusing previous solutions, given in the past to 
similar problems (Riesbeck and Schank, (1989); Kolodner, (1993); Richter and Weber, (2013)). In a 
similar way, this principle may be applied to data imputation, using values from similar past situations 
to replace incorrect or missing values. The imputation method presented here is proposed to be 
integrated in an IDSS based on a CBR model, which is also used to tackle the supervision and control 
set-points generation for environmental systems management (Pascual-Pañach et al., (2021)), 
specifically WWTPs. Thus, here the use of the existing CBR system is extended to data imputation 
purposes. When a value from the current case is incorrect or missing, the available part of the case is 
used to find the most similar ones in the Case Base (CB). Considering that all the features are numeric, 
the Euclidean Distance (ED) similarity measure is used. To impute the missing value in the current 
case, the corresponding value obtained from the k most similar cases can be reused to obtain a new 
estimated case. The value of k can be equal one or be greater than one (e.g., the imputed value is 
calculated as the mean of the set of cases).  
In addition, a temporal or dynamic approach for CBR is compared with the classical (i.e. static) one. 
While in the classical approach, a case describes the situation of the process at a particular time, the 
temporal CBR approach (TCBR) considers a set of 𝒉 consecutive cases in order to capture the temporal 
relations between cases in the studied domain. This temporal approach is based on the one described 
in Sànchez-Marrè et al., (2005), and explained in a submitted work under review (Pascual et.al., (2022)).  
 
 
3.2 Ensemble methods  
 
In this section, a brief description of the ensemble methods proposed is given. An ensemble method 
integrates the combination of the predictions of different models to obtain a single prediction (Dietterich 
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(2000)). This combination aims to achieve a better prediction than the ones provided by individual 
models.  
Here, four methods have been considered in order to implement an ensemble model for data 
imputation: voting (V), weighted voting (WV), Linear Regression Meta-Predictor (LR-MP) and Artificial 
Neural Network Meta-Predictor (ANN-MP). 
In the voting method, different models are trained with the same training dataset. In this method, the 
model with the best accuracy in the prediction, is selected. The RMSE of each model is evaluated in a 
moving horizon window. At time step 𝒕𝒌, the RMSE for the model 𝒋 is calculated as follows: 
 

𝑹𝑴𝑺𝑬𝒋(𝒌) = 	7
∑ 𝒆(𝒊)𝟐𝒌)𝟏
𝒊#𝒌)𝒎

𝒎  (3) 

 
where 𝒌 is the length of the evaluation window and 𝒆(𝒊) is the error between the prediction and the 
measured value at time step i. 
The weighted voting method is similar to the voting method, but in this case, the selected model is not 
the one with the lowest RMSE in the evaluation window. Here, each model prediction is weighted by its 
RMSE value as follows: 
 

𝒚:(𝒌) = 	';𝒘𝒋 · 𝒚:(𝒌)𝒋>
𝑵

𝒋#𝟏

 (4) 

 
where 𝑵 is the number of imputation models, 𝒚:(𝒌)𝒋 is the prediction for the model 𝒋 and 𝒘𝒋 is the weight 
given to the model 𝒋 to obtain the final prediction 𝒚:(𝒌). 
 
In the case of LR-MP and the ANN-MP ensemble methods, a stacking algorithm (Figure 1) is used to 
provide the prediction. The stacking considers not only the measured data, but also the predictions of 
each individual model to train a meta-predictor in order to provide a prediction based on the different 
predictions generated by each model. The meta-predictor attempts to learn how to best combine the 
input prediction to find a better prediction output.  
 

 
Figure 1. Stacking algorithm 

The LR-MP is obtained training a linear regression model, while the ANN-MP is trained using a dynamic 
neural network. For the implementation of all models, MATLAB software has been used, in particular 
System Identification toolbox, Statistics and Machine Learning toolbox and Deep Learning toolbox.  
 
 
4 CASE STUDY: Consorci Besòs Tordera water sanitation systems 
 
4.1 Description 
 
Consorci Besòs Tordera (CBT) is a local water administration composed of 69 municipalities in four 
different regions of Catalonia with a population of about 470000 inhabitants. CBT is responsible for the 
sanitation facilities from the very beginning in projecting and building stages to the final facilities 
operation and maintenance –including 300 km of sewers and 27 WWTPs–, with the main objective of 
preserving and improving the good health of the rivers in its area. All WWTPs within the CBT ambit are 
based on the activated sludge process. Plants’ capacity ranges from 1000 m3/day to 40000 m3/day, 
including water and sludge lines, and in some cases, a biogas line. Despite the similar layout among 
CBT WWTPs, there are some particularities that imply a custom-made control system, e.g., number 
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and type of actuators and sensors or influent characteristics. Using data-driven strategies like CBR 
provide a useful approach to deal with the particular characteristics of each system.  
This study is focused on the control and supervision of the biological process of Santa Maria de 
Palautordera WWTP, in the area or the Tordera River. The design capacity of this plant is about 3200 
m3/day. The influent pollution load is about 18000 population equivalent (PE) and comes mainly from 
urban wastewater. The layout of the plant is shown in Figure 2. The plant water line consists of a primary 
treatment, two biological reactors and two secondary clarifiers. The sludge line includes gravity 
thickening and dewatering processes. Available sensors, which all have numeric values, with its 
corresponding measure units, range of numeric values and sensor identifier, are detailed in Table 1. 
 
 

Table 1. Available sensors in the case study 
WWTP. 

Sensor Units Range Sensor Id. 

Plant input flow m3/h [0; 2000] Qbio 

Plant output flow m3/h [0; 2000] Qout 

Sludge recirculation 

flow 
m3/h [0; 100] QR1, QR2 

Purge flow m3/h [0; 100] QP1, QP2 

Ammonia mg/l [0; 30] NH4,R1, NH4,R2 

Nitrate mg/l [0; 30] NO3,R1, NO3,R2 

Dissolved oxygen mg/l [0; 6] O2 R1, O2 R2 

Redox mV 
[-500; 

500] 
RxR1, RxR2 

Air pressure mbar [0; 600] P 

Air valves position % [0; 100] 
VR1.1, VR1.2, VR2.1, 

VR2.2 
 

 
Figure 2. Case Study WWTP layout 

 
 
One of the most important processes to be controlled and supervised in a WWTP —in order to preserve 
the good quality of water with a reliable treatment system— is the aeration of the biological reactor in 
the activated sludge treatment, since is the most critical for water quality preservation and the most 
resource consuming process, accounting for about the 50 % of the overall treatment process energy 
use of the WWTP (Feng et al., (2012); Oulebsir et al., (2020)). The aim of this process is to supply 
oxygen to remove organic matter and nutrients, mainly nitrogen, from the sewage water. The whole 
process needs some periods with addition of oxygen (nitrification phase) and periods without addition 
of oxygen (denitrification phase). Required oxygen is provided by means or aeration blowers.  
The former control system operating this plant is based on the combination of RBR and CBR 
techniques, as described in Pascual et al., 2021.  
 
 
4.2 Results 
 
The ensemble model-based method presented in Section 3 is tested with real data gathered from the 
WWTP described in Section 4.1. The IDSS is in operation in the real WWTP since January 2020. Data 
quality is paramount for models’ calibration, as well as considering data from different situations or 
behaviours of the process, to obtain a reliable model able to impute missing values with a good 
performance. All models described in Section 3 are calibrated with a dataset complying with these 
requisites, and then, the obtained predictions are used for meta-predictors calibration. Then, all models 
are evaluated using a validation dataset: first, with unfaulty data and, then, considering different short 
and medium length faults ranging from one sample (5 minutes) to 12 samples (1 hour). In order to 
provide a convenient evaluation setup, faults are simulated —hence measured values are still available 
for performance testing. Simulated faults are based on typical faults occurring in the real facility —e.g., 
communication faults or invalid values during the sensor calibration process (a common sensor 
maintenance periodic procedure performed in the real facility)—, which make them representative of 
the incidences occurring in the operation of the real WWTP. 
To evaluate the performance of the different models, the Root Mean Square Error (RMSE) is used. As 
it can be seen in Table 2, RMSE is calculated for different time periods, namely: the whole validation 
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dataset (RMSET); the moving horizon window before the fault occurs (RMSE6) and the fault time range 
(RMSEF). Note that here faults are simulated by introducing missing values in the real data in order to 
calculate the error during the fault period. Figure 3 shows the performance of different models using an 
unfaulty dataset. The measured value is compared with the estimated one. Then, in Figure 4, models 
are validated using faulty data. Results shown in Figure 4 correspond to the fault #4 in Table 2. The 
fault length is 12 samples (1 hour) and starts where the RMSE6 is depicted.  
 
 

 
Figure 3. Comparison of measured and predicted values using different models with unfaulty data 

 

  
Figure 4. Evaluation of different models using faulty data (fault #4 in table 2) 
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Table 2. Models’ performance comparison for different faults in the ammonia sensor data 

Id Fault description Length 
[samples] 

Model 
 
Indicator 

ARX CBR TCBR ANN Voting Weighted 
voting 

LR MP ANN 
MP 

#1 Unfaulty data 0 RMSET 0.1142 1.0942 0.1812 0.0965 0.2911 0.1065 0.0967 0.0997 
#2 Short length, 

denitrification 
3 RMSET 0.1301 1.2467 0.2501 0.1123 0.3717 0.1263 0.1130 0.1184 

RMSE6 0.0425 0.8046 0.1802 0.0124 0.1531 0.0159 0.0128 0.0173 
RMSEF 0.0751 0.4558 0.4057 0.1045 0.1772 0.0764 0.1018 0.1055 

#3 Medium length from 
nitrification to 
denitrification 

6 RMSET 0.1355 1.2467 0.2783 0.1205 0.3447 0.1332 0.1211 0.1250 

RMSE6 0.0566 0.8823 0.1364 0.0439 0.2330 0.0511 0.0429 0.0458 
RMSEF 0.2587 1.0414 0.9409 0.2820 0.4575 0.2856 0.2827 0.2763 

#4 Medium length, from 
denitrification to 
nitrification  

12 RMSET 0.1309 1.2467 0.3410 0.1140 0.3517 0.1283 0.1147 0.1194 
RMSE6 0.0511 0.4977 0.1356 0.0306 0.1450 0.0437 0.0315 0.0319 
RMSEF 0.1291 0.9651 1.1625 0.1270 0.4952 0.1502 0.1282 0.1333 

 
 
5 DISCUSSION AND CONCLUSIONS 
 
This paper presents an ongoing study about data imputation using an ensemble of different prediction 
models. At this stage, this proposal has been evaluated using real data from a WWTP and considering 
different realistic medium-range missing data windows based on real faults. In particular, the presented 
results are focused on the prediction of the ammonia sensor values, which is one of the most important 
measured variables for the biological process control of the WWTP.  
The RMSE of the estimation with unfaulty data shows that the best model, i.e., the one with the lowest 
RMSE, is the ANN model. On the other hand, the CBR model performance is the one showing worst 
performance, although the improvement when using the temporal approach is remarkable, with a RMSE 
about 80% lower. Concerning ensemble methods, similar results are obtained with WV, LR-MP and 
ANN-MP models, although the one showing the best performance is the LR-MP. It is also noteworthy 
the improvement between these methods and the Voting one. 
Regarding results with faulty data, a similar prediction performance is obtained for all simulated faults, 
from 3 to 12 samples length. In general, the smallest RMSE is obtained using the ANN, regardless of 
whether the RMSE is evaluated for the whole period (RMSET) or during the fault (RMSEF), while the 
best ensemble is the LR-MP. The higher performance degradation between the RMSET and RMSEF 
can be observed for the 6 samples length fault.  
In conclusion, results obtained show improved performance when using the prediction obtained with 
the ensemble of different models in comparison with the prediction obtained by most individual models 
separately. Only the ANN model performance is despicably higher than the one obtained with the best 
ensemble. This is probably caused by the CBR model performance, which is in general clearly worse 
than the others. Thus, future work will consider the calibration of models for a wider sensor set of the 
WWTP including the most critical sensors in the facility, as well as a more in-depth evaluation of the 
method’s performance with different types and lengths of real relevant faults and the comparison with 
further state-of-the-art imputation techniques. At this point, and considering that this is an online process 
in a real facility, the trade-off between performance and computing time should be considered. In 
addition, the validation step of the method will be considered in further steps. 
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