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Abstract
Renewable energy has emerged as a crucial component in the transition towards decarbonizing the power
sector, offering a clean and sustainable alternative to fossil fuels. However, the integration of these vari-
able renewable electricity sources diminishes system inertia and creates frequency regulation challenges
[1]. To address these operational and technical difficulties, energy storage devices are critical in support-
ing grid stability. In particular, hydrogen storage can act as an intermediary for intermittent electricity
production and thus contribute to a more balanced energy system in the coming years [2].

Therefore, this thesis presents a comprehensive techno-economic analysis of integrating solar and wind
power plants with a hydrogen storage system to provide frequency regulation services. The study fo-
cuses on the profitability of participating in the Day-ahead Spot Market and explores the impact of fre-
quency regulation provision on project profitability, over the project’s lifetime of 20 years. A case study in
Sweden is used to evaluate the results obtained from an optimization model developed using the Gurobi
solver.

The findings demonstrate the significance of revenue from frequency regulation services in achieving
overall profitability. Wind scenarios outperform solar scenarios due to higher renewable energy avail-
ability. In thewind scenario, the analysis revealed a payback period of 16 years and a total hydrogen (H2)
production of 582 tonnes. Notably, approximately 62%of the total revenuewas attributed to participation
in the Down-regulation frequency market, with the wind power plant emerging as the primary revenue-
generating component. On the other hand, in the solar scenario, the payback period was extended to
19 years, accompanied by a total hydrogen production of 584 tonnes. In this case, the solar power plant
accounted for the majority of revenue, and 51% of the total revenue of the project was attained through
participation in the Down-regulation market. The future scenarios indicate that market landscapes and
technological advancements will enhance economic indicators and make renewable power plants inte-
grated with hydrogen energy storage systems projects more attractive.

Additionally, a sensitivity analysis reveals the key factors influencing the Levelized Cost of Electricity,
Net Present Value, and Payback Period in different scenarios.

Finally, these research outcomes provide valuable insights for decision-making, emphasizing the im-
portance of considering various factors, such as market prices, system size, system costs, and discount
rates, in the techno-economic analysis of renewable energy projects. This study contributes to the ex-
isting knowledge in the field and offers guidance for stakeholders involved in renewable energy system
planning and implementation.
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1 Introduction
Renewable energy has been playing a significant role in the energy transition toward the decarbonization
of the power sector [19]. Renewable energy sources such as solar and wind offer a clean, sustainable
alternative to fossil fuels, which can help reduce greenhouse gas emissions and mitigate the effects of
climate change [20]. The rapid growth of renewable energy over the past decade, driven by technological
advances and policy incentives, has led to significant cost reductions and increased deployment, making
renewable energy a cost-effective and viable option for meeting our energy needs [21]. In 2021, 28.7 %
of the world’s electricity came from renewable sources [22], which is especially relevant as we face the
challenges of climate change, environmental degradation, and energy access, the transition to renewable
energy is more important than ever to achieve net zero emissions (NZE) [19].

NZE refers to balancing the amount of greenhouse gas emissions produced and the amount removed
from the atmosphere. This can be achieved by reducing emissions through various measures, such as
energy efficiency and renewable energy, and by removing emissions through processes such as carbon
capture and storage, afforestation, and reforestation [19].

One of the steps towards NZE is the large-scale implementation of hydrogen production technologies
complementedwith other decarbonization technologies, such as renewable power[23]. According to the
EU’s strategy for hydrogen, there are areas of application for renewable hydrogen in the industrial, trans-
port, power generation, and construction sectors, where hydrogen can replace fossil fuels [2]. There-
fore, renewable hydrogen has been identified as one of the solutions to achieve the EU’s commitment to
achieve NZE by 2050 [2].

For this reason, the hydrogen demandwill have almost doubled to 530Mt, making hydrogen-based fuels
13% of the global final energy demand in 2050 [19]. The utilization of hydrogen as an energy carrier is
a topic of great interest since 1990 [24], due to its numerous distinctive properties, including the fact
that it is the most abundant element in the universe and its specific energy is 120 MJ/Kg, which is up
to three times higher energy per mass than hydrocarbon-based fuel [25]. However, there are still some
significant challenges regarding hydrogen, therefore, if its production rises to successfully achieve NZE
by 2050, new and different production techniques would need to be deployed [19].

According to the International Energy Agency, about 17 % of the total hydrogen production in 2050 will
be used as fuel in gas-fired power plants, which will be needed to balance the intermittency created by
the increasing electricity generation from solar and wind power plants [19]. In general, the requirement
for balancing services is anticipated to rise because the decarbonization of the power sector implies an
increase in the share of solar and wind in the electricity generation mix. In 2021, the total installed ca-
pacity of solar and wind was 849 GW and 825 GW [26], respectively, and these numbers are expected to
quadruple until 2030 to achieve NZE [19]. The emergence of these variable renewable electricity sources
(VERS) creates instability in the grid due to their intermittent and seasonal characteristics [27]. Addi-
tionally, the growing penetration of VRES reduces the system inertia, which causes frequency regulation
problems [1].

To solve the mentioned operational and technical difficulties caused by VRES, the Frequency Regulation
Markets are responsible to prevent frequency deviations from 50 Hz (in Europe) or 60 Hz (in the United
States) [28]. To fulfill these requirements, market participants must inject or withdraw active power in
response to a dispatch signal emitted typically by the local transmission system operator (TSO) [28]. The
specifications and requirements of each Frequency Regulation Market depend on the electricity market
designs, policy frameworks, and market regulations across countries [29].

As a result of the VRES high penetration in the power system, frequency issues that occur almost instan-
taneously must be resolved [30]. Therefore, there has been a significant increase in demand for energy
sources with faster ramp capability. The lower ramping capability of traditional units causes a slower
response in this regulation provision [30]. Hence, renewable energy sources can be key in delivering
these services given their capability of fast response [30]. Moreover, energy storage devices also play a
critical role in supporting the stability of the grid, mitigating the impact of VRES on the grid frequency
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[24]. The participation of storage systems in the Frequency Regulation Market brings new sources of
value for resource owners and new options for system operators to manage grid reliability [31].

In addition, VRES can be coupledwith energy storage systems to reduce energy curtailment and improve
their participation in frequency regulation [32, 33]. In particular, the literature supports that hydrogen
storage can act as an intermediary for intermittent electricity production and thus contribute to a more
balanced energy system in the coming years [2]. Besides this, hydrogen storage systems can offer flexible
operation and provide frequency regulation to improve the power system reliability [34].

1.1 Objectives and Scope
The current study analyses a system that combines a hydrogen-based Power-to-Power (P2P) system
(coupling an electrolyzer, compressor, a hydrogen storage unit, and a fuel cell system) and VRES power
plants (PV or wind power plants) to exchange electricity with the grid in both directions. Firstly, a sys-
tem design and size are chosen based on previous studies [35, 36]. Thereafter, to determine the best plant
operation to maximize profits, an optimization algorithm is developed that simulates the system’s ideal
operation in the Day-ahead Spot Market (SM) and Frequency Regulation Markets in Sweden, during a
period of 20 years. Additionally, the participation in the Frequency Regulation Markets and inclusion
of renewable power plant’s impact on the economic indicators of the project. Furthermore, a sensitivity
analysis evaluates the effects of the variations in the investment costs and size of the hydrogen energy
system and the market prices. Finally, Future Scenarios are analyzed to assess the impact of market
adaptations and technology developments on the final results.

The present work was developed in partnership with Flower, a Swedish start-up located in Stockholm.
Considering the study’s potential significance in the energy transition and its use in Flower’s operations,
the approach adopted is mainly focused on the Swedish electricity markets and its network specificity
and needs. Nonetheless, it is possible to adapt the model to future research and take advantage of the
line of reasoning followed in this research.

Sweden is a global leader in decarbonization and has the target to achieve a net-zero carbon economy by
2045 [37]. As a consequence, 68% of the electricity generated in 2020was produced by renewable sources
[37], and a significant wind and solar capacity have been installed in the country, reaching a total of 1
577 MW and 12 080 MW for solar and wind capacity, respectively, in 2021 [26]. Besides this, according
to the Swedish Energy Agency, hydrogen will play an important role in supporting the drive to NZE in
Sweden [38], as a flexibility provider to balance a highVRE share in the power system, for the production
of biofuels and as a reductant in the steel industry [39]. Thereby, Sweden has the prerequisites necessary
to be selected as the case study for this thesis.

Although other studies have analyzed similar hydrogen-based energy storage systems [35, 36], there
has been relatively little research on how hydrogen can participate in Frequency Regulation Markets
specifically. Therefore, this thesis aims to fill this gap in the literature by exploring the technical and
economic challenges associated with integrating hydrogen into Frequency Regulation Markets. This
work analyses the hydrogen energy storage system size and cost impact on the economic indicators, the
differences between having a solar PV power plant or a wind power plant charging the hydrogen storage
system, and how future market and technology changes will affect the results.
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2 State-of-art
The state-of-the-art in this thesis covers the following topics:

1. Hydrogen energy technologies (production, storage, and fuel cells).

2. Existing literature on the integration of solar PV and wind power plants with hydrogen energy
storage systems, and its participation in the electricity market as a frequency regulation provider,
including case studies and comparative analyses.

3. Fundamentals of Day-ahead SM and Frequency Regulation Markets, including existing policies,
regulations, and market mechanisms related to the deployment of renewable energy technologies
and energy storage systems in Sweden.

4. Future scenarios of hydrogen deployment and Frequency Regulation Market adaptation with a
particular interest in the Swedish markets.

2.1 Hydrogen Technologies
Hydrogen has a wide range of applications in various industries and sectors due to its unique proper-
ties. One of the most important applications of hydrogen is in energy production. Hydrogen fuel cells
are used to generate electricity by converting the chemical energy of hydrogen into electrical energy [40].
Besides this, hydrogen has potential applications in energy storage, where excess electricity from renew-
able sources, such as wind and solar, can be converted into hydrogen and stored for later use in fuel cells
[2].

Another important application of hydrogen is in the transportation sector. Hydrogen-powered vehicles
have the potential to produce zero emissions, making them a promising solution to reduce air pollution
and combat climate change [41]. Hydrogen is also used as a feedstock for the production of a range of
chemicals, such as ammonia, methanol, and other organic compounds [34].

Overall, the potential hydrogen usage is diverse and significant. This thesis explores particularly the
power-to-power(P2P) hydrogen application, which refers to the use of hydrogen as an energy carrier
for power generation applications. In this case, the process involves using renewable electricity from
wind and solar or from the grid to generate hydrogen through electrolysis. The produced hydrogen
can then be stored and used in fuel cells to generate electricity on demand. Hence, the production of
hydrogen via electrolysis, fuel cells, and hydrogen storage processes are the main topics of this Section
of the state-of-art analysis.

2.1.1 Hydrogen Production
Water electrolysis is the process of using an electrical current to split water molecules into their compo-
nent parts, hydrogen, and oxygen. This process is carried out in an electrolysis cell, which consists of an
anode (positively charged) and a cathode (negatively charged) separated by an electrolyte [3].

When an electric current is applied to the electrolysis cell, water molecules are split at the cathode and
anode [42]. The overall reaction for water electrolysis is described in (1) [43]. Oxygen (O2) is also
produced as a byproduct.

2H2O + electricity −→ 2H2 +O2 (1)

According to the literature [44], proton-exchange membrane (PEM) and alkaline electrolysis are the
two electrolyzer technologies that are commercially available on a large scale. Both are operable at low
temperatures [44]. Alkaline electrolyzers operate between 40 ◦C and 90 ◦C, and in the case of PEM elec-
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trolyzers, between 20 ◦C and 100 ◦C[3]. Some companies intend to advance and commercialize high-
temperature electrolysis, however, this technology has cost and durability issues [44].

A PEM electrolyzer uses a solid polymer electrolyte membrane to separate the anode and cathode [3].
The membrane is made of a special polymer material that allows only positively charged ions, such as
protons, to pass through [3]. An alkaline electrolyzer, on the other hand, uses an alkaline electrolyte
solution, typically potassium or sodium hydroxide, instead of a solid polymer electrolyte membrane [3]
(Table 1). The efficiency of water electrolysis depends on several factors, including the type of electrolyte
used. A PEM electrolyzer can have an efficiency between 65 % and 80 %, while an alkaline electrolyzer
has an efficiency between 70 % and 80 % [45], as mentioned in Table 1.

The charge carriers and the specific cathode and anode reactions differ between the types of electrolyz-
ers. For example, in a PEM electrolyzer, the cathode reaction involves the reduction of protons (H+)
and electrons (e−) to form hydrogen gas (H2) [43]. In contrast, the anode reaction involves the oxida-
tion of water molecules (H2O) to form oxygen gas (O2) and positively charged hydrogen ions (H+), as
described in Table 1 [43].

In an alkaline electrolyzer, the cathode reaction involves the reduction of water molecules to form hy-
droxide ions (OH−) and hydrogen gas (H2), while the anode reaction involves the oxidation of water
molecules to form oxygen gas (O2) and hydroxide ions (OH−) [43], as described in Table 1.

As shown in Table 1, both types of electrolyzers were operated at an output pressure of 3 MPa. The stack
lifetime, representing the operational durability of the electrolyzers, varied for each type. The alkaline
electrolyzer exhibited a stack lifetime ranging from 60 000 to 90 000 hours, as reported in the study by
Schmidt et al. [46]. On the other hand, the PEM electrolyzer demonstrated a stack lifetime of 50 000 to
80 000 hours [47].

Table 1: PEM and alkaline electrolyzers technical characteristics.

Alkaline Electrolyzer PEM Electrolyzer Source

Anode reaction 2OH− → 1
2O2 +H2O + 2e− H2O → 1

2O2 + 2H+ + 2e− [43]

Cathode reaction 2H2O + 2e− → H2 + 2OH− 2H+ + 2e− → H2 [43]

Charge carrier OH− H+ [43]

Electrical efficiency [%] 70 - 80 65 - 80 [45]

Cell temperature [ ◦C] 40 - 90 20 - 100 [43]

Output pressure [MPa] 3 3 [48, 49]

Stack Lifetime [h] 60 000 - 90 000 50 000 - 80 000 [46, 47]

A common practice to increase the hydrogen production rate and cell’s efficiency is by using an elec-
trolytes stack, which means connecting the anode of one cell to the cathode of the next cell, and so on,
forming a series of interconnected cells [50].

The overview of each cell operation is described in Fig. 1.

The major differences between these two types are summarized in Table 2. The main advantages of PEM
electrolyzers are the rapid start-up time, dynamic operation, and capability of the partial load operation,
which makes them suitable for intermittent applications [3]. Besides this, PEM fuel cells have a compact
design and produce higher gas purity [3]. Currently, manufacturers offer PEM stack in the MW power
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Figure 1: Operating principle of PEM and alkaline electrolysis [3]

range [51]. However, PEM electrolyzers use relatively less mature technology, have higher costs, lower
lifetime, and operate in a corrosive environment [3].

On the other hand, alkaline electrolyzers are less expensive (due to the use of non-noble catalysts), have
high durability, are relativelymature, and have a higher power range [3]. However, alkaline electrolyzers
have longer response times and worse partial and dynamic operation [3]. Finally, alkaline electrolyzers
have a corrosive electrolyte and produce hydrogen gas less pure [3].

Table 2: Comparison between PEM and alkaline electrolyzers [3].

Advantages Challenges

PEM - Rapid response time - Relatively higher costs
- Partial operation performance - Less mature technology
- Higher gas purity - Lower lifetime of the stack.
- Compact system design - Corrosive environment
- Dynamic operation

Alkaline - Relatively lower cost - Longer response time .
- Mature technology - Low partial operation range
- Longer lifetime of stack - Lower purity
- Cost-effective - Lower dynamic operation

- Corrosive electrolyte

2.1.2 Hydrogen Storage
Hydrogen can be stored via material-based or physical-based methods, some technologies can be found
in Fig. 2 [4].

Physical-based hydrogen storage involves containing hydrogen as a gas or a liquid through the utilization
of structural vessels to store the hydrogenwhile adjusting the density through pressure and temperature
changes [42]. This method is based on two main principles: cooling and compression [42]. Hydrogen
storage densities increase by raising hydrogen pressure and decreasing its temperature. However, safety
issues arise with higher pressures [42].
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Figure 2: Hydrogen storage technologies [4]

There are three main physical-based technologies: compressed gas hydrogen storage, liquid hydrogen
storage, and cold/cryo-compressed hydrogen storage.

In compressed hydrogen gas storage, vessels operate at high pressures, as high as 70 MPa, and near
ambient temperature [42]. As pressure increases from 0.1MPa to 70MPa, the hydrogen density increases
from 0.1 kg/m3 to 40 kg/m3 [4]. Besides this, the theoretical energy consumption to compress hydrogen
isothermally from 2 MPa to 35 MPa is 3.8 MJ/kgH2 and 4.9 MJ/kgH2 for 70 MPa [52]. There are four
pressure vessels available to store the hydrogen compressed gas [53, 54]. Type I vessel is an all-metal
construction and is typically the lowest cost but also has the greatest mass option, therefore used for
lower pressures (around 30 MPa) and stationary applications [54]. Type II vessels are usually more
expensive but allow better hydrogen densities. Type III and IV are used for vehicle applications and
their costs are significantly higher than the other two types [53].

In liquid hydrogen storage, hydrogen is cooled to very low temperatures (near the normal boiling point
of H2, −253.15 ◦C) to liquefy it and stored in insulated tanks. These vessels operate at low pressures
(below 0.6 MPa) [42]. With a large storage density of 70.9 kg/m3, this technology also offers safety ben-
efits because of the storing pressure [4]. However, hydrogen liquefaction is an energy-intensive process,
consuming almost one-third of the energy contained in hydrogen [55].

In cryo-compressed hydrogen storage, temperature and pressure are optimized to obtain the highest stor-
age density possible [4]. According to the literature [4], the optimal temperature is between−238 ◦C and
−163 ◦C and pressure between 5 MPa and 70 MPa, which corresponds to hydrogen densities between 60
kg/m3 and 71.5 kg/m3. At 20 MPa and−193 ◦C the energy consumption to cryo-compress the hydrogen
is around 10 MJ/kgH2, which is a noteworthy advantage, compared to liquid hydrogen [42]. Despite the
big advantage of density improvement, this method has the disadvantages of heat leakage and higher
power consumption than the other options [4]. Moreover, the vessel might suffer from the hydrogen
embitterment effect (a phenomenon where the mechanical properties of a metal are degraded due to
the presence of hydrogen) which could lead to the deterioration of the pressure vessel [4]. Therefore,
to overcome these drawbacks cold-compressed hydrogen can be used instead, even though it decreases
the hydrogen density [42]. This technology uses higher pressures (around 50 MPa) and temperatures
above −123.15 ◦C and below 0 ◦C [42].

The main technical differences between the physical-based hydrogen storage technologies are summa-
rized in Table 3.

Material-based hydrogen storage involves storing hydrogen in a chemical compound or a solid-state
material, which has the capacity to reversibly store hydrogen [4]. Moreover, these materials must have
a large storage capacity at tolerable operating temperatures and pressures, fast kinetics, and reasonably
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Table 3: Physical-based hydrogen storage technologies technical characteristics.

Compressed gas Liquid Cryo-compressed

Pressure [MPa] < 70 [42] < 0.6 [42] 5 to 70 [4]

Temperature [◦C] ambient temperature [42] -253 [42] -238 to -163 [4]

Density [Kg/m3] < 40 [4] 70.9 [4] 60 to 71.5 [4]

Energy consumption [MJ/KgH2
] < 4.9 [52] 40 [55] 10 1 [42]

low cost [4]. Material-based technologies can be divided into two main technologies: adsorption and
absorption.

Adsorption is a surface process that involves the transfer of a molecule from a gas or liquid to a solid
surface and is typically reversible [4]. These materials can be, for example, carbon-based, metal-organic
frameworks, and zeolites [4]. Although this technology can achieve higher storage capacity for hydro-
gen compared to other storage methods such as compressed gas storage [56]. This feature minimizes
the capital and operating costs for compression and may also ease some of the high-pressure storage’s
technical issues [56].

Regarding absorption, there are twomain technologies worthmentioning, which aremetal hydrides and
chemical storage.

Metal hydrides are metallic-based materials that absorb hydrogen. This process is done under moderate
pressure and low temperatures. Additionally, because of its relatively low working temperatures, this
technology is one of the safest methods to store hydrogen. However, metal hydrides have slow kinetics,
low reversibility, and high dehydrogenation temperatures [4].

Chemical storage refers to covalently bound solid or liquid hydrogen with compounds that generally
have a higher density [42]. This technology has great potential to be used as a liquid organic hydrogen
carrier, but it is hardly regenerated so these materials are utilized as a single-use fuel [4].

To conclude, according to the literature, compressed gas storage and metal hydride storage are the most
relevant technologies for stationary applications [57]. Additionally, storing hydrogen as compressed gas
is currently the most common method and the most used in the literature for grid integration purposes
[57].

2.1.3 Fuel Cells
A hydrogen fuel cell is a device that converts the chemical energy stored in hydrogen fuel directly into
electrical energy through an electrochemical reaction [5]. The fuel cell consists of three main compo-
nents: the anode, the cathode, and the electrolyte [58]. The anode, which serves as the negative elec-
trode, is where hydrogen gas is fed into the fuel cell. The cathode, the positive electrode, receives oxygen
from the air [58]. The electrolyte separates the anode and cathode. Depending on the type of electrolyte,
either protons (H+) or oxide ions (OH−) through it, while electrons travel through an external circuit
to deliver electric power [58].

During this process, heat is generated as a byproduct. The overall reaction is expressed in (2) [58].

1at 20 MPa and −193 ◦C
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2H2 +O2 −→ 2H2O + electricity + heat (2)

Fuel cells are divided into six main groups according to the fuel and electrolyte they use [5]. These
are alkaline, phosphoric acid, solid oxide, molten carbonate, proton exchange membrane (PEM), and
direct methanol fuel cells. From these six categories, only alkaline and PEM fuel cells have quick start-
up capability [5]. For this reason, only PEM and alkaline fuel cells are further analyzed, considering that
the fuel cell’s fast response is essential for the purpose of this thesis.

In Fig. 3 the operating principles of PEM and alkaline fuel cells are described.

Figure 3: Operating principle of alkaline and PEM fuel cells [5]

In a PEM fuel cell, hydrogen (H2) fuel is fed into the anode compartment, while oxygen (O2) from the air
is fed into the cathode [5]. The electrolyte allows only protons (H+) to pass through to the cathode, while
the electrons (e−) are forced to flow through an external circuit to reach the cathode [5]. At the cathode,
the protons combine with oxygen (O2) and electrons (e−) to form water (H2O) [5]. The equations that
describe this process are in Table 4.

In an alkaline fuel cell, hydrogen (H2) is fed into the anode, and oxygen (O2) is fed into the cathode [5].
At the anode, hydrogen gas reacts with hydroxide ions (OH−), producing water (H2O) and electrons
(e−) [5]. The electrons (e−) flow through an external circuit to the cathode, where they reactwith oxygen
(O2) and water (H2O) to form hydroxide ions (OH−) [5]. The hydroxide ions (OH−) produced at the
cathode migrate to the anode through the electrolyte [5]. As for PEM fuel cells, the chemical reactions
are described in Table 4.

These two fuel cell technologies have relatively high electrical efficiencies compared to the other tech-
nologies [5]. Alkaline fuel cells have an electrical efficiency of around 60 % and PEM fuel cells between
53 % and 58 % [5]. Furthermore, both fuel cell technologies operate at low temperatures (between 90 ◦C
and 100 ◦C), in the case of alkaline fuel cells, and PEM fuel cells operate from 50 ◦C to 100 ◦C) [5]. This
specification gives these two types of fuel cells the capability of a quick start-up, due to a lower warm-up
time [13].

As shown in Table 4, the operating pressure for alkaline fuel cells is set at 0.4 MPa. On the other hand,
PEM fuel cells typically operate within a range of 0.3 to 0.4 MPa [59, 60].

Regarding the stack lifetime, alkaline fuel cells exhibit a lifespan ranging from 4 800 to 8 600 hours [61].
On the other hand, PEM fuel cells demonstrate a longer stack lifetime, with values ranging from 9 700 to
29 700 hours.
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Table 4: PEM and alkaline fuel cells technical characteristics.

Specifications Alkaline Fuel Cell PEM Fuel Cell Source

Anode reaction 2H2 + 4OH− −→ 4H2O + 4e− H2 −→ 2H+ + 2e− [5]

Cathode reaction O2 + 2H2O + 4e− −→ 4OH− 1
2O2 + 2H+ + 2e− −→ H2O +H+ [5]

Charge carrier OH− H+ [5]

Electrical efficiency [%] 60 53 - 58 [5]

Cell temperature [ºC] 90-100 50 - 100 [5]

Operating pressure [MPa] 0.4 0.3 - 0.4 [59, 60]

Stack Lifetime [h] 4 800 - 8 600 9 700 - 40 000 [61, 62]

Regarding PEM fuel cells, corrosion, and electrolyte management issues are mitigated by the use of a
solid electrolyte [13], which improves the lifetime of the cell [63]. However, the price of the system
is increased due to the use of a noble-metal catalyst (usually platinum) to separate the electrons and
protons in the hydrogen. The platinum catalyst is also particularly sensitive to fuel contamination [13].
On the other hand, alkaline fuel cells have lower costs since their configuration does not include precious
metals [13]. Nevertheless, alkaline fuel cells are highly sensitive to carbon dioxide (CO2) in the air, which
can affect cell performance because the pore system is filled by carbonate [64].

The main differences between these two types of fuel cells are summarized in Table 5.

Table 5: Comparison between PEM and alkaline fuel cells [13].

Advantages Challenges

PEM - Reduced corrosion - Expensive catalysts
- Low temperature - Fuel impurities sensitivity
- Quick start-up and load following
- Reduced electrolyte management
problems

Alkaline - Lower cost - CO2 sensitivity
- Low temperature
- Quick start-up

2.2 Hydrogen Technologies Integrated with Solar PV and Wind Power Plants
PV power plants have the necessary characteristics to be economically competitive and commercially
viable to produce hydrogen [65]. PV power plants are usually connected via a DC/DC converter to a
PEM or alkaline electrolyzers due to the quick-start capability of these technologies, crucial to cope with
the intermittency of this renewable source [66].

Furthermore, combining wind energy and electrolyzer improves the performance of wind turbines by
mitigating the effects of the unpredictability of the wind [67]. The selection of an electrolyzer for a
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wind power plant follows the same reasoning as for PV power plants, however, in this case, an AC/DC
converter is used instead of DC/DC [66].

Compressed hydrogen gas was the technology utilized to store hydrogen before it was used in its next
application in the vastmajority of the studies analyzed [35, 36, 67, 68, 69, 70, 71, 72]. This occurs as a result
of the relatively simple and low-cost advantages of storing hydrogen as a compressed gas, compared to
other storage technologies such as liquid hydrogen or solid-state hydrogen storage [4].

Regarding the fuel cell selection, due to the faster dynamics of PEM fuel cells, they were used in the ma-
jority of the papers analyzed [70, 35, 36]. Besides the appealing features of these fuel cells, it is predicted
that by 2030 PEM technology will be the industry standard [70].

The literature has shown better results for hydrogen storage systems integrated with PV power plants,
compared to wind power plants [67, 66]. However, the system performance is dependent on the site
specifications, and considering the relevance of wind power plants in the electrical system, this thesis
will compare the results obtained from a PV/H2 and a wind/H2 system. An important conclusion from
the integration of electrolyzers with renewable sources is the impact of intermittent operation [73, 74].
Due to the variable nature of solar and wind, the electrolyzer might be forced to shut down, which
can increase the degradation rate, thus the stack lifetime [74]. To mitigate the negative effects of the
intermittent operation on the performance of the electrolyzer several strategies can be employed to avoid
the shutdowns an improve its operation [73].

The current economic characteristics of the electricity market and the investment costs of hydrogen tech-
nologies are not sufficiently attractive in some case studies [35, 75, 76]. Nevertheless, the provision of
ancillary, such as frequency regulation, improves the profitability of the power plant and adds a new
revenue stream [35, 71, 70, 77].

In Table 6, a summary of the hydrogen systems specifications, gathered from the literature, is presented.
This Table highlights the hydrogen technologies used if the system is participating in the Frequency
Regulation Markets and the main conclusions of each study.

Table 6: Hydrogen systems specifications and performance.

Source Energy
source

Electrolyzer H2 storage Fuel cell Frequency
regulation

Conclusions

[77] Wind
Grid

Generic Compressed
gas

Generic yes PEM fuel cell technology is
promising as it is expected to
provide frequency balancing
services.

[76] Wind
Grid

PEM Compresed
gas

Generic yes The different scenarios anal-
ysed had negative profits due
to high wind and hydrogen
technology CAPEX.

[78] PV Alkaline X X X The CAPEX associated with
larger electrolyzers are not
offset by a rise in hydrogen
output.



19

Table 6 (continued)

Source Energy
source

Electrolyzer H2 storage Fuel cell Frequency
regulation

Conclusions

[70] Wind
Grid

PEM Compressed
gas

PEM yes Participation in balancing
markets is a feasible option
and provides an extra rev-
enue source.

[35] PV
Grid

PEM Compressed
gas

PEM yes A P2P CAPEX reduction of
80% to 95% is required to en-
sure profits. Frequency reg-
ulation provision decreases
the cost of electricity by 15%.

[36] PV
Grid

PEM Compressed
gas

PEM X When the system is almost
independent from grid im-
port and seasonal energy
storage is necessary, P2P is
less expensive than BESS.

[67] PV
Wind

Alkaline Compressed
gas

X X The overall system efficiency
was between 7.69% and
9.37% for PV/H2 systems
and 5–14% for wind/H2.

[68] PV
Wind

Alkaline Compressed
gas

X X In this case study, the best
scenario was when 100% of
PV is used (0% wind).

[75] Grid PEM X X yes The current economic charac-
teristics of the market are not
sufficiently attractive for a hy-
drogen power plant.

[69] Wind
Grid

Alkaline Compressed
gas

Generic yes The fuel cell is used only
when there are significant
variations in the price of
power and significant balanc-
ing expenses.

[72] PV
Grid

Generic X X X Future improvements might
include providing ancillary
services.

[79] PV
Grid

Generic Compressed
gas

Generic yes The highest profits come
from providing balancing
capacity.

[71] Grid Generic Compressed
gas

X yes Participation in ancillary
markets and the hydrogen
markets improves the eco-
nomic viability of the plant.
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2.3 Fundamentals of Day-ahead SM and Frequency Regulation Markets
Frequency regulation is an essential service that helps maintain the balance between electricity supply
and demand on the grid [80]. As electricity cannot be stored in large quantities, the supply must match
demand in real-time to maintain system stability [80].

The increasing penetration of renewable energy sources poses unique challenges to the stability and
reliability of the power system [81]. One of the major challenges is the reduction of system inertia due
to the fact that most renewable sources are connected to the grid through a converter [81]. Inertia is a
crucial property of the power system that refers to its ability tomaintain a stable frequency in response to
sudden changes in power demand or supply [82]. In traditional power systems, the rotating machinery
provides resistance to the change in rotational speed, which is expressed by the moment of inertia that
can act as a buffer against sudden changes in frequency [82]. Therefore, as renewable share increases,
the overall level of inertia in the system decreases, which can lead to greater frequency fluctuations and
instability [81]. To address this issue, additional frequency regulationmeasures are required tomaintain
the stability and reliability of the power system [81]. Frequency regulation ensures that the frequency of
the electricity grid remains constant by adjusting the power output of generators to match the changing
demand for electricity [80].

Frequency regulation markets are designed to incentivize power generators and other market partici-
pants to provide this service to the grid [83]. Two types of frequency regulation can be distinguished:
Up-regulation and Down-regulation [83]. Up-regulation refers to the process of increasing the amount
of power being generated or decreasing the power consumed in response to a frequency deviation below
the set point (50 Hz in Sweden) [83]. Down-regulation, on the other hand, refers to the process of re-
ducing the amount of power being generated or increasing the consumed power, when the frequency is
above the set point [83]. Moreover, there are symmetric and asymmetric markets. In a symmetric mar-
ket, participants have to place both up and Down-regulation bids. On the contrary, in an asymmetric
market (ASYM), participants can decide between up, down, or provide both types of regulation [83].

These markets operate differently in different regions and countries but typically involve the following
elements: market design, market participants, payment mechanism, and regulation frameworks [83].

Regarding market design, Frequency Regulation Markets can be organized as centralized markets or
decentralized bilateral contracts [84]. Centralized markets involve a system operator (TSO) that pur-
chases frequency regulation services frommarket participants [84]. Decentralized bilateral contracts, on
the other hand, allow market participants to negotiate frequency regulation contracts with each other
directly [84].

Additionally, market participants can be power generators, energy storage providers, demand response
providers, and aggregators [83]. In some markets, participants are required to meet certain technical
performance standards to ensure that the frequency regulation service is provided reliably and efficiently
[83].

Furthermore, the market participants can bid on capacity or energy, meaning that they can sell their
power availability, which, is called a capacity market, or, on the other hand, their available energy in
a certain period of time [84]. Particularly, in the capacity markets, remuneration can be done through
capacity payments, energy activation payments (EAP), or both [84]. Capacity payments are made to
ensure thatmarket participants are available to provide the servicewhen needed, while energy payments
are made when the actual amount of frequency regulation service is provided [84]. Besides this, the
price, in both energy or capacity markets, can be set as pay-as-bid (PaB) or as pay-as-cleared (PaC),
which refers to the marginal price [84].

Finally, Frequency Regulation Markets are subject to regulation by government agencies or regulatory
bodies, such as the TSOs, to ensure that they operate reasonably and efficiently [28]. Regulatory frame-
works vary widely and can impact market design, payment mechanisms, and other aspects of themarket
[28].
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To conclude, Frequency Regulation Markets are an important part of the electricity grid, and can play a
critical role in enabling the integration of VRES and other distributed energy resources [85]. In the next
Section, the Frequency Regulation Markets in Sweden will be described.

2.3.1 Swedish Day-ahead SM and Frequency Regulation Markets
In Sweden, the TSO is called Svenska kraftnät (SvK), and one of its main responsibilities is to keep the bal-
ance between production and consumption at all times, which is executed by running balancing markets
[83]. SvK must have access to different reserves and ancillary services in order to balance and manage
disturbances in the power system. This is mainly done by procuring different types of ancillary services
from participants in the electricity market [7].

Sweden’s electrical system is divided into four bidding areas (SE1, SE2 SE3 and SE4), as described in
Fig. 4 [6]. Since more electricity is produced in northern Sweden than in the south, a significant amount
of electricity is transmitted from the north to the south [86]. In Sweden, the power distribution system
for hydroelectric and nuclear power sources is organized in a separate manner. The northern regions of
SE1 and SE2 primarily produce hydroelectric power, whereas the southern region of SE3 predominantly
generates nuclear power[87].

The transmission grids of Sweden, Finland, Norway, and eastern Denmark are all included in the syn-
chronized Nordic system [88]. This means that they operate at the same frequency, which allows for the
free flow of electricity across national borders [88]. Besides this, transmission lines (DC or AC) connect
the Nordic system to other countries, as it is described as black dashed lines in Fig. 4 [6].

Figure 4: Nordic synchronous grid and transmission lines (black dashed lines) [6]

The Swedish day-ahead spot market (SM) is a marketplace where the price for each hour of the next day
is set through a competitive auction. Participants in the market submit their offers for either producing
or consuming electricity in their specific price area [83]. The bids in the Swedish day-ahead spot market
are subject to a minimum size requirement of 0.1MW and must be submitted prior to the gate closure
time, which is at 12:00 CET on the day preceding the actual operation [89]. Furthermore, the clearing
prices for each hour and the acceptance of bids are generally disclosed at 12:45 CET, also on the day prior
to the operation [89].

The marketplace for the trading of electricity is the Nordic power market Nord Pool, which has a spot
market for trading electricity per hour for delivery the next day. Most of the trade per hour takes place
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on Nord Pool, while a smaller portion is made directly between electricity generators and electricity
suppliers [90].

Furthermore, there are two different types of market participants in the Frequency Regulation Markets
in Sweden: Balancing Service Providers (BSPs) and Balancing Responsible Parties (BRPs) [83]. BSPs
are responsible for providing frequency regulation services to the TSO, which involves adjusting their
electricity production or consumption in response to changes in the frequency of the electricity grid, they
can be generators, demand response, and storage operators [83]. BRPs, on the other hand, are respon-
sible for ensuring that the energy consumption in their operation area matches the energy production,
and they must balance their energy supply and demand in real-time to avoid imbalances and ensure the
stability of the electricity grid [83].

There are six different Frequency Regulation Markets in Sweden [7]. The market time unit is one hour
in every market, which means the bids are placed for each hour of the day [7].

Firstly, Fast Frequency Reserve (FFR) is automatically activated when frequency changes and the level of
rotational energy in the system is low [7]. Additionally, there are three Frequency Containment Reserve
(FCR) products, also known as the primary reserve, which are Upward Frequency Containment Reserve
Disturbance (FCR-DUp), Downward Frequency Containment Reserve Disturbance(FCR-D Down), and
FrequencyContainment ReserveNormal (FCR-N) [7]. FCR-N is linearly activatedwhen the frequency is
between 49.9 Hz and 50.1 Hz [7]. Additionally, FCR-D Up is activated when the frequency is below 49.9
Hz and above 49.5 Hz [7]. FCR-D Down, on the other hand, is activated when the frequency is between
50.1 Hz and 50.5 Hz [7]. Besides this, there are two frequency restoration reserve markets: Automatic
Frequency Restoration Reserve (aFRR) and Manual Frequency Restoration Reserve (mFRR) [7]. The
aFRR product, also known as the secondary reserve, is automatically activated for frequency deviations
from 50 Hz [7]. The tertiary reserve (mFRR) is manually activated when requested by SvK when the
frequency is not 50 HZ [7]. The frequency activation ranges for the 6 different markets are described in
Fig. 5.

Figure 5: Frequency regulation markets frequency activation ranges [7]

In Table 7, the main requirements of each Frequency Regulation Markets are summarized.

The majority of the Frequency Regulation Markets in Sweden are capacity markets, except for mFRR,
which is an energy market [7]. The minimum bid size is 0.1 MW for all markets except aFRR and mFRR,
which only allow larger units to participate [7]. In the case of aFRR, the minimum bid is 1 MW, and 10
MW for mFRR (in SE4 zone the minimum mFRR bid size is 5 MW) [7].

Regarding the activation time, in FFR the units providing this service need to be fully activated within
seconds (0.7 seconds if the frequency is at 49.5 Hz, 1 s if the frequency is at 49.6 Hz, and 1.3 seconds
if the frequency is at 49.7 Hz) [7]. FCR-N requires a full activation in 3 minutes, but 63 % of the total
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capacity needs to be provided in 60 seconds [7]. For both FCR-DUp and down, the unit needs to be fully
activated in 30 seconds, but 50 % of the total capacity has to be activated in 5 seconds [7]. The secondary
and tertiary reserves allow longer activation times, compared with the other reserves, 5 minutes and 15
minutes, respectively, for aFRR and mFRR [7].

Furthermore, the endurance requirement refers to how long a unit providing frequency regulation must
be continuously activated [7]. In the case of FCR-N, aFRR andmFRRone hour is theminimumendurance
time [7]. For FCR-DUp and down the unit must be activated for at least 20 minutes [7]. Lastly, FFR units
can be activated for 5 seconds or 30 seconds depending on the market participant preference [7].

Moreover, FFR only procures Up-regulation and the capacity is remunerated as PaC [7]. On the other
hand, FCR-N is symmetric, the capacity is remunerated as PaB and there is EAP,meaning that themarket
participant is not only paid for its availability but for the activation [7]. FCR-DDown andup only procure
down and Up-regulation, respectively, and the capacity is remunerated as PaB [7]. The aFRR market is
asymmetric and remunerates capacity as PaC and there is EAP [7]. Finally, mFRR is also asymmetric
and remunerates the energy as PaC [7].

Table 7: Overview of Frequency Regulation Markets requirements in Sweden. Source: [7]

FFR FCR-N FCR-D Up FCR-D
Down

aFRR mFRR

Market type Capacity Capacity Capacity Capacity Capacity Energy
market market market market market market

Minimum 0.1 MW 0.1 MW 0.1 MW 0.1 MW 1 MW 10 MW2

bid size

Activation 0.7 s at 49.5Hz 3 min 30 s 30 s 5 min 15 min
time 1 s at 49.6 Hz 63% in 60 s 50% in 5 s 50% in 5 s

1.3 s at 49.7Hz

Endurance 30 s or 5 s 1 h 20 min 20 min 1 h 1 h

Symmetry Up SYM Up Down ASYM ASYM

Remuneration PaC PaB PaB PaB PaC PaC
EAP EAP

Moreover, Sweden is a member of the Nordic Balancing Model, which means that, together with other
Nordic countries (Denmark, Finland and Norway), Sweden procures aFRR capacity and mFRR energy
from the common Nordic market [91].

Table 8 presents the average capacity price and volume procured, in Sweden, per hour. The mFRR mar-

2In SE4 is 5MW
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ket was not included since it is an energy market. There are four main factors that influence FCR prices
[92]. Firstly, given that hydroelectric generators provide the majority of FCR, anything influencing these
resources are expected to have an impact on FCR prices [92]. Secondly, the day-ahead wholesale elec-
tricity price relates to the opportunity cost for a hydro producer to deviate from its normally optimal
output level in order to deliver FCR [92]. Thirdly, the amount of water in their reservoirs influences the
hydroelectric producers’ ability to generate electricity, and consequently, their capacity and willingness
to provide FCR [92]. Finally, the demand for other balancing services can also impact the prices of FCR,
for example, aFRR can compete for the same resources that would otherwise be supplied by FCR [92].

Table 8: Average capacity price in 2022 and maximum volume procured in Sweden [7].

Market Average capacity price 2022 [EUR/MW/hour] Maximum volume procured [MW]

FFR 37 100
FCR-N 65 558

FCR-D Up 63 538
FCR-D Down 32 231

aFRR 81 (up) and 57 (down) 111

Besides this, the Nordic TSOs will introduce new FRR and FCR requirements to promote harmonization
and to keep up with the changes in the power system [93]. One of these changes is the increase of re-
newable share, which will lead to low inertia situations [93]. The TSOs foresee that FCR-D will not be
sufficient in these situations, therefore upgraded FRR requirements are needed [93]. Regarding FCR,
the current full activation time requirement will be replaced by the new power and energy-provided
assessments. These requirements aim to achieve a better correlation between the system’s actual perfor-
mance from the power system point of view [93]. Additionally, although there is currently no stability
requirement in place, there is a need to ensure the system’s reliable operation by preventing undamped
oscillations in frequency, which becomes increasingly crucial as the system’s inertia decreases [93].

2.4 Future Scenarios
In recent years, there has been a significant increase in the use of renewable energy sources and hydrogen
as ameans of reducing greenhouse gas emissions andmoving towards amore sustainable energy system
[8]. According to the IEA [8], to achieve NET ZERO globally by 2050, solar PV and wind will lead the
electricity sector, as seen in Fig. 6. By 2030, solar a wind together will represent 40% of the electricity
production market, and 70 % by 2050 [8].

Figure 6: Electricity generation from 2010 to 2050 [8]

Furthermore, hydrogen production is expected to rise nearly five times from today to 2050. From the
low-emissions hydrogen produced in 2050, almost three-quarters usewater electrolysis [8]. The installed
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capacity of electrolyzers is expected to reach 720 gigawatts GW in 2030 and 3 670 GW in 2050 [8]. As
a consequence, in 2050, more than 14 800 TWh of electricity generation will be used to produce low-
emissions hydrogen, which is equivalent to more than 50 % of the global electricity production in 2021
[8].

Particularly in Sweden, SvK and the Swedish Energy Agency (Energimyndighetens in Swedish) have pro-
jected four scenarios to achieve NET ZERO by 2045, each scenario considers different energy mixes and
hydrogen production rates [15].

Firstly, in the small-scale renewable scenario (SF), electricity usage increases, but not to the same extent as
the other scenarios [2]. This scenario is characterized by a strong expansion of solar power production
[2]. Secondly, in the mixed roadmap scenario (FM), wind and solar installed capacity is expanded [2].
Besides this, in Sweden, two nuclear power plants are continued after a 60-year lifespan [2]. However,
the hydrogen economy is not fully developed [2]. Thirdly, in the electrification plannable scenario (EP),
there is a sharp increase in electricity usage [2]. Renewable production is being expanded together with
plannable production (nuclear and hydro) [2]. Finally, in the electrification renewable scenario (EF) renew-
able power plants are built to large extent [2]. Hydrogen is a source of flexibility and a crucial component
of the energy transition, combined with short-term storage batteries [2].

Table 9 presents the installed capacity of renewable and nuclear power plants and the share of renewables
in the total capacity installed, in Sweden, for the year 2021 and the future values for each scenario in 2035
and 2045. Besides this, hydrogen production, in Sweden, is included for the same years and scenarios.

Table 9: Installed capacity, hydrogen production and renewable share in 2021 and for each scenario in
2035 and 2045 [14, 2, 15].

2021 2035 2045
SF FM EP EF SF FM EP EF

Hydropower capacity [GW] 16.1 16.3 16.3 16.3 16.3 16.3 16.3 16.3 16.3
Nuclear capacity [GW] 6.9 5.9 5.9 6.9 6.9 0 2.6 8.4 0
Wind capacity [GW] 12.0 17.1 19.3 23.6 28.8 22.6 31.5 33.8 55.3
Solar capacity [GW] 1.7 15.9 7.1 7.9 11.5 29.1 8.9 11.0 19.1
Renewable share [%] 76 90 89 88 90 100 96 89 100

Hydrogen Production [TWh] 0 5 8 24 34 11 16 64 84

2.4.1 Energy Technologies
Currently, the production of electricity using hydrogen is still more expensive compared with other tra-
ditional power plants powered by fossil fuels [94]. Nonetheless, taking into account the European hy-
drogen strategy, it is expected that the price of hydrogen production decreases [94]. According to the
IEA, the price of producing hydrogen from renewable electricity could decrease by 30 % by the year 2030
as a result of the increased hydrogen production, technological developments and economy of scale [34].
Considering the implementation of stricter climate laws and a better market regulations structure, elec-
tricity production from hydrogen appears to be economically competitive in the 2040 forecast [94].

The costs of each hydrogen technology vary depending on several factors, including the project speci-
fications. Therefore, it is challenging to predict these costs’ exact value in the future [34]. Nonetheless,
the IEA states that the CAPEX of PEM electrolyzer is supposed to be 828 EUR/kWe in 2050 [34]. Besides
this, due to the scaling benefits, PEM fuel cells are predicted to have an investment cost of 523 EUR/kWe
[95].

Regarding the provision of balancing services, according to the literature, electrolyzers have the techno-
logical and financial ability to take part in the balancing services currently and in the future [94].

Furthermore, the technical specifications of electrolyzers and fuel cells are also expected to improve. Ac-
cording to IRENA [34], until 2050, the efficiency of the electrolyzer will improve to 76 % and the lifetime
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will increase to 100 000 hours. Regarding fuel cells, the European Commission wants to develop an eco-
nomical viability of PEM fuel cell power for stationary applications with a lifetime of over 40 000 hours
[62]. The theoretical efficiency of a PEM fuel cell is established at 83% [96]. Nevertheless, in practical
applications, this ideal efficiency cannot be attained due to inherent system losses. However, according
to the manufacturers, advancements in fuel cell technology are anticipated to elevate the efficiency levels
to 70 % and potentially higher during the latter part of this decade [97].

Finally, regarding VRES technologies, it is anticipated that the CAPEX costs associated with solar PV
power plants will decline significantly, with commercial PV expected to decrease 50 % by 2050 [98].
Additionally, for onshore wind energy, it is projected that the CAPEX costs associated will experience a
substantial decline ranging between 37 % and 49 % by the year 2050 [99].

2.4.2 Short-term Forecast of Electricity Markets in Sweden
The Swedish TSO has forecast the average annual price of electricity in the country (SE) and for every
bidding zone (SE1, SE2, SE3 and SE4), in Sweden, until 2026, as described in Fig. 7. In all the Swedish
bidding zones, the average annual price decreases sharply between 2023 and 2024, which is explained
by the current significantly higher fuel prices, which are expected to gradually return to a lower level
after 2023 [9]. Additionally, since SE1 imports electricity from SE2 and Finland, the increase in demand
in SE1 causes a rise in the average annual prices in the north of Sweden [9]. In the other zones, the price
stabilizes or increases again, depending on the changes in electricity demand [9].

Figure 7: Average annual price of electricity for each bidding zones, from 2023 to 2027 [9]

Furthermore, according to the Swedish Energy Agency [15], the Frequency RegulationMarket prices are
difficult to predict and can have a major impact on any income from using hydrogen production for this
purpose, for this reason, SvK has done a short-term prediction of the frequency regulation costs until
2025, as shown in Fig. 8 [9].

The need for frequency regulation services has increased and thus also the prices, which is expected to
continue until 2025 according to SvK [15]. The prices could eventually stagnate in the future if more
participants enter the market, which could increase competition and pressure the prices [15].
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The cost of the frequency containment reserve for FCR-N and FCR-DUp are expected to decrease over the
analysis period [9]. Since FCR-D Down was only implemented on January 2022, there are no historical
market prices to base a cost estimate, which makes the cost estimate more uncertain compared to other
ancillary services [9]. The annual cost for FCR-D Down is expected to rise continuously, as the procured
volume increases [9]. The cost of the aFRR is expected to rise continuously during 2021-2024 as more
volume is procured [9]. A common Nordic capacity market was integrated in the last quarter of 2022,
which, together with the participation in the European aFRRmarket in 2024, is expected to lead to lower
costs for aFRR, as will be further explained in the next Section [9].

In addition to the mFRR energy market, a capacity market will be implemented in the Nordics, which is
expected to start towards the end of 2023. ThemFRR costs in Fig. 8 only include the capacity procurement
and not the energy activation market [9].

.

Figure 8: Annual costs for several Frequency Regulation Markets, in Sweden, 2022 to 2025 [9]

2.4.3 European Markets
On March 2023, the European Commission published a proposal for electricity market design reform
[100]. This proposal promotes the participation of non-fossil flexibility, such as demand side response
and storage, by introducing additional requirements or features in the design of the capacity mecha-
nism that facilitate these types of asset participation [100]. Besides this, the EU Commission proposal
also encourages the deployment of more stable long-term contracts such as Power Purchase Agreements
[100].

Besides this, Sweden will join in 2024 two European Cooperations: the Platform for the International
Coordination of Automated Frequency Restoration and Stable System Operation (PICASSO) and the
Manually Activated Reserves Initiative (MARI) [91].

The Picasso project is a European common aFRR energy market, which seeks to enhance economic and
technical efficiency [16]. The Picasso project has 26 TSOs as members [16].
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On the other hand, the MARI project is a European common mFRR energy market, with the purpose to
secure economically efficient purchases by ensuring the financial neutrality of the TSOs [17]. The MARI
project already has 29 countries[17].

The requirements of Picasso and MARI projects are described in Table 10. Both markets are PaC, asym-
metric and the minimum bid size is 1 MW. The full activation time is 5 minutes in the Picasso project and
12.5 minutes in the MARI project [16, 17]. The aFRR and mFRR markets in Sweden will have to change
accordingly to ensure their compatibility with the European projects [91].

Table 10: Overview of European Frequency Regulation Markets [16, 17].

Picasso MARI

Market type Energy market Energy market

Minimum bid size 1 MW 1 MW

Activation time 5 min 12.5 min

Symmetry ASYM ASYM

Remuneration PaC PaC
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3 Methodology
In this Chapter, the methodology followed during this thesis to obtain the desired results is explained in
detail. As mentioned previously, the main objective of this work is to assess the technical and economic
feasibility of providing frequency regulation services with hydrogen energy storage systems coupled
with solar PV and wind power plants.

Therefore, firstly, the methodology describes the analyzed system, including the description of the com-
ponents and their interactions with the grid. Secondly, the Day-ahead SM and Frequency Regulation
Markets operation section focuses on understanding the market dynamics and exploring market partici-
pation and operation strategies. Finally, the optimization model developed is described, which includes
the variables, constraints, and objective function definition.

3.1 System Description
In the examined system configuration illustrated in Fig. 9, the energy system involves a localized renew-
able power plant, specifically an onshorewind or solar PV installation, which supplies electrical energy to
both the electric grid and the electrolyzer-compressor system. Alternatively, the electrolyzer-compressor
system can also draw electricity from the electric grid as a source. The electrolyzer operates to produce
hydrogen gas, which is subsequently compressed and stored within a gas tank. Lastly, the generated
hydrogen gas can be utilized by a fuel cell to convert it back into electrical energy, which is subsequently
fed into the electric grid.

The objective of the P2P hydrogen system in this configuration is to enhance flexibility and mitigate
the variable profile of renewable power plants. By capitalizing on the price volatility within the Day-
ahead SM and offering ancillary services, the system aims to optimize the utilization of renewable energy
resources while ensuring a reliable power supply.

Figure 9: Energy system components and energy flows including renewable energy source

Furthermore, an analysis of the same configuration without the inclusion of a renewable energy source
(Fig. 10) is conducted to facilitate a comparative evaluation of the advantages and disadvantages asso-
ciated with its incorporation.

Detailed descriptions of the design parameters and associated costs for each component of the system
can be found in Chapter 4 of this thesis.

3.2 Electricity and Frequency Markets Operation
The formulated optimization model incorporates the prices and characteristics specific to the Swedish
markets as a baseline input. However, it possesses the flexibility to be adapted and tailored to suit alter-
native market settings and conditions.
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Figure 10: Energy system components and energy flows excluding renewable energy source

Themodel is designed to optimize the operational aspects of the system in order tomaximize profitability
within the analyzed timeperiod. To achieve this objective, themodel evaluates and selects amongvarious
market participation options, namely the Day-ahead SM, Up-regulation frequency market, and Down-
regulation frequency market. The only frequency markets included in the optimization were the FCR-D
Down and FCR-D Up markets, due to Flower Tech’s special interest in analyzing these markets. Besides
this, as outlined in Section 2.3.1, the technical specifications of the system align with the requirements of
these markets, and the alluring market prices and volumes further justify this decision.

With regard to the bid strategy, the hourly bid prices in the three markets are established as a parameter
input, derived from historical data. In this context, the provision of frequency regulation services occurs
only when they yield higher profitability compared to trading the same energy on the Day-ahead SM.
Consequently, assuming perfect foresight of future prices and quantities enables an ideal optimization
of energy flows. However, in a more realistic scenario, market participants lack such perfect foresight,
which forces them to rely on forecast techniques to anticipate market prices and activated volumes [35].

As illustrated in Fig. 11, for generation assets such as fuel cells and renewable energy sources, the max-
imum power that can be offered in the Up-regulation market is determined by subtracting the accepted
bid in the Day-ahead market from the total capacity. Similarly, the available power for Down-regulation
corresponds to the accepted amount in the Day-ahead spot market. Conversely, for consumption assets
like electrolyzers, the bidding capacity in the Down-regulation market is limited to the same amount as
in the Day-ahead spot market. As for Up-regulation, the available power is calculated by deducting the
accepted power in the Day-ahead spot market from the total capacity of the electrolyzer.

As previously elucidated, the FCR-D markets in Sweden operate as capacity markets wherein market
participants are remunerated for maintaining a specified capacity, without receiving compensation for
actual activations. Upon examining the frequency events data within the Nordic synchronized grid, it
was observed that FCR-D Down and up events transpired at a mere 0.40% and 0.89% respectively in the
year 2022 [18], as described in Table 11. Consequently, it was deemed reasonable to disregard activations
by assuming that assets are never activated for FCR-D Up nor FCR-D Down-regulation.

Table 11: FCR-D events in 2022 in the Nordic synchronized grid. Source: [18]

Total number of frequency events FCR-D Down events FCR-D Up events
181 577 720 ( 0.40 %) 1 613 (0.89 %)

3.3 Optimization model
This study entails a techno-economic optimization approach, incorporating the technical constraints of
the energy system alongside market requirements and characteristics. The objective is to examine the
impact of energy arbitrage and ancillary service provision on the optimal revenue, achieved through the
optimization of energy flows among system components, the purchase and sale of electricity to the elec-
tric grid, and the provision of frequency regulation services. Notably, the described model is adaptable,
allowing for the inclusion or exclusion of specific, as well as different bid strategies that do not necessitate
perfect foresight of market prices.
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Figure 11: Bid structure of generation and consumption assets

The model simulates the actual energy flows within the system and employs mixed-integer linear pro-
gramming (MILP) techniques to solve the optimization problem. Implemented as a cost optimization
algorithm, the model is coded in Python and utilizes the Gurobi solver for solution computation. The
Python code of each optimization model can be accessed in Appendix A. The selection of this approach
was driven by the inherent complexity of the system, however, it is important to acknowledge that the
adoption of a linear approach entails a simplification, as not all components of the system adhere strictly
to linearity in their behavior. Besides this, EXCEL is used to manage and analyze the input data, and the
optimization results were analyzed using MatLab and EXCEL, as described in Fig. 12. The model simu-
lates the operation of the system over a time period of at least one year, with hourly temporal resolution,
providing a comprehensive view of the system’s operation and maximizing profitability.

Figure 12: Schematic illustration of the optimization model methodology

3.3.1 Input Parameters
This section provides a description of the input parameters used in the report. The input parameters can
be categorized as either constant values throughout the optimization process or as hourly data. These
parameters can be adjusted andmodified based on the specific time period andmarket conditions under
analysis. The specific value of each input parameter used in the case study of this master’s thesis is
described in Section 4.

The renewable energy sources considered in this context are wind onshore and solar PV. Consequently,
the input parameters that refer to renewable energy need to be specified in the model for either solar PV
or wind, based on the type of analysis desired.

Table 12 presents the renewable energy available and the concept of renewable energy availability, which
represents the proportion of the overall capacity of renewable energy sources that is accessible during
each hour. It is pertinent to highlight that the availability factor input includes the system loss of the
renewable energy source, as specified in Section 4 of the study. Besides this, Table 12 also includes the
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respective hourly degradation factor that influences the power output of the renewable energy source.

Table 12: Renewable energy input parameters.

Parameter Type Symbol Unit
Renewable energy availability factor hourly data avrene MW/MWe

Renewable energy available hourly data Erene MW
Degradation of renewable energy source hourly data Degrene % power output/h

Moreover, Table 13 includes the hourlymarket prices associatedwith the Day-ahead SM aswell as the up
and down Frequency Regulation Markets. In addition, it should be noted that the acceptance of bids for
both up andDown-regulation is included as an input parameter, representing the proportion of accepted
bids relative to the total number of bids made in each market. Whether a bid is accepted or not depends
on factors such as the market type and the specific details of the bid [101]. These acceptance parameters
are included to make the scenario more realistic by acknowledging that not all bids are accepted.

Table 13: Market prices and minimum bid parameters.

Parameter Type Symbol Unit
Up-regulation prices hourly data Pup EUR/MW

Up-regulation minimum bid constant BupMin EUR/MW
Down-regulation prices hourly data Pdown EUR/MW

Down-regulation minimum bid constant BdownMin EUR/MW
Day-ahead SM purchase prices hourly data PSMpurchase

EUR/MWh
Day-ahead SM sell prices hourly data PSMsell

EUR/MWh
Day-ahead SM minimum bid constant BSMMin EUR/MWh
Up-regulation acceptance constant accepup %

Down-regulation acceptance constant accepdown %

Furthermore, Table 14 includes the installed capacity for each component of the energy system analyzed.

Table 14: Installed capacity input parameters.

Parameter Type Symbol Unit
Renewable source capacity constant Qrene MW

Electrolyzer capacity constant QEL MW
Fuel cell capacity constant QFC MW
Tank capacity constant Qtank MWhLHVH2

Compressor capacity constant Qcomp MW

Additionally, Tables 15 and 16 present the CAPEX and OPEX costs, respectively, associated with each
component within the system.

Furthermore, Table 17 incorporates the REPEX costs for both the electrolyzer and fuel cell. This inclu-
sion holds significance due to the comparatively shorter operational lifetimes of these components, as
elaborated upon in Chapter 4 since the REPEX of a component is only relevant if the component lifetime
is shorter than the project period.

Finally, Table 18 presents the technical parameters associated with the hydrogen system. These parame-
ters encompass the lifetime, efficiency,minimum load, and capacity factor of the electrolyzer and fuel cell.
Additionally, the Table provides the compressor consumption, LHV of hydrogen (which is 120MJ/kgH2
[102]), and the discharge rate of the hydrogen tank. The discharge rate of the hydrogen tank indicates
the hourly percentage of hydrogen lost from the tank.
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Table 15: CAPEX input parameters.

Parameter Type Symbol Unit
Renewable source CAPEX constant CAPEXrene EUR/MWe

Electrolyzer CAPEX constant CAPEXEL EUR/MWe
Fuel cell CAPEX constant CAPEXFC EUR/MWe
Tank CAPEX constant CAPEXtank EUR/KWhLHVH2

Compressor CAPEX constant CAPEXcomp EUR/MWe

Table 16: OPEX input parameters.

Parameter Type Symbol Unit
Renewable source OPEX constant OPEXrene % of CAPEX

Electrolyzer OPEX constant OPEXEL % of CAPEX
Fuel cell OPEX constant OPEXFC % of CAPEX
Tank OPEX constant OPEXtank % of CAPEX

Compressor OPEX constant OPEXcomp % of CAPEX

Table 17: REPEX input parameters.

Parameter Type Symbol Unit
Electrolyzer REPEX constant REPEXEL EUR/MWe
Fuel cell REPEX constant REPEXFC EUR/MWe

Table 18: Technical input parameters of the hydrogen system.

Parameter Type Symbol Unit
Electrolyzer efficiency constant ηEL %
Fuel cell efficiency constant ηFC %

Electrolyzer capacity factor constant γEL % of capacity
Fuel cell capacity factor constant γFC % of capacity

Compressor capacity factor constant γcomp % of capacity
Electrolyzer minimum load constant ζEL % of capacity
Fuel cell minimum load constant ζFC % of capacity
Electrolyzer stack lifetime constant τEL hours
Fuel cell stack lifetime constant τFC hours

Compressor consumption constant ωEL MJ/KgH2
H2 LVH constant LV HH2

MJ/KgH2
Discharge rate of H2 tank constant ϵFC %
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3.3.2 Optimization Variables
This section outlines the optimization variables utilized in the study. These variables can assume either
continuous or binary values, depending on the specific context of the model. Notably, the optimization
process is performed on an hourly basis, meaning that the variables are optimized independently for
each hour.

Table 19 provides a description of the electricity flow among the individual components of the energy
system, including the energy consumption specifically associated with the compression of hydrogen.

Table 19: Electricy flows optimization variables

Parameter Type Symbol Unit
Energy flow from renewable source to electrolyzer continuous ErenetoEL MWh

Energy flow from renewable source to grid continuous Erenetogrid MWh
Energy flow from grid to electrolyzer continuous EgridtoEL MWh
Energy flow from fuel cell to grid continuous EFCtogrid MWh
Compressor energy consumption continuous Ecomp MWh

Moreover, Table 20 encompasses the variables related to hydrogen flows, including the consumption of
hydrogen, the production, as well as the storage of hydrogen within the tank.

Table 20: Hydrogen flow optimization variables

Parameter Type Symbol Unit
Hydrogen production continuous EProdH2 MWh
Hydrogen consumption continuous EConsH2 MWh
Hydrogen tank content continuous Etank MWh

Additionally, within Table 21, the binary variables define the activation status of both the electrolyzer
and the fuel cell.

Table 21: Optimization variables for the activation of the electrolyzer and fuel cell

Parameter Type Symbol Unit
Electrolyzer activation binary AEL -
Fuel cell activation binary AFC -

Furthermore, Table 22 includes the parameters that represent optimization variables for market bids in
each market (day-ahead SM, Up-regulation, and Down-regulation). These variables are associated with
either the renewable energy source, fuel cell, or electrolyzer.

Finally, the degradation of the fuel cell and electrolyzer are also considered and included in Table 23.

3.3.3 Optimization Constraints
This section provides a description of the constraints included in the optimization model, which are
valid for every hour (the time interval ∆t is set to 1 hour) of the analyzed period, represented by the
superscript t.

The energy flows between the system components are described in Equations (3) to (9). The electricity
generated by the renewable energy source in each time step is determined based on its availability and the
hourly degradation, as expressed in (3). The electricity generated by the renewable energy source can be
allocated either to the grid or to the electrolyzer, as indicated in (4). The electrolyzer utilizes electricity
from either the renewable energy source or the electric grid to produce hydrogen, as described in (5),
considering the electricity consumption of the compressor (5). Subsequently, the fuel cell employs the
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Table 22: Optimization variables for market bids

Parameter Type Symbol Unit
Electrolyzer purchase bid in Day-ahead SM continuous BELSM EUR/MWh

Fuel cell sell bid in Day-ahead SM continuous BFCSM EUR/MWh
Renewable energy source sell bid in Day-ahead SM continuous BreneSM EUR/MW

Electrolyzer bid in Up-regulation market continuous BELup EUR/MW
Fuel cell bid in Up-regulation market SM continuous BFCup EUR/MW

Renewable energy source bid in Up-regulation market continuous Breneup EUR/MW
Electrolyzer bid in Down-regulation market continuous BELdown EUR/MW
Fuel cell bid in Down-regulation market continuous BFCdown EUR/MW

Renewable energy source bid in Down-regulation market continuous Brenedown EUR/MW

Table 23: Optimization variables for electrolyzer and fuel cell degradation

Parameter Type Symbol Unit
Electrolyzer degradation continuous DegEL % of power output/h
Fuel cell degradation continuous DegFC % of of power output/h

stored hydrogen to generate electricity injected into the electric grid, as represented in (6). To maintain
linearity and restrict the complexity of the model, the electrolyzer and the fuel cell are assumed to pos-
sess constant efficiency values [35], as depicted in Equations (5) to (6). The compressor-specific energy
consumption is described in (7). Equation (8) states that the hydrogen consumptionmust be constrained
to be lower than the quantity stored in the hydrogen tank. The amount of hydrogen stored in H2 tanks
is measured based on its stored energy, as indicated in (9). This equation considers the production and
consumption of hydrogen while taking into account the possibility of self-discharge processes.

Et
rene = avtrene ·Qrene ·Degtrene ∀t (3)

Et
rene = Et

renetogrid + Et
renetoEL ∀t (4)

Et
ProdH2 = (Et

renetoEL + Et
gridtoEL − Et

comp) · ηEL ∀t (5)

Et
ConsH2 = Et

FCtogrid · ηFC ∀t (6)

Et
comp =

(
Et

ProdH2

LHVH2

)
· ωcomp ∀t (7)

Et
ConsH2 ≤ Et

tank ∀t (8)

Et+1
tank = Et

tank · (1− ϵtank) + Et
ProdH2 − Et

ConsH2 ∀t (9)

The inter-component energy exchanges within the system are subject to limitations imposed by the ca-
pacities of each component, as outlined in Equations (10) to (13). These component capacities are pre-
determined inputs of the model and are described in detail in Chapter 4. Both the electrolyzer and the
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fuel cell are subject to additional constraints, including minimum load requirements, capacity factors,
and degradation factors. These constraints are represented in (10) and (11), where AEL and AFC are bi-
nary variables indicating the operational state of the components (1 when the component is on, 0 when
the component is off), enabling the monitoring of component start-up and shut-down events. Moreover,
the tank and compressor must also comply with their respective capacity constraints to ensure proper
system operation ((12) and (13)).

At
EL · ζEL ·QEL ≤

Et
gridtoEL + Et

renetoEL − Et
comp

∆t
≤ At

EL ·QEL · CFEL ·DegtEL ∀t (10)

At
FC · ζFC ·QFC ≤

Et
FCtogrid

∆t
≤ At

FC ·QFC · CFFC ·DegtFC ∀t (11)

Et
tank ≤ Qt

tank ∀t (12)

Et
comp ≤ Qt

comp ∀t (13)

As highlighted in Section 3.3, the consideration of up and Down-regulation activations is omitted in
the analysis, resulting in solely the energy flows from the components (specifically, the electrolyzer, fuel
cell, and renewable energy source) to the grid through accepted day-ahead SM energy bids. This specific
modeling approach is described mathematically in Equations (14) to (16).

Et
FCtogrid = Bt

FCSM ∀t (14)

Et
gridtoEL = Bt

ELSM ∀t (15)

Et
renetogrid = Bt

reneSM ∀t (16)

Furthermore, in the day-ahead SM as well as the Up and Down-regulation markets, each bid has to
satisfy the minimum bid size criteria specific to each market. Equations (17) to (25) outline this concept,
specifying that a bid can either be 0, indicating non-participation in the corresponding market at that
particular time, or it must be higher than the minimum bid size requirement.

Bt
FCSM = 0 ∨Bt

FCSM ≥ BSMMin ∀t (17)

Bt
FCup = 0 ∨Bt

FCup ≥ BupMin ∀t (18)

Bt
FCdown = 0 ∨Bt

FCdown ≥ BdownMin ∀t (19)

Bt
ELSM = 0 ∨Bt

ELSM ≥ BSMMin ∀t (20)
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Bt
ELup = 0 ∨Bt

EL ≥ BupMin ∀t (21)

Bt
ELdown = 0 ∨Bt

ELdown ≥ BdownMin ∀t (22)

Bt
reneSM = 0 ∨Bt

reneSM ≥ BSMMin ∀t (23)

Bt
reneup = 0 ∨Bt

reneup ≥ BupMin ∀t (24)

Bt
renedown = 0 ∨Bt

renedown ≥ BdownMin ∀t (25)

As shown in Fig. 11, Equations (26) to (31) explain the limitations on power availability for each bid.
When it comes to generation assets like the fuel cell and renewable energy source, the bids for Down-
regulation (capacity to generate less electricity) must be higher than the accepted bid in the day-ahead
SM (as stated in Equations (26) and (30)). On the other hand, Up-regulation bids (capacity of generating
more electricity) can only be considered if the accepted power in the day-ahead SM is lower than the
total available capacity of the asset ((27) and (31)). For consumption assets like the electrolyzer, it’s the
opposite. Up-regulation bids (capacity of consuming less electricity) should be lower than the accepted
bid in the day-ahead SM (28). However, Down-regulation bids (capacity of consumingmore electricity)
can be accepted if the accepted bid in the day-ahead SM is lower than the total available capacity of the
electrolyzer (29).

Bt
FCdown ≤ Bt

FCSM ∀t (26)

Bt
FCup ≤ QFC · CFFC ·DegtFC −Bt

FCSM ∀t (27)

Bt
ELup ≤ Bt

ELSM ∀t (28)

Bt
ELdown ≤ QEL · CFEL ·DegtEL −Bt

ELSM ∀t (29)

Bt
renedown ≤ Bt

reneSM ∀t (30)

Bt
reneup ≤ Et

rene − Et
renetoEL − Et

renetogrid ∀t (31)

Several studies have addressed the degradation of fuel cells and electrolyzers, characterizing it as a linear
increase expressed as a percentage of power per hour [103, 104, 61, 105]. However, the literature also ac-
knowledges that the degradation process is influenced by the operational conditions. Shutdown/start-up
events, transient loading, and operation above or below rated power [106, 107, 108] have been identified
as factors exacerbating degradation. To reduce the computational requirements and make the optimiza-
tion process more efficient, the present thesis adopts the linear degradation approach. In this approach,
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both the electrolyzer and fuel cell are subjected to degradation factors (DegEL and DegFC), these fac-
tors multiply the power of the fuel cell and electrolyzer, therefore they decrease when the degradation
increases. Whereby degradation increases linearly until a predefined minimum limit of the degradation
factors is reached (as denoted in (32) and (33)). Once the limit is reached, REPEX costs are factored in,
and the degradation factors (DegEL and DegFC) are reset to 1.

Degt+1
EL = DegtEL − 1

τEL
∀t (32)

Degt+1
FC = DegtFC − 1

τFC
∀t (33)

3.3.4 Optimization Objective Function
The optimization algorithm employed aims tomaximize the cumulative revenue generated over the spec-
ified time period, as outlined in (34). This Equation includes the various cash flows associated with the
energy system’s participation in the day-ahead spot market and Frequency Regulation Markets. Addi-
tionally, the algorithm takes into account the bid acceptance parameters specific to the Frequency Regu-
lation Markets.

Revenue =
∑
t

accep_up · P t
up · (Bt

reneup +Bt
ELup +Bt

FCup)

+ accep_down · P t
down · (Bt

renedown +Bt
ELdown +Bt

FCdown)

+ P t
SMsell

· (Bt
reneSM +Bt

FCSM )− P t
SMpurchase

·Bt
ELSM

(34)

3.4 Techno-economic analysis equations
3.4.1 Technical Calculations

Table 24: Technical parameters description.

Parameter Symbol Unit
Electrolyzer shutdowns SEL -
Fuel cell shutdowns SFC -

Electrolyzer operating hours HEL hours
Total H2 produced ProdH2 Kg

Fuel cell operating hours HFC hours
Share renewable energy injected in the grid GINJrene %

Total energy delivered to the grid EtoGrid MWh
Overall system efficiency ηsys %

System losses Eloss MWh

Equation (35) represents the computation used to derive the proportion of renewable power that is in-
jected into the grid.

GINJrene =

∑
t
Et

renetogrid∑
t
Et

rene

(35)

Furthermore, Equation (36) describes the calculation utilized to determine the total energy delivered to
the grid. According to (36), the energy supplied to the grid is the summation of the energy derived from
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renewable sources and the energy generated by the fuel cell system, both of which are supplied to the
grid.

EtoGrid =
∑
t

Et
renetogrid +

∑
t

Et
FCtogrid (36)

Equation (37), characterizes the overall efficiency of the system. It quantifies the ratio between the energy
delivered to the grid and the energy injected into the system from the grid and renewable sources while
accounting for variations in the energy content of the tank.

ηsys =

∑
t
Et

renetogrid +
∑
t
Et

FCtogrid

Et=final
tank − Et=0

tank +
∑
t
Et

rene +
∑
t
Et

gridtoEL

(37)

Finally, Equation (38), provides a measure of the losses incurred by the system. These losses are de-
termined by calculating the difference between the total energy injected into the system and the energy
injected into the grid.

Eloss = Et=final
tank − Et=0

tank +
∑
t

Et
rene +

∑
t

Et
gridtoEL −

∑
t

Et
renetogrid −

∑
t

Et
FCtogrid (38)

3.4.2 Economic Calculations
Table presents an overview of the parameters utilized in the computation of economic indicators, which
will form a crucial part of this thesis analysis. Equations (39) to (48) describe the mathematical formula-
tions employed for calculating each economic indicator. These Equations provide insights that contribute
to the assessment of the project’s financial viability and profitability.

Table 25: Economic parameters description.

Parameter Symbol Unit
Year n -

Discount rate d %
Total discounted costs C EUR

Total discounted revenue R EUR
Annual cash flow CFLOW EUR
Net present value NPV EUR

Return on investment ROI %
Internal rate of return IRR %

Payback Perdiod PBP years
Levelized cost of electricity LCOE EUR/MWh

Equation (39) represents the initial investment cost (C0) of the project, calculated by summing the
CAPEX of the different components. With regard to the REPEX costs, it is important to note that they
are incurred exclusively in the years when the fuel cell or the electrolyzer reaches their respective oper-
ational limits, necessitating replacements. In terms of the OPEX, it is worth mentioning that the values
employed are represented as a percentage of the CAPEX. To estimate the total opex costs, the aggregate
opex value was calculated and evenly distributed across each year of the project analysis, as described in
(40). The total discounted costs, taking into account the CAPEX, REPEX, and OPEX costs is calculated
according to (41).
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C0 =Qrene · CAPEXrene +QFC · CAPEXFC

+QEL · CAPEXEL +Qcomp · CAPEXcomp +Qtank · CAPEXtank

(39)

n · Copexn =Qrene · CAPEXrene ·OPEXrene +QFC · CAPEXFC ·OPEXFC

+QEL · CAPEXEL ·OPEXEL +Qcomp · CAPEXcomp ·OPEXcomp

+Qtank · CAPEXtank ·OPEXtank

(40)

C =
∑
n

Ccapexn
+ Copexn

+ Crepexn

(1 + d)n
(41)

Equation (42) represents the calculation of the total discounted revenues. The Revenue parameter in this
Equation refers to the output generated by the optimization mode for each year of the analysis period.

R =
∑
n

Revenuen
(1 + d)n

(42)

Equation (43) defines the cash flow (CFn) in each year (n) as the difference between the revenue (Rn)
and the costs (Cn) incurred in that year.

CFLOWn = Rn − Cn (43)

The NPV of a project is calculated according to (44). This indicator provides a measure of the project’s
profitability by assessing whether the present value of the expected cash flows is positive or negative. A
positive NPV suggests that the project is expected to generate more value than the initial investment, in-
dicating its potential profitability. Conversely, a negative NPV indicates that the project may not generate
sufficient returns to cover the costs and may not be financially viable.

NPV =
∑
n

CFLOWn (44)

Furthermore, (45) represents the calculation of the ROI for a project. The ROI provides an assessment of
the profitability and efficiency of the investment. It measures the return generated by the project relative
to the initial investment made. A higher ROI indicates a higher return on the investment, suggesting that
the project is generating more value compared to its initial cost. Conversely, a lower ROI suggests that
the project’s returns may be relatively lower compared to the initial investment.

ROI =
NPV

C0
· 100 (45)

Additionally, by setting the NPV equal to zero, Equation (46) allows us to calculate the IRR. The IRR
represents the discount rate at which the present value of the project’s cash flows equals the initial in-
vestment. It indicates the rate of return that the project is expected to generate.

NPV = 0 =
∑
n

cashflown

(1 + IRR)n
(46)
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Moreover, (47), the payback period is determined by assessing the number of years it takes for the cu-
mulative cash flows to reach or surpass the initial investment amount.

PBP = Number of years before cumulative cash flows ≥ C0 (47)

Finally, (48) calculates the LCOE of the project, by quantifying the the average cost of generating elec-
tricity over the project’s lifespan. In the context of this project, the LCOE calculation takes into account
the energy generated and supplied to the grid.

LCOE =
C∑

n
Erenetogridn+EFCtogridn

(1+d)n

(48)
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4 Case Study
4.1 Renewable energy resources
In this Section, the hourly availability VRES is described, along with an examination of the generation
characteristics specific to solar PV and onshore wind power plants chosen to be part of this thesis case
study. The solar PV power plant and the onshore power plant selected for this study exhibit an identi-
cal installed capacity. This deliberate choice ensures that this particular technical specification remains
consistent and impartial, thus minimizing its influence on the subsequent analysis and performance
comparison.

4.1.1 Solar Electricity Generation
This thesis considers Swedbank Solar PV Park as a case study, focusing on its distinctive attributes. The
Swedbank Solar PV Park has a peak power capacity of 12 MW and is situated in Ostergotland, Sweden
[109].

To investigate the hourly solar availability at the specified location, this study used the Photovoltaic Geo-
graphical Information System (PVGIS) online tool. Apart from assessing solar availability, this tool also
facilitates the optimization of slope and azimuth angles [110]. PVGIS employs SARAH2 solar irradia-
tion data from the year 2020 [110]. The input parameters for PVGIS are PV technology, system loss, and
mounting type, as summarized in Table 26.

Table 26 presents the key parameters and assumptions related to the solar PV system used in this study.
The first row specifies the solar PV capacity, which was assigned the value of 12MW, as in the Swedbank
Solar PV Park [109]. The subsequent rows highlight the assumptions made for the solar PV technology,
where crystalline silicon is considered as the technology choice since this is the most commonly used
technology [111], and for themounting type, which is fixed. The azimuth and slope angle were obtained
using the PVGIS optimization tool. The literature suggests that in the context of the northern hemisphere,
the optimal azimuth angle for solar collectors is determined by ensuring their alignment towards the
south [112] ( represented by 0 degrees in this thesis). However, the PVGIS toolwas employed to optimize
the azimuth angle, obtaining a value of -11 degrees, which is closely aligned with a southern orientation.
Moreover, the PVGIS tool also provided the optimal slope angle for the solar panels, resulting in a tilt
angle of 47 degrees.

The next rows focus on the economic aspects of the solar PV system. The solar PV CAPEX is stated as 800
EUR/KWe, according to [113]. The solar PVOPEX is estimated to be 0.3% of the CAPEX [113]. The solar
PV system is assumed to have a lifetime of 25 years [113], and the annual degradation rate is assumed to
be 0.36 % [113]. Additionally, a system loss of 14 % of the system’s capacity is considered an assumption.

Table 26: Solar PV parameters and assumptions.

Parameter Value Unit Source
Solar PV capacity 12 MW [109]

Solar PV technology Crystalline silicon - assumption
Solar PV mounting type fixed - assumption

Azimuth -11 º [109]
Slope 47 º [109]

Solar PV CAPEX 800 EUR/KWe [113]
Solar PV OPEX 0.1 % of CAPEX [114]
Solar PV lifetime 25 years [113]

Solar PV degradation 0.36 %/year [113]
Solar PV system loss 14 % power output assumption

Based on the parameters described before, the solar availability in the selected location in 2020 is pre-
sented in Fig. 13. The aforementioned yearly profile was consistently replicated over a span of 20 years,
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Figure 13: Solar availability in 2020 in the selected location

with the assumption that its characteristics remained unchanged in each successive year.

4.1.2 Onshore Wind Electricity Generation
This Section provides a comprehensive description of the onshorewind parameters utilized in this study,
with a specific focus on the selected case study: the Hedbodberget Wind Farm located in Dalarna,
Sweden[115]. The wind farm under consideration has a total installed power capacity of 12 MW [115].

To accurately assess wind availability, the Modern-Era Retrospective analysis for Research and Appli-
cations, Version 2, database (MERRA-2) from NASA was used [116]. Hourly data from the year 2019
was gathered from this database for further analysis [116]. In terms of turbine specifications, the power
curve of a Vestas V90 2000 wind turbine [117] was used for calculating the power output availability, in
the specific location of this analysis, since this is the wind turbine used specifically in the Hedbodberget
Wind Farm [115]. A performance factor of 90 % was considered in these calculations, while the turbine
hub height was set at 100 meters.

To determine the surface roughness, an esteemed resource known as theGlobal Wind Atlaswas consulted
[118]. This tool was developed through a collaborative partnership between the Department of Wind
Energy at the Technical University of Denmark (DTU Wind Energy) and the World Bank Group, the
Global Wind Atlas indicated a surface roughness value of 0.05 meters [118].

These relevant onshore wind technical and cost parameters and described in Table 27.

Based on the parameters described before, the wind availability in the selected location in 2019 is pre-
sented in Fig. 14. The aforementioned yearly profile was consistently replicated over a span of 20 years,
with the assumption that its characteristics remained unchanged in each successive year.
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Table 27: Onshore wind parameters and assumptions.

Parameter Value Unit Source
Onshore wind capacity 12 MW [109]
Wind onshore CAPEX 1 235 EUR/KWe [21]
Wind onshore OPEX 3 % of CAPEX [119]

Onshore wind performance factor 90 % of power output assumption
Turbine hub height 100 m assumption
Surface roughness 0.05 º [109]

Onshore wind lifetime 25 years [120]
Onshore wind turbine degradation 1.6 %/year [121]

Figure 14: Wind availability in 2019 in the selected location
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4.2 Market-related Inputs
As stated in Section 3.2, the optimization process focused solely on incorporating two specific frequency
markets, namely the FCR-D Down and FCR-D Up markets. The pricing data utilized for both markets
corresponds to the year 2022 and was sourced from the Mimer platform [10]. Since the Mimer platform
provides average prices, and given that the remuneration strategy for both markets follows a pay-as-
bid approach, it is assumed that the acceptance rates for Up-regulation (accepup) and Down-regulation
(accepdown) are set at 90 % within the optimization model. The graphics presented in Fig. 15 and Fig. 16
describe the prices associatedwith the up andDown-regulation of FCR-D, respectively, that were used as
an input in the optimization model. These figures utilize a cumulative frequency graph and a year-long
profile to illustrate the price differentials. Based on the analysis of these Figures, it can be concluded that
the prices for Up-regulation exhibit relatively higher values compared to the prices for Down-regulation.

Figure 15: FCR-D Up average prices in Sweden in 2022[10]. Cumulative frequency (left) and year-long
profile (right)[10].

Within the scope of the 20-year analysis, the hourly prices for FCR-D Up and Down-regulation between
2023 and 2025 exhibit a proportional deviation from the corresponding values observed in 2022, mirror-
ing the annual cost trends outlined in Fig. 8. From 2025 onwards, the prices were assumed to remain
constant, aligning with the premise discussed in Section 2.4.2 that the Swedish TSO anticipates market
saturation and consequent price stagnation.

With respect to the Day-ahead SM prices, the corresponding values for the year 2022 were obtained from
the NordPool platform [11]. In terms of the prevailing tax rates, given the nature of this analysis, the
ordinary tax income was disregarded. However, the value-added tax (VAT) in Sweden for the year 2022
was accounted for, standing at a rate of 25% [122]. This VAT rate was incorporated into the final price
for both purchases and sales made in the Day-ahead SM. The graphics presented in Fig. 17 describe the
average hourly prices in all the bidding zones, associated with Day-ahead SM in 2022, that were used as
input in the optimization model.

The pricing of the Day-ahead SM during a 20-year operational period was determined based on the in-
formation presented in Fig. 7. Specifically, the hourly prices between 2023 and 2026 will deviate from
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Figure 16: FCR-D Down average prices in Sweden in 2022[10]. Cumulative frequency (left) and year-
long profile (right)[10].

Figure 17: Day-ahead SM clearing prices in the Swedish market in 2022 [11]. Cumulative frequency
(left) and year-long profile (right) [11].
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the values observed in 2022 in proportion to the average annual price change depicted in Fig. 7. Sub-
sequently, starting from 2026, a constant increase was assumed, matching the rate of increase observed
between 2025 and 2026, which is 3.8 %. This assumption is substantiated by the literature [123], which
supports the adoption of an annual growth rate of 3-4 % up until 2050.

4.3 Hydrogen Energy System Design and Costs
This Section of the thesis describes the system size and cost parameters specific to the chosen case study.
These parameters are essential for evaluating the feasibility and economic implications of the proposed
system within the context of the case study.

To simplify the model and improve computational efficiency, the system size was set according to the
methodology described in [35]. This approach aimed to reduce the complexity and running times of
the analysis. However, in Chapter 5.3, a sensitivity analysis is conducted to evaluate the effects of the
system size on the obtained results. This investigation aims to provide a comprehensive assessment of
how varying system sizes impact the outcomes, thereby enhancing the overall comprehensiveness of the
study.

Furthermore, PEM electrolyzer and fuel cell stacks were selected for this particular system because of
several factors. As mentioned in Section 2.1, despite their relatively higher costs compared to alterna-
tive technologies, the decision to opt for PEM-based components was driven by the imperative need for
rapid response, enhanced dynamic performance, and the ability to operate under partial load conditions,
which are critical requirements for the intended system operation. In addition, the selection of a type I
compressed hydrogen gas storage tankwasmotivated by two primary considerations: its relatively lower
cost compared to other types of storage tanks and its suitability for stationary applications. Given the
intended use of the tank within the system, the choice of a type I storage tank was considered adequate.
For the compression step, the most suitable technology is, according to the literature [35], a three-stage
intercooled compressor, with a constant compression ratio on each stage and constant efficiency.

4.3.1 Electrolyzer
TheCAPEXof the electrolyzer considers electrolyzer stack costs, installation labor, and other costs related
to the installation.

Table 28 presents the parameters and assumptions PEM electrolyzer, which is considered in the analysis
of this master thesis. The Table provides key information regarding the electrolyzer’s capacity, CAPEX,
REPEX, OPEX, stack lifetime, minimum load, capacity factor, efficiency, and maximum degradation.

The electrolyzer capacity is assumed to be 3 MW, representing the desired power output of the system.
The electrolyzer CAPEX is estimated to be 1 352 EUR/KWe, as reported in [124], which considers the
electrolyzer stacks costs, installation labor, and other electrolyzer’s balance of service costs. The REPEX
is considered to be 40 % of the CAPEX, based on the findings presented in [36]. Furthermore, the OPEX
is assumed to be 1 % of the CAPEX, as indicated by [124].

The electrolyzer stack lifetime is expected to be 40 000 hours, as reported in [47]. This parameter repre-
sents the operational lifetime of the electrolyzer stack before replacement or refurbishment is required.
The electrolyzer’s minimum load is determined to be 10% of its capacity, as discussed in [125].

To assess the electrolyzer’s performance, two additional factors are considered. The electrolyzer capacity
factor is assumed to be 90 % of its capacity. The electrolyzer efficiency is estimated at 70 % of its capacity,
as reported in [45].

Finally, aminimumdegradation factor of 0.1 is assumed, representing a 90%decrease in the performance
of the electrolyzer. This factor represents the maximum allowable degradation of the electrolyzer’s per-
formance over its operational lifetime before replacement or refurbishment is required.
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Table 28: PEM electrolyzer parameters and assumptions.

Parameter Value Unit Source
Electrolyzer capacity 3 MW assumption
Electrolyzer CAPEX 1 352 EUR/KWe [124]
Electrolyzer REPEX 40 % of CAPEX [36]
Electrolyzer OPEX 1 % of CAPEX [124]

Electrolyzer stack lifetime 40 000 hours [47]
Electrolyzer minimum load 10 % of capacity [125]
Electrolyzer capacity factor 90 % of capacity assumption

Electrolyzer efficiency 70 % of capacity [45]
Electrolyzer pressure output 3 MPa [48]
Minimum degradation factor 10 % of capacity assumption

Fig. 18 illustrates the progressive degradation of the electrolyzer over a period of 20 years, as analyzed
in this study. Upon reaching the maximum degradation factor, the degradation process is reset to its
initial state, denoted as 1. Moreover, the model incorporates replacement costs, referred to as REPEX
costs, which account for the expenses associated with replacing the fuel cell system. Examining Fig. ,
it becomes evident that the electrolyzer system will incur replacement costs at specific time intervals
throughout the 20-year duration of the analysis. Specifically, these replacement costs occur in the follow-
ing years: 5, 9, 13 and 17.

Figure 18: Electrolyzer linear degradation, considering replacements and minimum degradation factor

4.3.2 Hydrogen Compressor
Table 29 presents the parameters and assumptions related to the compressor, which are of significance
in the analysis conducted in this study.

To determine the minimum capacity of the electrolyzer, an initial step involves calculating the maximum
hydrogen production. This involves replacing the variable Ecomp with the equation given in Eq. 7, as
outlined in Eq. 5. In this calculation, it is assumed that the sum of energy from the grid to the electrolyzer
(EgridtoEL) and the VRES to the electrolyzer (ErenetoEL) correspond to the electrolyzer capacity (QEL),
multiplied by the duration of one hour. This approach yields a maximum hydrogen production of 2.05
MWh. Subsequently, by substituting this value into Eq. 7, a minimum compressor capacity of 65 kW
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is obtained. However, due to the consideration of a capacity factor (CFcomp) assumption of 90%, the
compressor capacity for this specific case study is assumed to be 75 kW. The calculations pertaining to
the minimum compressor capacity, dependent on the electrolyzer capacity, are succinctly summarized
in Eq. 49.

CFcomp ·Qcomp ≥ QEL · ηEL

ηEL · ωcomp

LHVH2
+ 1

· ωcomp

LHVH2
(49)

The compressor CAPEX is estimated to be 1600 EUR/KWe, as reported in [35]. Additionally, the OPEX
is assumed to be 1 % of the CAPEX, based on findings presented in the same source [35].

The compressor’s lifetime is expected to be 25 years, as indicated in [35].

The compressor energy consumption is 3.8 MJ/KgH2, as reported in [52]. The compressor is designed to
handle an input pressure of 3 MPa, as specified in [125], which is compatible with the pressure output
of the electrolyzer. Furthermore, it is capable of delivering hydrogen at an output pressure of up to 35
MPa, as mentioned in the same source [125].

The compressor capacity factor is assumed to be up to 90% of its capacity.

Table 29: Compressor parameters and assumptions.

Parameter Value Unit Source
Compressor capacity 75 KW assumption
Compressor CAPEX 1 600 EUR/KWe [35]
Compressor OPEX 1 % of CAPEX [35]
Compressor lifetime 25 years [35]

Compressor energy consumption 3.8 MJ/KgH2 [52]
Compressor input pressure 3 MPa [125]
Compressor output pressure up to 35 MPa [125]
Compressor capacity factor up to 90 % of capacity assumption

4.3.3 Hydrogen Tank
Table 30 provides a comprehensive overview of the parameters and assumptions related to the hydrogen
tank.

The tank capacity is assumed to be 20 MW/LHVH2, representing the amount of hydrogen that can be
stored in the tank based on its LHV.

The tank CAPEX is estimated to be 150 EUR/KWhLHV, as cited in [35]. Additionally, the OPEX is as-
sumed to be 1 % of the CAPEX, based on findings presented in [36]. These parameters contribute to
the economic analysis and assessment of the tank’s cost implications within the hydrogen production
system.

The tank’s lifetime is expected to be 25 years, as indicated in [36]. Furthermore, the tank discharge rate
is assumed to be negligible, as reported in [36]. This assumption implies that any leakage or discharge
from the tank is insignificant and can be disregarded for the purposes of the analysis conducted in this
study.

The tank pressure is specified as 20 MPa, as mentioned in [36]. This parameter indicates the pressure
level at which the hydrogen is stored within the tank.

For the analysis conducted in this thesis, the tank’s initial state of charge (SOC) is assumed to be up to
90 % of its capacity. Additionally, the minimum SOC is assumed to be 0 %, indicating that the tank can
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be completely discharged if necessary.

Table 30: Hydrogen tank parameters and assumptions.

Parameter Value Unit Source
Tank capacity 20 MWhLHV H2 assumption
Tank CAPEX 15 EUR/KWhLHV H2 [35]
Tank OPEX 1 % of CAPEX [36]
Tank lifetime 25 years [36]

Tank discharge rate negligible leakage - [36]
Tank pressure 20 MPa [36]

Tank initial SOC up to 90 % of capacity assumption
Tank minimum SOC 0 % of capacity assumption

4.3.4 Fuel Cell
Table 31 presents the parameters and assumptions relevant to the PEM fuel cell, which play a crucial role
in the analysis conducted in this thesis.

The fuel cell capacity is assumed to be 0.650MW. The fuel cell CAPEX is estimated to be 3000 EUR/KWe,
as reported in [36]. Furthermore, the recurring expenditure (REPEX) and OPEX are assumed to be
21% and 2% of the CAPEX, respectively, based on findings presented in the same source [36]. These
parameters contribute to the economic analysis and assessment of the fuel cell system’s cost implications.

Furthermore, the fuel cell stack lifetime is reported as 25 000 hours, as indicated in [61].

Additionally, To ensure stable operation, a minimum load of 20 % of the fuel cell’s capacity is assumed,
as stated in [36]. This assumption guarantees that the fuel cell operates within a suitable operating range
and avoids unstable or inefficient performance. The fuel cell capacity factor is assumed to be 90 % of its
capacity, representing the ratio of actual power output to the maximum possible power output. This
assumption is made for the analysis conducted in this thesis to account for any potential operational
variations.

Besides this, the fuel cell efficiency is reported as 50 % of its capacity, as specified in [36].

The fuel cell operates at an operating pressure of 3 MPa, as mentioned in [49]. To ensure a stable pres-
sure connection between the hydrogen tank and the fuel cell, it is imperative to incorporate a pressure-
reducing valve due to the pressure disparity between the two components [126]. This valve acts as a
regulatory mechanism to reduce the pressure from the tank to a level suitable for the fuel cell, thereby
facilitating a stable and optimal operating condition [126].

Considering potential degradation over time, this thesis assumes a minimum degradation factor of 10%
is assumed, representing a 90% decrease in the performance of the fuel cell.

Table 31 provides a comprehensive overview of the parameters and assumptions related to the PEM fuel
cell, serving as a fundamental reference for the analysis and discussion presented in the thesis. The
information presented in the table contributes to the evaluation and understanding of the fuel cell’s role
and performance within the hydrogen-based energy system under investigation.

Fig. 19 illustrates the progressive degradation of a fuel cell system over a period of 20 years, as analyzed
in this study. Upon reaching the maximum degradation factor, the degradation process is reset to its ini-
tial state, denoted as 1. Moreover, the model incorporates replacement costs, referred to as REPEX costs,
which account for the expenses associated with replacing the fuel cell system. Examining the Figure, it
becomes evident that the fuel cell system will incur replacement costs at specific time intervals through-
out the 20-year duration of the analysis. Specifically, these replacement costs occur in the following years:
3, 6, 8, 11, 13, 16, and 18.
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Table 31: PEM fuel cell parameters and assumptions.

Parameter Value Unit Source
Fuel cell capacity 0.650 MW assumption
Fuel cell CAPEX 3 000 EUR/KWe [36]
Fuel cell REPEX 21 % of CAPEX [36]
Fuel cell OPEX 2 % of CAPEX [36]

Fuel cell stack lifetime 25 000 hours [61]
Fuel cell minimum load 20 % of capacity [36]
Fuel cell capacity factor 90 % of capacity assumption

Fuel cell efficiency 50 % of capacity [36]
Fuel cell operating pressure 3 MPa [49]
Minimum degradation factor 10 % of capacity assumption

Figure 19: Fuel cell linear degradation, considering replacements and minimum degradation factor
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4.4 Future Scenario Inputs
During the analysis of Future Scenarios, a consistent methodology was employed with the exception
that the focus shifted to the year 2030. Noteworthy variations were observed in the costs and technical
parameters of PEM fuel cell and electrolyzer, as well as market prices. Regarding market prices, it was
assumed that prices from theDay-ahead SMwould be considered starting from 2030 onwards, exhibiting
an annual increase rate of 3.8 %. This rate corresponds to the same increase observed between 2025
and 2026. With respect to the prices of up and down FCR-D, given the expectation of price stagnation,
identical values were assumed throughout the 20-year analysis period.

The optimization model is significantly influenced by certain parameters that are expected to substan-
tially change in the future. Specifically, the CAPEX costs, lifetime, and efficiency of the electrolyzer and
fuel cell, as discussed in Section 2.4.1, which are succinctly summarized in Table 32. Furthermore, the
decrease in the CAPEX of the VRES was also considered, as described in Fig. 33.

Table 32: CAPEX costs, lifetime and efficiency of PEM fuel cell and electrolyzer in the Future scenarios.

PEM electrolyzer PEM fuel cell Source
Efficiency [%] 76 70 [34, 97]

Lifetime [hours] 100 000 40 000 [34, 62]
CAPEX [EUR/KWe] 823 523 [95, 34]

Table 33: CAPEX costs of solar PV and onshore wind power plants in the Future Scenario.

Solar PV Oshore Wind Source
CAPEX [EUR/KWe] 400 494 [98, 99]
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5 Results and Discussion
In this Section, the main results are presented considering the Case Study and Methodology outlined
in the previous Chapters. Firstly, the Present Scenarios’ results are described and discussed, which in-
cludes six distinct scenarios. These scenarios comprise the integration of solar and wind energy, with an
additional scenario without any renewable energy sources. Each scenario will be discussed both with
and without the provision of frequency regulation services.

Following the analysis of the Present Scenarios, two Future Scenarios will be examined. One scenario
involves the use of solar energy as a renewable energy source, incorporating the provision of frequency
regulation services. The other scenario uses wind energy as the renewable energy source, also including
frequency regulation.

Furthermore, a sensitivity analysis will be conducted to evaluate the influence of various factors such as
P2P CAPEX, P2P size, market prices, and discount rates on the results.

Finally, a comprehensive discussion will be carried out based on the outcomes presented in this section.

5.1 Present Scenarios Results
The purpose of this investigation is to assess the performance and implications of various scenarios, con-
sidering the presence of renewable energy sources and participation in the Frequency Regulation Mar-
kets. By comparing and contrasting these scenarios, a comprehensive understanding of their technical
and economic indicators and associated benefits can be obtained.

Table 34 provides a comparison of technical indicators for the different scenarios, as explained in Section
3.4.1, comparing the impact of participating in the Frequency Regulation Market and also the renewable
energy source included.

The results show that, if wind energy is included, the shutdown occurrences for both electrolyzers and
fuel cells are significantly reduced when frequency regulation is included. Similarly, the fuel cell shut-
downs also decrease for all scenarios when the system provides frequency regulation. However, the
electrolyzer shutdowns increase, when participating in the Frequency Regulation Markets, if solar or no
renewable sources are considered. Comparing the scenarios with solar, wind, and without renewable
sources, it is evident that including renewable energy sources leads to a higher number of shutdowns for
both the electrolyzer and fuel cell, in all cases, this is mainly due to the variable profile of these renewable
energy sources. The number of fuel cell and electrolyzer shutdowns is relevant to analyze because fewer
shutdowns enhance the system stability and decrease the degradation of these components [73, 74].

The impact of participating in the Frequency Regulation Markets in the operating hours of electrolyzers
and fuel cells differs depending on the renewable source considered. For example, if wind is selected
or a renewable energy source is not included, both the operating hours of the electrolyzer and fuel cell
decrease if the system participates in the Frequency RegulationMarket. On the other hand, participating
in the Frequency Regulation Market increases the operating hours of both components. Notably, the
operating hours of the electrolyzer and fuel cell are highest in the scenario with solar energy, and the
least hours of operation occur when renewable sources are not included.

The percentage of renewable energy injected into the grid is substantially higher in the scenarios that
include frequency regulation, this is mainly due to the monetary compensation that comes with the pro-
vision of down-regulation. The results indicate that solar and wind energy sources achieve nearly 100 %
energy injection in the grid, highlighting that nearly none of the renewable electricity is provided to the
electrolyzer. This occurs because, by injecting electricity into the grid, the renewable energy source can
participate in the Frequency Regulation Market, this way the system can leverage the potential revenue
streams associated with down-regulation and electricity sales in the Day-ahead SM, which is more bene-
ficial than charging the electrolyzer, since the model takes advantage of periods when the Day-ahead SM
purchase prices are relatively inexpensive, allowing for cost-effective electrolyzer charging, maximizing
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the utilization of available renewable electricity.

The bids in up-regulation and down-regulation depend on the availability of renewable energy sources,
with the scenario involving wind energy allowing higher bids for regulation purposes, due to its higher
energy availability.

Energy transactions in the Day-ahead Spot Market reflect the dynamics of the energy market and the
impact of including frequency regulation and renewable energy sources. The scenarios with frequency
regulation involve higher energy sales and purchases compared to the excluded scenarios, due to the
economic benefit of having more revenue streams from the Frequency Regulation Markets. Naturally,
the scenarios without renewable energy do sell as much energy in the Day-ahead SM, due to the lack of
energy availability from those sources.

The total hydrogen production is consistently higher in the scenarios with renewable energy sources
compared to the scenario without renewable energy. Both solar and wind energy sources contribute to
increased hydrogen production, emphasizing their potential for green hydrogen generation. Notably,
among the three options considered, wind energy exhibits the highest availability, followed by solar
energy. Consequently, the increased availability of wind energy facilitates a greater production of hy-
drogen, consequently enabling the fuel cell to generate a larger quantity of electricity for injection into
the grid.

Overall system efficiency remains relatively high when renewable energy sources are included. While
the scenarios with frequency regulation generally exhibit slightly higher efficiencies, the difference is not
substantial. This suggests that including renewable energy sources alone has an extreme impact on the
overall system efficiency, and the presence of frequency regulation further enhances the system’s stability
without compromising efficiency.

In conclusion, the presented results highlight the technical advantages of including frequency regulation
and utilizing renewable energy sources, in the studied system. The inclusion of frequency regulation
promotes renewable energy integration, stimulates market activity, boosts hydrogen production, and
maintains overall system efficiency.

Table 34: Technical indicators of each scenario

Frequency regulation Included Excluded
Renewable source Solar Wind Without Solar Wind Without
Electrolyzers shutdowns [-] 9 606 4 953 3 945 8 081 6 296 3 808
Fuel cell shutdowns [-] 5 346 5 288 5 226 6 309 7 272 5 888
Electrolyzer operating hours [kh] 27.4 23.2 20.0 26.6 32.0 19.0
Fuel cell operating hours [kh] 32.2 32.0 31.7 32.0 40.1 29.3
% renewable energy injected to the grid 99.8 99.8 - 95.7 91.5 -
Bids in up-regulation [GW] 74.5 74.2 74.8 - - -
Bids in down-regulation [GW] 495.3 623.8 246.8 - - -
Sales in the Day-ahead SM[GWh] 258.0 386.2 9.60 247.5 357.0 8.7
Purchases in the Day-ahead SM[GWh] 27.9 27.5 28.0 17.4 4.71 25.3
Total H2 produced [t] 584.2 581.5 575.1 571.3 720.57 520.2
Overall system efficiency [%] 93.2 95.4 34.2 93.0 93.5 34.2

Furthermore, Table 35 provides a comprehensive overview of the economic indicators associated with
each scenario under consideration. As explained in Section 3.4.2, these economic indicators include initial
investment, NPV, ROI, IRR, payback period, and LCOE.

The economic analysis conducted in this thesis employed a discount rate of 5 % to evaluate the financial
viability of the considered scenarios [127]. The selection of this discount rate, lower than higher rates
such as 7 % [127] or 8 % [35], was driven by the objective of obtaining positive economic indicators that
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would facilitate meaningful comparisons among the scenarios [127]. The choice of a discount rate is
crucial in economic analyses as it reflects the opportunity cost of capital and accounts for the time value
of money. A higher discount rate corresponds to a higher level of risk associated with the investment, as
it represents a higher minimum acceptable rate of return [127]. In contrast, a lower discount rate implies
a relatively less risky economic environment. By utilizing a discount rate of 5 %, the analysis aimed to
present more favorable economic indicators, thereby enabling effective comparison among the scenarios.

The initial investment represents the capital expenditure required for implementing each scenario. It is
evident from the Table that the initial investment varies across the scenarios, ranging from 6 426 kEUR
to 21 246 kEUR. These differences are attributed to the selection of the renewable source.

The NPV indicates the financial value generated over the project’s lifetime, taking into account the initial
investment and cash flows. Positive NPV values, observed when renewable energy sources and Fre-
quency Regulation Markets are included, suggest favorable economic outcomes. Specifically, the best
NPV is obtained when wind is included as the renewable energy source. On the other hand, the sce-
narios that exclude renewable sources and frequency regulation exhibit negative NPV values, indicating
potential financial losses.

The ROI measures the profitability of the investment and is expressed as a percentage. In Table 35, in-
cluding frequency regulation and renewable sources lead to ROI values ranging from 15.6. % to 22.4
%, indicating relatively positive returns on investment. In contrast, the other scenarios exhibit consid-
erably negative ROI values. These results emphasize the potential financial risks associated with non-
participation in frequency regulation and not including renewable sources.

The internal rate of return (IRR) provides an estimate of the project’s profitability by calculating the dis-
count rate that equates the present value of cash inflowswith the present value of cash outflows. Positive
IRR values indicate potential profitability, while negative values suggest potential financial losses. The
included frequency regulation scenarios demonstrate positive IRR values, ranging from 0.068 to 0.076.
Conversely, the scenarios that exclude frequency regulation and renewable sources show negative IRR
values, further highlighting the potential financial risks associated with non-participation in frequency
regulation.

The payback period represents the time required for the initial investment to be recovered through cash
inflows. Notably, the Table indicates "NO" for the payback period in certain scenarios, implying that
the initial investment is not fully recovered within the project’s duration. The only scenarios that have a
payback periodwithin the 20 years period of analysis are the scenarios that include frequency regulation
and a renewable energy source.

The LCOE provides insights into the average cost of generating each megawatt-hour (MWh) of elec-
tricity over the project’s lifetime. In Table 35, the renewable sources together with frequency regulation
scenarios exhibit LCOE values ranging from 106.3 EUR/MWh to 129.2 EUR/MWh, suggesting relatively
competitive electricity generation costs. In contrast, the excluded scenarios display higher LCOE values,
indicating increased electricity generation costs, particularly in the absence of frequency regulation.

In summary, the economic indicators presented in Table 35 describe the financial performance and vi-
ability of each scenario. The inclusion of renewable energy sources and participation in the frequency
regulation scenarios demonstrate more favorable economic outcomes, as reflected by positive NPV and
ROI values. Conversely, the scenarios where they are excluded, indicate potential financial losses, as
evidenced by negative NPV and ROI values. Additionally, the LCOE values provide insights into the
relative cost competitiveness of electricity generation across the scenarios. These findings contributed to
the understanding of the economic implications and trade-offs associated with the different renewable
source options and the inclusion or exclusion of frequency regulation.

Therefore, this Section will focus on the in-depth analysis of these two specific scenarios, namely the
scenario incorporating solar PV and participation in the Frequency Regulation Market, and the scenario
involving wind and participation in the Frequency RegulationMarket. The technical and economic find-
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ings of these selected scenarios are presented and visualized in Fig. 20 to 30b. These Figures offer a
comprehensive depiction of the energy flows, market bids, revenue streams, and system performance.
The decision to concentrate on these specific results stems from their relevance in the context of the
study’s objectives and research questions.

Table 35: Economic indicators of each scenario

Frequency regulation Included Excluded
Renewable source Solar Wind Without Solar Wind Without
Initial Investment [kEUR] 16 026 21 246 6 426 16 026 21 246 6 426
NPV [kEUR] 2 506 4 751 -3 586 -11 619 -12 156 -11 763
ROI [%] 15.6 22.4 -55.8 -72.5 -57.2 -183.1
IRR [-] 0.068 0.076 -0.039 -0.070 -0.039 -0.77
Payback period [years] 18 16 NO NO NO NO
LCOE [EUR/MWh] 129.2 106.3 1722.0 133.9 113.2 2 059.2

Fig. 20 provides an overview of the annual energy flows within the two analyzed scenarios. Upon closer
examination, one conclusion from this analysis is that the contribution of renewable energy to the elec-
trolyzer is minimal in both cases. This outcome can be attributed to the economic advantage of selling
electricity generated from renewable sources to the grid, rather than utilizing it to charge the electrolyzer.
Furthermore, it is worth noting that the Wind Scenario exhibits a greater availability of energy, result-
ing in a higher proportion of energy being injected into the grid from the renewable source. However,
in terms of the energy flows between the fuel cell and the grid, as well as between the grid and the
electrolyzer, similarities can be observed across both scenarios. These energy flows are predominantly
influenced by market prices, rather than the availability of renewable resources.

In Fig. 21, the annual down-regulation bids are represented using negative values, so that it is easier
to compare the participation in up and down-regulation by each component. One evident difference is
that, as a consequence of the higher energy available to provide to the grid, the Wind Scenario has more
energy available for down-regulation. Besides that, every year, for both scenarios, the capacity reserved
for down-regulation is much higher than for up-regulation, this is a consequence of the nature of the
assets and market characteristics.

In Fig. 21, the annual down-regulation bids are depicted using negative values to facilitate the com-
parison of participation in up and down-regulation across each component. A notable distinction is
observed, wherein the Wind Scenario, due to its greater energy availability, these scenarios exhibit a
higher amount of energy allocated for down-regulation. Additionally, in both scenarios, the capacity
reserved for down-regulation is consistently higher than the reserved for up-regulation, on an annual
basis. The prominence of down-regulation capacity allocation aligns with the nature of the assets and
themarket characteristics. It suggests that the system is designed to ensure a surplus of capacity available
for decreasing the injected electricity into the grid, as opposed to increasing it. This characteristic of the
system can be attributed to the superior availability and efficiency of the renewable energy component
compared to the fuel cell and electrolyzer. The renewable energy source has greater installed capacity
and operational efficiency, enabling it to generate a surplus of electricity that can be curtailed or reduced
during periods of excess supply.

Fig. 22 illustrates the energy bids in the Day-ahead SM, where negative values represent purchased
bids and positive values denote selling bids. Consistent with previous discussions, the down-regulation
bids of the fuel cell and renewable source exhibit a direct relationship with the selling bids in the Day-
aheadmarket. Consequently, the energy-selling bids consistently surpass the energy purchased from the
grid for electrolyzer charging purposes each year. As a result, the selling bids in the market exceed the
energy acquired from the grid for electrolyzer charging, emphasizing the system’s inclination towards
maximizing economic gains and capitalizing on surplus electricity generation from the renewable source
and the fuel cell’s down-regulation capabilities.
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(a) Solar PV as the renewable energy source

(b) Onshore Wind as the renewable energy source

Figure 20: Energy flows in the system per year, for each renewable source configuration
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(a) Solar PV as the renewable energy source

(b) Onshore Wind as the renewable energy source

Figure 21: System components’ capacity bids in the up and down-regulation frequency markets, per
year, for each renewable source configuration.
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(a) Solar PV as the renewable energy source

(b) Onshore Wind as the renewable energy source

Figure 22: System components’ energy bids in the Day-ahead SM, per year, for each renewable source
configuration.
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Fig. 23 presents the annual revenues of the system, excluding the investment costs (CAPEX) that are
accounted for in year 0. It should be noted that the analysis assumes the system starts operations in year
1. The OPEX costs remain constant throughout the years, while the REPEX costs occur whenever the
fuel cell or the electrolyzer reaches their maximum degradation factor, and need to be replaced.

Upon analyzing the revenue distribution, it becomes evident that the majority of positive cash flows are
derived from participation in the down-regulation frequency market. This is followed by revenue from
the sales in the Day-ahead SM and, finally, up-regulation provision. In contrast, the costs associated with
purchasing electricity from the Day-ahead SM are relatively lower compared to other cash flows, except
in the first year. In the initial year, the prices in the Day-ahead SM are at their highest, resulting in higher
electricity purchasing costs. However, it is important to note that the revenue from selling electricity is
also higher in the first year, thereby compensating for the elevated purchasing costs.

Moreover, it is important to acknowledge that the revenue stream is influenced by various factors, such
as market conditions, bid strategies, and the availability of renewable energy sources. The presented
revenues come from the specific optimization model developed during this thesis, which reflects the
system’s ability to capitalize on favorable market prices and the efficient utilization of energy resources,
further contributing to the overall economic viability of the system.

The findings shown in Fig. 24 reveal that in both scenarios, the primary source of revenue is derived
from the renewable source, accompanied by participation in the down-regulation market. Conversely,
the fuel cell component has the least influence on the overall revenue generation, while the up-regulation
market yields the lowest revenue among the examined components.

These outcomes highlight the significance of the renewable source as a crucial revenue generator within
the system. This can be attributed to its ability to produce and inject renewable electricity into the grid,
allowing for substantial financial gains. Furthermore, participation in the down-regulation market en-
hances revenue opportunities by providing additional compensation for the system’s flexibility and ca-
pacity to reduce electricity supply during periods of excess generation.

On the other hand, the fuel cell component’s contribution to the overall revenue is relatively modest.
This can be attributed to factors such as its low efficiency in producing hydrogen and converting it into
electricity, compared to the generation of renewable energy.

Overall, these findings emphasize the economic significance of the renewable source and the down-
regulation market in maximizing revenue generation within the system. By prioritizing these aspects,
system operators can enhance the financial performance and overall viability of the studied scenarios.
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(a) Solar PV as the renewable energy source

(b) Onshore Wind as the renewable energy source

Figure 23: Annual revenue streams of the system
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(a) Solar PV as the renewable energy source

(b) Onshore Wind as the renewable energy source

Figure 24: Revenue share of each system’s components and market, for both renewable energy source
configuration
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5.2 Future Scenarios Results
In this Section, an analysis is conducted on the Future Scenarios, as defined in Section 4.4. These scenarios
involve modifications to the CAPEX of the renewable source, electrolyzer, and fuel cell, as indicated in
Tables 32 and 33. Consequently, adjustments are made to the OPEX and REPEX, as these are typically
represented as a percentage of the correspondingCAPEXvalues. Additionally, the lifetime and efficiency
characteristics of the fuel cell and electrolyzer are appropriately altered, as outlined in Table 32.

Table 36 presents the technical indicators for the selected future scenarios and their variance compared
to the values of the present scenarios.

The number of shutdowns for electrolyzers is observed to increase by 6.0% in the Solar Scenario and by
15% in the Wind Scenario, indicating a higher occurrence of shutdown events. Similarly, the number of
fuel cell shutdowns shows a substantial increase of 24.1% in the Solar Scenario and 24.9% in the Wind
Scenario compared to the present scenario, suggesting a higher frequency of shutdowns for fuel cells.

In terms of operating hours, both the solar and Wind Scenarios exhibit an increase. The Solar Scenario
experiences a significant increase of 13.1% in electrolyzer operating hours and a substantial growth of
46.6% in fuel cell operating hours. TheWind Scenario demonstrates amore considerable increase in both
electrolyzer and fuel cell operating hours, with growth rates of 18.1% and 49.4%, respectively.

The percentage of renewable energy injected into the grid remains relatively stable, with a marginal
decrease of 0.2% in the Solar Scenario and a minor decrease of 0.1% in the Wind Scenario compared to
the present scenario.

In the up-regulation market, both scenarios display a decline in bids. The Solar Scenario shows a re-
duction of 14.9%, while the Wind Scenario exhibits a larger decrease of 16.2%. Similarly, in the down-
regulation market, there is a decrease in bids of 7.0% for the Solar Scenario and 5.6% for the Wind Sce-
nario.

Energy transactions in theDay-ahead SMdemonstrate slight variations. The Solar Scenario shows a small
increase of 1.3% in energy sold, while theWind Scenario displays a modest increase of 0.6%. Conversely,
the energy purchased from the Day-ahead SM experiences a decrease of 9.7% in the Solar Scenario and
a more substantial decrease of 12.4% in the Wind Scenario compared to the present scenario.

The total hydrogen (H2) produced remains relatively unchanged in both scenarios, with a minimal vari-
ation of approximately 0% in the Solar Scenario and a slight increase of 1.9% in the Wind Scenario com-
pared to the present scenario.

In terms of overall system efficiency, both scenarios show improvements. The Solar Scenario demon-
strates an increase of 2.4%, while the Wind Scenario exhibits a slightly lower increase of 1.5%.

The findings from this Table indicate that the selected future scenarios present changes in various techni-
cal indicators compared to the present scenario. These changes suggest potential shifts in system perfor-
mance. For example, the fuel cell is activated more often, which contributes to an increase in the energy
sold in the Day-ahead SM. Despite the fact of the electrolyzer is more activated in the future scenario, the
hydrogen production does not increase significantly, meaning that the electrolyzer is not activated at full
capacity, and it is being charged using electricity from a renewable source since the energy purchases in
the Day-ahead SM decreased.
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Table 36: Technical indicators for the selected Future Scenarios and their relative difference normalized
by the Present Scenarios values.

Scenario Solar Difference [%] Wind Difference [%]
Electrolyzers shutdowns [-] 10180 6.0 5695 15
Fuel cell shutdowns [-] 6634 24.1 6607 24.9
Electrolyzer operating hours [kh] 31.0 13.1 27.4 18.1
Fuel cell operating hours [kh] 47.2 46.6 47.8 49.4
% renewable energy injected to the grid [%] 99.6 -0.2 99.7 -0.1
Bids in up-regulation [GW] 63.4 -14.9 62.2 -16.2
Bids in down-regulation [GW] 460.5 -7.0 588.8 -5.6
Energy sold in the Day-ahead SM[GWh] 261.4 1.3 388.6 0.6
Energy purchased in the Day-ahead SM[GWh] 25.2 -9.7 24.1 -12.4
Total H2 produced [t] 584.4 0 592.6 1.9
Overall system efficiency [%] 95.4 2.4 96.8 1.5

Table 37 presents the economic indicators for the selected future scenarios and their variance compared
to the values of the present scenarios.

The initial investment required for the Solar Scenario is significantly lower, showing a decrease of 49.8 %
compared to the present scenario, this is due to the decreases in the CAPEX of the system components.
Similarly, the Wind Scenario exhibits a substantial reduction of 56.8 % in the initial investment. These
findings suggest that future scenarios offer cost advantages in terms of the upfront investment required
for renewable energy sources.

The NPV shows a significant increase in both scenarios, indicating a positive economic impact. The
Wind Scenario experiences a substantial growth of 440.8 % in NPV, while the Solar Scenario shows an
even larger increase of 614.6 %. These results suggest that the future scenarios yield higher economic
returns compared to the present scenario.

The ROI demonstrates remarkable improvements in both scenarios. The Solar Scenario exhibits a ROI
of 222.7 %, which is substantially higher than in the Present Scenario. While the Wind Scenario shows
a similarly impressive ROI of 260.1 %. These findings indicate that the future scenarios offer higher
profitability compared to the present scenario.

The IRR also displays substantial enhancements. The Solar Scenario demonstrates a notable increase of
288.1 % in IRR, while the Wind Scenario exhibits an even more significant growth of 307.9 %. These
results suggest that the future scenarios provide higher rates of return on investment.

The payback period shows a considerable decrease in both scenarios, indicating a shorter time required
to recover the initial investment. The Solar Scenario experiences a reduction of 66.7 % in the payback
period, while the Wind Scenario also shows a substantial decrease of 64.0 %.

The LCOE demonstrates cost improvements in both scenarios. The Solar Scenario exhibits a decrease
of 60.4% in LCOE, while the Wind Scenario shows an even larger reduction of 64.0 %. These findings
suggest that the future scenarios offer lower costs per unit of electricity generated compared to the present
scenario.

Fig. 25 reveals a notable difference between the Future scenarios and the Present scenarios, primarily
observed in the REPEX costs. In the Future scenarios, these costs exhibit a peak during year 12, coinciding
with the replacement of the electrolyzer. Lower REPEX costs result from the extended lifetimes of both
the electrolyzer and fuel cell.

The results from Table 37 and Fig. 25 indicate that the selected future scenarios present notable improve-
ments in various economic indicators compared to the present scenario. These improvements include
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lower initial investment, higher net present value, increased return on investment, improved internal rate
of return, shorter payback period (Fig. 27), and lower levelized cost of electricity (Fig. 26).

These findings highlight the economic benefits associated with the future scenarios and suggest their
potential viability and attractiveness from an economic standpoint.

Table 37: Economic indicators for the selected Future Scenarios and their relative difference normalized
by the Present Scenarios values.

Scenario Solar Difference [%] Wind Difference [%]
Initial Investment [kEUR] 8 043 -49.8 9 171 -56.8
NPV [kEUR] 17 193 614.6 25 692 440.8
ROI [%] 222.7 1 327.5 260.1 1 063.3
IRR [-] 0.26 288.1 0.31 307.9
Payback period [years] 6 -66.7 5 -68.8
LCOE [EUR/MWh] 51.2 -60.4 38.25 -64.0

Figure 26: LCOE comparison between solar and wind Scenarios with present and future values

Figure 27: Payback period comparison between solar and wind Scenarios with present and future values
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(a) Solar PV as the renewable energy source

(b) Onshore Wind as the renewable energy source

Figure 25: Annual revenue streams of the system for the Future Scenarios
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5.3 Sensitivity Analysis
The results presented in the last Sections are based onmultiple parameters that are subject to uncertainty
and are derived from the available literature. These parameters often rely on assumptions about the
future or represent generalized averages within a given range. In order to better understand the effects
of these uncertainties, a sensitivity analysis is conducted.

The sensitivity analysis explores the impact of four specific parameters that are considered uncertain.
These parameters include (i) the size of the P2P system, which includes the electrolyzer, compressor,
tank, and fuel cell. This parameter is predetermined and not a result of the optimization process; (ii)
the prices associated with frequency regulation over the project’s lifespan, as these prices are uncertain
and subject to forecast inaccuracies; (iii) the day-ahead SM prices, also subject to uncertain forecasts; and
(iv) the CAPEX of the P2P system, which can vary based on different values found in the literature.

Each of these sensitivity variables is adjusted within a range of -10% to +10% of their original values,
and these adjusted values are incorporated as input variables into the optimization process. The op-
timization is performed considering these adjusted input parameters while assuming specific system
boundary conditions for two scenarios: one involving participation in frequency regulation with solar as
the renewable energy source, and the other involving participation in frequency regulation with wind as
the renewable energy source. Therefore, the variation of the sensitivity variables affects all parameters
and the operation of the system.

To assess the impact on the economic feasibility of the project, this Section examines the influence of
the variability in these parameters on three key indicators: the LCOE, NPV, and payback period of the
project. These indicators provide insights into the project’s financial viability considering the fluctuation
in the examined parameters.

As illustrated in Fig. 28, the analysis of both theWind and Solar Scenarios reveals that themost influential
sensitivity variable affecting the LCOE is the CAPEX of the P2P system. This outcome can be attributed
to the fact that the CAPEX has a direct impact on both the OPEX and REPEX since these expenses are
determined as percentages of the CAPEX. Consequently, any variations in the CAPEX are expected to
have a significant influence on the economic indicators.

Furthermore, the size of the P2P system also affects the LCOE since investment costs are dependent on
the chosen system size. It is evident that the additional electricity that can be generated by the fuel cell
does not compensate for the subsequent increase in investment costs.

When examining the influence of market price changes on economic indicators, it is evident that their
impact is relatively modest. The analysis indicates that an increase in frequency regulation prices leads
to a slight decrease in the LCOE. According to Equation 48, this reduction signifies an increase in the
electricity delivered to the grid, since the system costs are maintained. Conversely, an increase in the
Day-ahead SMprices results in a higher LCOE,meaning that slightly less electricity delivered is delivered
to the grid under such circumstances.

With regard to the payback period, as described in Fig. 30, the analysis identifies two sensitivity vari-
ables that have the most significant influence in both scenarios: the P2P system CAPEX system and the
frequency regulation price. These variables have a substantial impact on the duration required to recover
the initial investment.

For the Solar Scenario, an increase of 10% in the frequency regulation prices results in a noteworthy
reduction of the payback period, decreasing it from 18 to 16 years. Conversely, a decrease of 10% in the
prices extends the payback period to 20 years.

The payback period decreases from 16 to 15 years, in the Wind Scenario, when the frequency regulation
prices increase by 10 %. On the other hand, if the prices decrease by 10 % the payback period reaches 18
years.
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(a) Solar PV as the renewable energy source

(b) Onshore Wind as the renewable energy source

Figure 28: LCOE sensitivity analysis as a factor of the sensitivity variables
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Similarly, alterations in the P2P CAPEX significantly impact the payback period. In this analysis, the P2P
size causes the payback period to range from 16 to 10 years in the Solar Scenario and 15 to 18 years in
the Wind Scenario. The P2P system size contributes to the variations in the payback period due to its
relationship with investment costs. However, in the Wind Scenario, the variance in P2P system size is
not enough to change the payback period, which is kept at 16 years.

Furthermore, the Day-ahead Spot Market (SM) prices also have an impact on the payback period. In the
Solar Scenario, a decrease of 10% in these prices leads to a payback period of 20 years, while an increase
of 10% reduces it to 17 years. Additionally, a rise of 10 % in theWind Scenario results in a payback period
of 15 years, and a decrease of 15 % leads to a payback period of 18 years.

In relation to the NPV, analogous to the findings on the payback period, the analysis identifies the P2P
CAPEX and the frequency regulation price are two sensitivity variables that have the most significant
influence in the Solar Scenario, as presented in Fig. 30. In the Wind Scenario, frequency regulation price
and Day-ahead SM price are the two parameters that impact the NPV the most. Since the Wind Scenario
has more renewable energy available, that can be sold in the Day-ahead SM, any variance in the prices
of this market has a more significant impact in this scenario than in the Solar Scenario.

An increase in the frequency regulation and Day-ahead SM prices results in higher and more positive
cash flows, thereby positively impacting the NPV. A price increase in these markets enhances the overall
financial performance of the project by generating greater revenue streams.

Conversely, the increase in the P2P system size andCAPEX contributes to higher system costs. These cost
escalations have a negative impact on the NPV, as they decrease the overall profitability of the project.

In addition, the assessment of the discount rate’s impact on the economic feasibility of the project was
conducted by calculating the NPV, payback period, and LCOE for different discount rate values. Specifi-
cally, the discount rates of 7% and 8% were selected for analysis, as the previous results were based on a
discount rate of 5%. This choice allows for a comprehensive comparison of the different scenarios under
varying discount rate conditions.

The findings, as presented in Table 38, reveal the effect of varying interest rates on the project’s economic
viability. It is observed that discount rates of 7 % and 8 % render the project economically unfeasible for
the Solar Scenarios, as evidenced by negative NPV values, the absence of a payback period, and non-
competitive LCOEs in comparison to other technologies. The same occurs for the Wind Scenario when
the discount rate of 8%.

Table 38: Discount rate impact on economic indicators for the wind and Solar Scenario including the
participation in the Frequency Regulation Markets.

Discount rate 7% 8%
Renewable source Solar Wind Solar Wind
NPV [kEUR] -276.0 985 -1 423.2 -576.0
Payback period [years] NO 20 NO NO
LCOE [EUR/MWh] 146.0 119.9 154.8 127.0
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(a) Solar PV as the renewable energy source

(b) Onshore Wind as the renewable energy source

Figure 29: Payback period sensitivity analysis as a factor of the sensitivity variables
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(a) Solar PV as the renewable energy source

(b) Onshore Wind as the renewable energy source

Figure 30: Payback period sensitivity analysis as a factor of the sensitivity variables
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5.4 Final Discussion
Energy storage systems have emerged as a viable solution to address the challenges associated with
the increasing share of VRES in the power sector. Among the various options studied and considered
for this purpose, batteries, hydro pumps, and hydrogen have gained recognition as possible solutions
[128]. Batteries, in particular, are anticipated to experience significant growth and are envisioned to be
utilized alongside VRES to mitigate grid stability concerns arising from their inherent variability [129].
According to existing literature, the Levelized Cost of Electricity (LCOE) for integrating battery energy
systems with wind or solar power plants typically ranges between 140–280 EUR/MWh [130].

Hence, the solution investigated in this thesis presents a competitive alternative to battery-based systems.
However, it is important to note that the obtained results are based on certain assumptions, including
a discount rate of 5 % and the utilization of a "perfect-sight" bid strategy. Consequently, the real-world
LCOEmay potentially exceed the values presented in this thesis. In light of these considerations, Section
9 will describe the limitations of the study and suggest future research. By addressing these limitations
and conducting further investigations, more reliable and conclusive results can be attained to confirm
the economic and technical feasibility of the analyzed energy system.

In the context of the final discussion on the results, it is evident that the provision of frequency regulation
services, coupled with the integration of a renewable energy source, plays a critical role in determining
the economic viability of the project. Comparative analysis between the wind and Solar Scenarios con-
cludes the superior performance of wind technologies owing to their higher availability. Moreover, the
revenue primarily originates from the renewable energy component, while the fuel cell component con-
tributes the least revenue. Additionally, the up-regulation market demonstrates the lowest contribution
to overall revenue, while the down-regulation market contributes to the majority of the revenue. Fur-
thermore, the findings indicate that with the expansion of the P2P size, there is a notable decline in the
overall economic performance of the system. Consequently, it can be inferred that the P2P configuration
may not be optimal for this particular application.

On the other hand, considering future scenarios, the outlook appears promising due to anticipated ad-
vancements in the efficiency and lifetime of electrolyzers and fuel cells. Furthermore, the reduction in
CAPEX associated with system components and improvements in Day-ahead Spot Market prices con-
tribute to the optimistic outlook.

Finally, the sensitivity analysis conducted reveals the significant impact of variations in sensitivity vari-
ables on project profitability, potentially rendering the project economically unfeasible. Thus, careful
consideration of these variables is crucial to ensure the viability and success of the project.
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6 Environmental Impact
The environmental impact of this thesis lies in its focus on renewable energy sources, specifically solar
and wind power plants, coupled with a hydrogen storage system. The adoption and integration of these
renewable energy technologies contribute to the decarbonization of the power sector, aiming to reduce
greenhouse gas emissions and mitigate the effects of climate change [19].

By utilizing clean and sustainable energy alternatives to fossil fuels, this thesis aligns with the goal of
achievingNZE and supports the transition towards amore environmentally friendly energy system [19].
Additionally, the study explores the potential of hydrogen storage systems to improve the stability and
reliability of the power grid, thereby addressing the challenges posed by the intermittent nature of re-
newable energy sources [30].

According to the IEA, the carbon intensity of final energy in Swedenwas 24.3 gCO2eq/MJ in the year 2020
[131]. Table 39 provides an overview of the total renewable energy generation and the corresponding
carbon emissions reduction achieved for each scenario analyzed in the study. In the solar scenario, the
adoption of renewable energy results in the avoidance of approximately 6 049 tonnes of CO2eq emissions
over a period of 20 years. This signifies a substantial reduction in greenhouse gas emissions compared to
conventional energy sources. Similarly, in the wind scenario, the implementation of wind power plants
leads to the avoidance of approximately 33 024 tonnes of CO2 emissions over the same 20-year timeframe.
These emission reductions highlight the significant environmental benefits associatedwith the utilization
of renewable energy sources, contributing to the overall mitigation of climate change.

Table 39: CO2 emissions avoided in each scenario, during the 20 years period analyzed.

Scenario Renewable energy generated [GWh] CO2eq emissions avoided [t]
Solar PV 248.8 6 049

Onshore Wind 377.2 33 024

Overall, the thesis contributes to a more sustainable and environmentally conscious energy landscape
by promoting the utilization of renewable energy and exploring the role of hydrogen in facilitating the
integration of renewable into the power sector.
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7 Social and Gender Impact
This thesis mainly focuses on the technical and economic specifications associated with the integration
of hydrogen-based energy storage systems and renewable power plants within the frequency regulation
market. Nonetheless, it is important to acknowledge that the social and gender impact of this thesis
emerges indirectly through the broader implications of renewable energy and the transition towards
sustainable energy sources [132].

Renewable energy endeavors and the decarbonization of the power sector yield social advantages by
diminishing greenhouse gas emissions, enhancing air quality, andmitigating the repercussions of climate
change [132]. These advantages can contribute to the cultivation of a more sustainable and inclusive
society, potentially benefiting diverse social groups, including women who may experience increased
prospects for employment and engagement in renewable energy industries [133, 134].

Moreover, the implementation of renewable energy projects should consider gender inclusivity and ad-
dress any potential gender disparities prevalent within the energy sector. Facilitating equal access to
education, training, and employment opportunities in the realm of renewable energy can help rectify
existing gender gaps. For instance, throughout the development of this thesis, 66.7% of the individuals
involved were women (the master’s student and Flower’s supervisor). According to Fig. 31, the renew-
able energy sector exhibits a relatively higher degree of gender inclusivity compared to the conventional
energy sector, as women tend to be more attracted to the diverse andmultidisciplinary aspects of renew-
able energy in comparison to the traditional energy sector as a whole [12]. Nevertheless, it is important
to note that the energy sector continues to be predominantly perceived as a male-dominated domain.
Therefore, ensuring the representation and empowerment of women in decision-making processes, re-
search, and developmental initiatives pertaining to renewable energy is of utmost importance.

Figure 31: Women in oil and gas, renewable overall, wind, solar PV, and economy-wide average [12]
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8 Project Budget and Planning
The timeline of this project is outlined in Fig. 32. Phase one includes the collaborative development of
a proposal with Flower, aimed at defining the scope of the master’s thesis. Simultaneously, a compre-
hensive literature review was conducted to ensure well-informed decisions regarding the thesis’s future
trajectory. Phase two involved the development of the optimization algorithm and subsequent analy-
sis of the model’s results. In phase three, the author conducted a sensitivity analysis and performed a
comparative assessment of the various scenarios under analyzed. Lastly, phase four was dedicated to
finalizing the thesis report and preparing for the presentation.

Figure 32: Project timeline (project planning)

This project includes two distinct categories of costs, namely project development costs and project im-
plementation costs. The costs associated with project development are the labor expenses and the acqui-
sition of software, specifically the optimization solver Gurobi. The breakdown of the project develop-
ment costs is presented in Table 40. Throughout the course of this thesis, the Gurobi solver was utilized
under a complementary academic license. However, it is important to note that for future endeavors, if
Flower seeks to reuse the optimization model, the acquisition of the Gurobi solver would be required.
The estimated cost of purchasing the Gurobi solver license is anticipated to be 8000 euros.

Table 40: Project budget expressed in euros.

Hours Cost/hour Total cost
Master Student Labor (Intern) 960 17 16320

Gurobi solver - - 8 000
Total costs - - 24320

With respect to project implementation, a comprehensive cost analysis cannot be provided at this time.
Furthermore, it is important to note that the evaluation of the implementation of the model’s outcomes
was beyond the scope of the project, leaving this aspect for future research.
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9 Future Research and Limitations
This chapter explores potential directions for future research and identifies limitations encountered dur-
ing the investigation of solar PV and wind power plants with hydrogen energy storage systems as fre-
quency regulation providers, in the context of the Swedish grid. The findings emphasize the limitations
and need for further research to enhance the understanding and implementation of this project.

Regarding the pre-qualification requirements, using hydrogen technologies as frequency regulationproviders,
is relatively new in the existing Swedish grid. Therefore, the pre-qualification process might be complex
due to their emerging nature. Complying with pre-qualification requirements, particularly the full ac-
tivation time, can pose significant difficulties. Thus, further research is needed to ensure compatibility
with grid standards and the approval from the TSO.

Furthermore, in this study, the electrolyzer and fuel cell degradation was assumed to follow a linear
pattern. However, given the dynamic nature of the operation and the unique utilization of these as-
sets as frequency regulation providers, additional research is essential to understand the impact of such
dynamic operation on the degradation of these assets. Investigating the complex connection between
operational dynamics and degradation processes will contribute to the development of accurate degra-
dation models, enabling more precise asset management strategies.

Additionally, accurate long-term prediction of market prices, including Say-ahead SM prices and fre-
quency regulation prices, remains as an important challenge. The difficulty in forecasting these prices
introduces limitations to the economic analysis and optimization conducted in this project. Future re-
search should focus on refining forecasting techniques to account for the inherent uncertainties associ-
ated with market dynamics, renewable energy availability, and regulatory changes. Advancements in
this area will support decision-making processes for market participants. In addition to the ´uncertainty
associatedwithmarket prices, it is important to recognize that frequencymarket regulations, particularly
in European countries and specifically in Sweden, are subject to change. For instance, specific regulations
of FCR-N, FCR-D up and FCR-D down, are expected to undergo alterations in the upcoming year [93].
These regulatory changes will introduce new requirements and guidelines for the provision of FCR ser-
vices. These regulatory modifications can significantly impact the operation and financial outcomes of
power generation projects.

Since the findings indicate that with the expansion of the P2P size, there is a notable decline in the overall
economic performance of the system, another potential future research involves exploring other system
configurations. One possibility is to investigate configurations that exclude the fuel cell component, given
its relatively minor contribution to revenue. Instead, the hydrogen produced by the electrolyzer could
be utilized for alternative purposes, such as selling it in the hydrogen market or supplying it to specific
loads. Additionally, incorporating an electric load into the system configuration could be considered as a
means to further enhance system efficiency and optimize revenue generation. Such investigations would
provide valuable insights into the feasibility and economic viability of different system configurations.

Besides this, this thesis employed a bid strategy based on "perfect foresight," assuming access to real-time
market and environmental data for the entire analysis period. However, in real-world scenarios, market
participants must rely on predictive methods to forecast wind and solar availability, as well as market
prices. Therefore, the bid strategy employed in this thesis represents a limitation. Future research should
aim to develop bid strategies that incorporate realistic predictive models, considering the uncertainties
inherent in renewable energy generation and market dynamics.

Finally, this work primarily focused on the market participation of solar PV and wind power plants
with hydrogen energy storage systems, excluding considerations related to the integration of support-
ing power electronics such as converters, inverters, and transformers. Future research should explore
the technical requirements and implications of integrating these power electronics components, assess-
ing their impact on overall system performance, efficiency and costs. Such investigations will facilitate
the development of comprehensive solutions for the successful grid integration of these assets.
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This chapter has outlined areas that require further investigation and understanding within the scope
of the thesis. Addressing the challenges associated with pre-qualification requirements, degradation
modeling, long-termmarket price prediction, bid strategy, and the integration of supporting power elec-
tronics will contribute to advancing knowledge and fostering practical solutions. Through continued
research and refinement, the potential of this approach can be realized, supporting the transition to a
sustainable and resilient energy system.
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10 Conclusions
This thesis undertook a comprehensive techno-economic analysis of a solar and wind power plant in-
tegrated with a hydrogen storage system, focusing on their role as providers of frequency regulation
services. The primary objective of this study was to develop an optimization model utilizing the Gurobi
solver to evaluate the profitability of participating in the Day-ahead SM and offering frequency regula-
tion services using the aforementioned assets. A case study based in Sweden was employed to simulate
and analyze the results obtained from the optimization model.

Renewable energy sources such as solar andwind have gained significant importance in the energy tran-
sition towards decarbonization and achieving net-zero emissions. This thesis recognizes their potential
as clean and sustainable alternatives to fossil fuels, contributing to the reduction of greenhouse gas emis-
sions and combating climate change. The rapid growth of renewable energy, driven by technological ad-
vancements and policy incentives, has made it a cost-effective and viable option for meeting our energy
needs.

With the objective of addressing the challenges associated with the integration of renewable energy
sources and ensuring grid stability, the study explores the utilization of hydrogen as an energy carrier
and storage system. By analyzing the techno-economic feasibility of integrating hydrogen with solar
and wind power plants, the thesis highlights the potential benefits of hydrogen in providing frequency
regulation services and balancing the grid.

The research outcomes contribute to decision-making processes by offering valuable insights into various
factors influencing the profitability of renewable energy projects. The optimization model developed in
this study provides a framework for determining the optimal operation of the integrated energy system,
maximizing profits while considering market prices, asset specifications, and discount rates.

The findings reveal that revenues from frequency regulation services play a crucial role in enhancing the
overall profitability of the project. Wind scenarios outperform solar scenarios due to their higher avail-
ability, compensating for initial investment costs. Future scenarios indicate that market landscapes and
technological advancements will significantly improve economic indicators, making renewable energy
projects more attractive.

Moreover, the sensitivity analysis conducted in this study identifies the key variables influencing the
NPV in different scenarios. Frequency regulation prices and Day-ahead SM prices are found to be pri-
mary factors in wind scenarios, while frequency regulation prices and P2P CAPEX influence NPV in
solar scenarios. Additionally, the study highlights that discount rates of 5% and 7% compromise the
economic feasibility of the project.

In conclusion, this thesis successfully develops an optimization model for determining the optimal op-
eration of an integrated energy system and investigates the impact of frequency regulation provision on
project profitability. Based on the case study and methodology employed in this thesis, it is concluded
that the integration of PV and wind power plants with hydrogen energy storage systems is both techni-
cally and economically viable. Besides this, by exploring future scenarios, the research provides valuable
insights into the potential effects of market adaptations and technological developments on profitability.
The findings emphasize the importance of considering factors such as market prices, system size, cost of
the components, and discount rates in the techno-economic analysis of renewable energy projects. Con-
cluding, this thesis contributes to the growing body of knowledge in the field and offers guidance for
stakeholders involved in the planning and implementation of renewable energy systems.
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Appendix A: Optimization Model Python Code
The optimization model files containing the Python code pertaining to each of the analyzed scenarios
and the input Excel files can be accessed in the GitHub repository [135]. The code snippet provided
in this appendix specifically corresponds to the scenario where frequency regulation and integration of
renewable energy sources are considered.

1

2 # # Master ’s Thesis - Optimization model - Catarina Almeida - 20Y Analysis
with Linear Degradation - With Frequency Regulation

3

4 # ## Base -case Scenario
5

6 # ### Import Libraries
7

8 import numpy as np
9 import numpy_financial as npf
10 import matplotlib.pyplot as plt
11 import pandas as pd
12 import gurobipy as gp
13 from gurobipy import GRB
14 import openpyxl
15 import gurobipy_pandas as gppd
16 print(gp.gurobi.version ())
17 import csv
18

19

20 #### 1. Create new model
21

22

23 m=gp.Model(’MIP1’)
24

25

26 #### 2. Variables and Constants
27

28 ### Constants
29

30 ##Sensitivity Analysis
31

32

33 # CHANGE NUMBER OF YEARS HERE
34 years = 20
35

36

37 ## hours in an year
38

39 gra = np.arange(0, 100, 1)
40 n = np.arange(0, 8760* years , 1)
41 M=10e6
42

43 ###
44 # Read the Excel file with a specific sheet
45 df_down = pd.read_excel(’prices_FCR_D.xlsx’, sheet_name=’FCR -D_down ’)
46 df_up = pd.read_excel(’prices_FCR_D.xlsx’, sheet_name=’FCR -D_up’)
47 df_DA = pd.read_excel(’prices_FCR_D.xlsx’, sheet_name=’Day -ahead’)
48

49 # Create an empty array to store the combined values
50 combined_array_down = np.empty ((0,))
51 combined_array_up = np.empty ((0,))
52 combined_array_DA = np.empty ((0,))
53
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54 ## DA , FCR -D up and down prices from D-2 in 2022
55 for year_column in df_down.columns [: years]:
56 year_values_down = df_down[year_column ]. values
57 combined_array_down = np.concatenate (( combined_array_down ,

year_values_down))
58

59 year_values_up = df_up[year_column ]. values
60 combined_array_up = np.concatenate (( combined_array_up , year_values_up))
61

62 year_values_DA = df_DA[year_column ]. values
63 combined_array_DA = np.concatenate (( combined_array_DA , year_values_DA))
64

65 down_prices = combined_array_down
66 up_prices = combined_array_up
67 SM_prices_sell = combined_array_DA *0.75
68 SM_prices_pur = combined_array_DA *1.25
69

70 ## solar and wind availability
71 df_av = pd.read_excel(’Availability.xlsx’)
72 PV_av = df_av[’PV␣KW/KWcap’]
73 PV_av=PV_av.astype(float)
74 PV_av = pd.concat ([ PV_av] * years , axis=0, ignore_index=True)
75 wind_av = df_av[’Wind␣KW/KWcap’]
76 wind_av = pd.concat ([ wind_av] * years , axis=0, ignore_index=True)
77

78 ## system size
79 PV_cap = 12 #MW
80 wind_cap = 12 #MW
81 rene_cap = 12
82 EL_cap = 3#MW
83 comp_cap = 0.075 #MW
84 tank_cap = 20 #MWhlvh
85 FC_cap = 0.650 # MW
86

87 ## costs
88 # CAPEX
89 PV_capex = 800 #kEUR/MW
90 wind_capex = 1235 #kEUR/MW
91 rene_capex = wind_capex
92 EL_capex = 1352 #kEUR/MW
93 comp_capex = 1600 #kEUR/MW
94 tank_capex = 15 #kEUR/MWh
95 FC_capex = 3000 #kEUR/MW
96

97 # OPEX
98 PV_opex = 0.01 #%CAPEX
99 wind_opex = 0.03 #%CAPEX

100 rene_opex = wind_opex
101 EL_opex = 0.01 #%CAPEX
102 comp_opex = 0.01 #%CAPEX
103 tank_opex = 0.025 #%CAPEX
104 FC_opex = 0.02 #%CAPEX
105

106 # REPEX
107 EL_repex = 0.40 # % CAPEX
108 FC_repex = 0.21 # % CAPEX
109

110 ## Renewable power production
111 E_PV = PV_cap*PV_av
112 E_wind = wind_cap*wind_av
113 E_rene = E_wind
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114

115 ## Technical specifications
116 EL_eff = 0.70 # EL efficiency [%]
117 FC_eff = 0.50 #FC efficiency [%]
118 wcomp = 3.8 # MJ/KgH2 compressor consumption
119 LHVh2 = 120 # MJ/Kg LHV of H2
120 etank = 0.00 # self -discahrge of the tank
121 eEL = 0.010 # minimum load of EL
122 eFC = 0.010 # minimum load of FC
123 cfEL = 0.9 # capacity factor EL
124 cfFC = 0.9 # capacity factor FC
125 ltEL= 40000 # lifetime electrolyzer [h]
126 ltFC= 25000 # lifetime fuel cell [h]
127

128 ## Index
129 i = pd.RangeIndex (8760* years , name ="i")
130

131 ## CHOOSE RENEWABLE SOURCE
132 E_rene=pd.Series(E_rene , index=i)
133

134 Inv_costs = (rene_capex*rene_cap *(1+ rene_opex) +
FC_capex*FC_cap *(1+ FC_opex)+7* FC_repex*FC_cap +
EL_capex*EL_cap *( EL_opex +1)+4* EL_repex*EL_cap +
comp_capex*comp_cap *( comp_opex +1) + tank_capex*tank_cap *(1+ tank_opex))*1000

135 Inv_costs
136

137

138

139 ### Degradation
140

141 deg_PV_year = 0.0036 # %/year
142 deg_PV = np.empty (8760* years)
143 deg_PV [0] =1
144 deg_wind_year = 0.016 # %/year
145 deg_wind = np.empty (8760* years)
146 deg_wind [0] =1
147 deg_EL = np.empty (8760* years)
148 deg_FC = np.empty (8760* years)
149 deg_EL [0]=1
150 deg_FC [0]=1
151

152 deg_rene=deg_PV
153

154 for h in range(len(n) -1):
155

156 if deg_EL[h] >= 0.1:
157 deg_EL[h+1]= deg_EL[h]-(1/ ltEL)
158 else:
159 deg_EL[h+1]=1
160 print("EL",h/8760+1)
161

162 if deg_FC[h] >= 0.1:
163 deg_FC[h+1]= deg_FC[h]-(1/ ltFC)
164 else:
165 deg_FC[h+1]=1
166 print("FC",h/8760+1)
167

168 deg_PV[h+1]= deg_PV[h]- deg_PV_year /8760
169 deg_wind[h+1]= deg_wind[h]-( deg_wind_year /8760)
170

171 ## Renewable power production after degradation
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172 E_PV = E_PV*deg_PV
173 E_wind = E_wind*deg_wind
174 E_rene=E_wind
175

176

177 ### Variables
178

179 E_H2_prod= gppd.add_vars(m, i, name="E_H2_prod", vtype=GRB.CONTINUOUS)
#hydrogen prodcution

180 E_rene_to_EL= gppd.add_vars(m, i, name="E_rene_to_EL", vtype=GRB.CONTINUOUS)
#electricity from rene to EL

181 E_rene_to_grid= gppd.add_vars(m, i, name="E_rene_to_grid",
vtype=GRB.CONTINUOUS) #electricity from rene to grid

182 E_grid_to_EL= gppd.add_vars(m, i, name="E_grid_to_EL", vtype=GRB.CONTINUOUS)
#electricity from grid to EL

183 E_comp= gppd.add_vars(m, i, name="E_comp", vtype=GRB.CONTINUOUS) #electricity
consumption from compressor

184 E_FC_to_grid= gppd.add_vars(m, i, name="E_FC_to_grid", vtype=GRB.CONTINUOUS)
#electricity from FC to grid

185 E_H2_cons= gppd.add_vars(m, i, name="E_H2_cons", vtype=GRB.CONTINUOUS)
#hydrogen consumption

186 E_tank= gppd.add_vars(m, i, name="E_tank", vtype=GRB.CONTINUOUS) #tank content
187 A_EL = gppd.add_vars(m, i, name="A_EL", vtype=GRB.BINARY) #EL activation
188 A_FC = gppd.add_vars(m, i, name="A_FC", vtype=GRB.BINARY) #FC activation
189

190 A_rene_sm = gppd.add_vars(m, i, name="A_rene_sm", vtype=GRB.BINARY)
#participation

191 A_FC_sm = gppd.add_vars(m, i, name="A_FC_sm", vtype=GRB.BINARY) #participation
192 A_EL_sm = gppd.add_vars(m, i, name="A_EL_sm", vtype=GRB.BINARY) #participation
193

194

195 A_FC_up = gppd.add_vars(m, i, name="A_FC_up", vtype=GRB.BINARY) #participation
196 A_EL_up = gppd.add_vars(m, i, name="A_EL_up", vtype=GRB.BINARY) #participation
197 A_rene_up= gppd.add_vars(m, i,lb=0, name="A_rene_up", vtype=GRB.CONTINUOUS) #FC

to grid spot market
198

199 A_FC_down = gppd.add_vars(m, i, name="A_FC_down", vtype=GRB.BINARY)
#participation

200 A_EL_down= gppd.add_vars(m, i, name="A_EL_down", vtype=GRB.BINARY)
#participation

201 A_rene_down= gppd.add_vars(m, i,lb=0, name="A_rene_down", vtype=GRB.CONTINUOUS)
#FC to grid spot market

202

203 E_FC_sm= gppd.add_vars(m, i,lb=0, name="E_FC_sm", vtype=GRB.CONTINUOUS) #FC to
grid spot market

204 E_EL_sm= gppd.add_vars(m, i, lb=0, name="E_EL_sm", vtype=GRB.CONTINUOUS) # EL
to grid spot market

205 E_rene_sm= gppd.add_vars(m, i, lb=0, name="E_rene_sm", vtype=GRB.CONTINUOUS)
#RENE to grid spot market

206 E_FC_up= gppd.add_vars(m, i, name="E_FC_up", vtype=GRB.CONTINUOUS) #FC to grid
up

207 E_EL_up= gppd.add_vars(m, i, name="E_EL_up", vtype=GRB.CONTINUOUS) # EL to grid
up

208 E_rene_up= gppd.add_vars(m, i, name="E_rene_up", vtype=GRB.CONTINUOUS) #RENE to
grid up

209 E_FC_down= gppd.add_vars(m, i, name="E_FC_down", vtype=GRB.CONTINUOUS) #FC to
grid down

210 E_EL_down= gppd.add_vars(m, i, name="E_EL_down", vtype=GRB.CONTINUOUS) # EL to
grid down

211 E_rene_down= gppd.add_vars(m, i, name="E_rene_down", vtype=GRB.CONTINUOUS)
#RENE to grid down
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212 P_up= gppd.add_vars(m, i, name="P_up", vtype=GRB.CONTINUOUS) # Up reg provided
to the grid

213 P_down= gppd.add_vars(m, i, name="P_down", vtype=GRB.CONTINUOUS) # Down
provided to the grid

214 E_SM_sell= gppd.add_vars(m, i, name="E_SM_sell", vtype=GRB.CONTINUOUS) # Energy
sold to the grid

215 E_SM_pur= gppd.add_vars(m, i, name="E_SM_pur", vtype=GRB.CONTINUOUS) # Energy
purchased from the grid

216 E_SM_pur= gppd.add_vars(m, i, name="E_SM_pur", vtype=GRB.CONTINUOUS) # Energy
purchased from the grid

217

218

219 # ### 3. Constraints
220

221 ### Energy Balances
222 const = gppd.add_constrs(m,E_rene_to_EL + E_rene_to_grid , GRB.EQUAL , E_rene ,

name="rene_prod") # Rene production
223 m.update ()
224 const1 = gppd.add_constrs(m,E_H2_prod , GRB.EQUAL , (E_rene_to_EL + E_grid_to_EL

- E_comp)*EL_eff , name="H2_prod") # Hydrogen production
225 m.update ()
226 const2 = gppd.add_constrs(m,E_FC_to_grid , GRB.EQUAL , E_H2_cons*FC_eff ,

name="H2_cons") # Hydrogen consumption
227 m.update ()
228 constr3 = gppd.add_constrs(m,E_H2_cons , GRB.LESS_EQUAL , E_tank ,

name="H2_cons_max") # Hydrogen consumption max
229 m.update ()
230 const4 = gppd.add_constrs(m,E_comp , GRB.EQUAL , (E_H2_prod/LHVh2)*wcomp ,

name="Comp_con") # Hydrogen consumption
231 m.update ()
232

233 m.addConstr(E_tank [0] == 0.9* tank_cap) # Initial tank content
234 m.update ()
235

236 print ("energy␣balance␣check")
237

238 ### Activation Constraints
239 const5 = gppd.add_constrs(m,A_EL*eEL*EL_cap , GRB.LESS_EQUAL , E_grid_to_EL +

E_rene_to_EL - E_comp , name="min_EL_load") # Minimum EL load
240 m.update ()
241 const6 = gppd.add_constrs(m,E_grid_to_EL + E_rene_to_EL - E_comp ,

GRB.LESS_EQUAL , A_EL*EL_cap*cfEL*deg_EL , name="max_EL_load") # Maximum EL
load

242 m.update ()
243 const7 = gppd.add_constrs(m,A_FC*eFC*FC_cap , GRB.LESS_EQUAL , E_FC_to_grid ,

name="min_FC_load") # Minimum FC load
244 m.update ()
245 const8 = gppd.add_constrs(m,E_FC_to_grid , GRB.LESS_EQUAL ,

A_FC*FC_cap*cfFC*deg_FC , name="max_FC_load") # Maximum FC load
246 m.update ()
247 const9 = gppd.add_constrs(m,E_tank , GRB.LESS_EQUAL , tank_cap , name="tank_max")

# Maximum tank content
248 m.update ()
249 print ("activation␣check")
250

251 ### Services to the grid
252 const10 = gppd.add_constrs(m,E_FC_to_grid , GRB.EQUAL , E_FC_sm ,

name="FC_to_Grid") # FC grid services
253 m.update ()
254 const11 = gppd.add_constrs(m,E_rene_to_grid , GRB.EQUAL , E_rene_sm ,

name="RENE_to_Grid") # RENE grid services
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255 m.update ()
256 const12 = gppd.add_constrs(m,E_grid_to_EL , GRB.EQUAL , E_EL_sm ,

name="Grid_to_EL") # FC grid services
257 m.update ()
258 print ("services␣check")
259

260 ### Minimum bid
261 const13 = gppd.add_constrs(m,E_EL_down , GRB.GREATER_EQUAL , 0.1* A_EL_down ,

name="Grid_to_EL") # Minimum bid
262 m.update ()
263

264 const14 = gppd.add_constrs(m,E_EL_down , GRB.LESS_EQUAL , M*A_EL_down ,
name="Grid_to_EL") # Minimum bid

265 m.update ()
266

267 const15 = gppd.add_constrs(m,E_FC_down , GRB.GREATER_EQUAL , 0.1* A_FC_down ,
name="Grid_to_EL") # Minimum bid

268 m.update ()
269 const16 = gppd.add_constrs(m,E_FC_down , GRB.LESS_EQUAL , M*A_FC_down ,

name="Grid_to_EL") # Minimum bid
270 m.update ()
271 const17 = gppd.add_constrs(m,E_rene_down , GRB.GREATER_EQUAL , 0.1* A_rene_down ,

name="Grid_to_EL") # Minimum bid
272 m.update ()
273 const18 = gppd.add_constrs(m,E_rene_down , GRB.LESS_EQUAL , M*A_rene_down ,

name="Grid_to_EL") # Minimum bid
274 m.update ()
275

276 const19 = gppd.add_constrs(m,E_EL_up , GRB.GREATER_EQUAL , 0.1* A_EL_up ,
name="Grid_to_EL") # Minimum bid

277 m.update ()
278 const20 = gppd.add_constrs(m,E_EL_up , GRB.LESS_EQUAL , M*A_EL_up ,

name="Grid_to_EL") # Minimum bid
279 m.update ()
280

281 const21 = gppd.add_constrs(m,E_FC_up , GRB.GREATER_EQUAL , 0.1* A_FC_up ,
name="Grid_to_EL") # Minimum bid

282 m.update ()
283 const22 = gppd.add_constrs(m,E_FC_up , GRB.LESS_EQUAL , M*A_FC_up ,

name="Grid_to_EL") # Minimum bid
284 m.update ()
285

286 const23 = gppd.add_constrs(m,E_rene_up , GRB.GREATER_EQUAL , 0.1* A_rene_up ,
name="Grid_to_EL") # Minimum bid

287 m.update ()
288 const24 = gppd.add_constrs(m,E_rene_up , GRB.LESS_EQUAL , M*A_rene_up ,

name="Grid_to_EL") # Minimum bid
289 m.update ()
290

291 const25 = gppd.add_constrs(m,E_EL_sm , GRB.GREATER_EQUAL , 0.1* A_EL_sm ,
name="Grid_to_EL") # Minimum bid

292 m.update ()
293 const26 = gppd.add_constrs(m,E_EL_sm , GRB.LESS_EQUAL , M*A_EL_sm ,

name="Grid_to_EL") # Minimum bid
294 m.update ()
295

296 const27 = gppd.add_constrs(m,E_FC_sm , GRB.GREATER_EQUAL , 0.1* A_FC_sm ,
name="Grid_to_EL") # Minimum bid

297 m.update ()
298 const28 = gppd.add_constrs(m,E_FC_sm , GRB.LESS_EQUAL , M*A_FC_sm ,

name="Grid_to_EL") # Minimum bid
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299 m.update ()
300

301 const29 = gppd.add_constrs(m,E_rene_sm , GRB.GREATER_EQUAL , 0.1* A_rene_sm ,
name="Grid_to_EL") # Minimum bid

302 m.update ()
303 const30 = gppd.add_constrs(m,E_rene_sm , GRB.LESS_EQUAL , M*A_rene_sm ,

name="Grid_to_EL") # Minimum bid
304 m.update ()
305

306 print ("minimum␣bid␣check")
307

308 ### Power availability
309 const31 = gppd.add_constrs(m,P_up , GRB.EQUAL , E_EL_up + E_FC_up + E_rene_up ,

name="up_reg") # up grid services
310 m.update ()
311

312 const32 = gppd.add_constrs(m,P_down , GRB.EQUAL , E_EL_down + E_FC_down +
E_rene_down , name="up_reg") # up grid services

313 m.update ()
314

315 const33 = gppd.add_constrs(m,E_FC_down , GRB.LESS_EQUAL , E_FC_sm ,
name="FC_down_max") #Max FC down reg

316 m.update ()
317

318 const34 = gppd.add_constrs(m,E_FC_up , GRB.LESS_EQUAL ,
FC_cap*cfFC*deg_FC -E_FC_sm , name="FC_up_max") # Max FC up reg

319 m.update ()
320

321 const35 = gppd.add_constrs(m,E_EL_up , GRB.LESS_EQUAL , E_EL_sm ,
name="EL_up_max") #Max EL up reg

322 m.update ()
323

324 const36 = gppd.add_constrs(m,E_EL_down , GRB.LESS_EQUAL ,
EL_cap*cfEL*deg_EL -E_EL_sm , name="EL_down_max") # Max EL down reg

325 m.update ()
326

327 const37 = gppd.add_constrs(m,E_rene_down , GRB.LESS_EQUAL ,E_rene_sm ,
name="rene_down_max") #Max rene down reg

328 m.update ()
329

330 const38 = gppd.add_constrs(m,E_rene_up , GRB.LESS_EQUAL ,
E_rene -E_rene_to_EL -E_rene_sm , name="rene_up_max") # Max rene up reg

331 m.update ()
332

333 print ("power␣availability␣check")
334

335 ### Spot Market
336 const39 = gppd.add_constrs(m,E_SM_sell , GRB.EQUAL ,E_FC_sm+ E_rene_sm ,

name="SM_sell") # Energy sold in the sport market
337 m.update ()
338

339 const40 = gppd.add_constrs(m,E_SM_pur , GRB.EQUAL ,E_EL_sm , name="SM_pur") #
energy purchased in the spot market

340 m.update ()
341

342 print ("spot␣market␣check")
343

344

345 ### Hydrogen content in the tank
346 indices = list(range(len(n) - 1))
347
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348 # Create a list of expressions for the constraint
349 [m.addConstr(E_tank[j+1] == E_tank[j]*(1- etank) + E_H2_prod[j] - E_H2_cons[j])

for j in indices]
350 m.update ()
351

352 print ("hydrogen␣content␣check")
353

354

355 # ### 4. Objective function
356

357

358 revenue = gp.LinExpr ()
359

360 revenue = -1* Inv_costs
361

362 for k in i:
363 revenue += 0.9* P_up[k]* up_prices[k] + 0.9* P_down[k]* down_prices[k] +

E_SM_sell[k]* SM_prices_sell[k] - E_SM_pur[k]* SM_prices_pur[k]
364

365 m.setObjective(revenue , GRB.MAXIMIZE)
366

367 # ### 5. Optimize model
368

369 m.optimize ()
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