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ABSTRACT
Fatigue detection based on vision is widely employed in vehicles due to its real-time and re-
liable detection results. With the coronavirus disease (COVID-19) outbreak, many proposed 
detection systems based on facial characteristics would be unreliable due to the face covering 
with the mask. In this paper, we propose a robust visual-based fatigue detection system for 
monitoring drivers, which is robust regarding the coverings of masks, changing illumina-
tion and head movement of drivers. Our system has three main modules: face key point 
alignment, fatigue feature extraction and fatigue measurement based on fused features. The 
innovative core techniques are described as follows: (1) a robust key point alignment algo-
rithm by fusing global face information and regional eye information, (2) dynamic threshold 
methods to extract fatigue characteristics and (3) a stable fatigue measurement based on fus-
ing percentage of eyelid closure (PERCLOS) and proportion of long closure duration blink 
(PLCDB). The excellent performance of our proposed algorithm and methods are verified in 
experiments. The experimental results show that our key point alignment algorithm is robust 
to different scenes, and the performance of our proposed fatigue measurement is more reli-
able due to the fusion of PERCLOS and PLCDB.
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1. INTRODUCTION
Fatigue driving is a significant cause of traffic accidents in daily life, and many traffic accidents have a high 

correlation with drowsy drivers [1–6]. Studies have shown that fatigue is a leading contributing factor in traffic 
accidents worldwide, especially for drivers who often have to work between midnight and early morning and 
in a dark environment [7].

Many studies of driver drowsiness have been performed; they can be classified into contact and noncontact 
approaches. Although physiological signals such as heart rate and brain activity can be more reliable and accu-
rate [8–12], they disturb normal driving when intrusive methods are utilised; thus, their use is inconvenient in 
real environments. With the development of computer vision, driving behaviour analysis using drivers’ facial 
features is becoming increasingly popular [13–18]. Many contactless detection methods that are based on 
monitoring the movement of the eyes and mouth have been proposed to detect driver fatigue [19–21]. Many 
of these methods use the open-source Dlib library [22] for face-critical alignment [14, 16, 18, 23–25], which 
would be accurate in an ideal environment and meet real-time requirements. However, conventional methods 
lack robust feature extraction capability for complicated settings. Imprecise positioning will increase when a 
driver has a head movement or is covered, as shown in Figure 1. The photo on the left (a) is taken in an ideal 
environment with a frontal face, and the photos in the middle (b) and right (c) are taken in natural environments 
with head movement or coverings.

During the outbreak of COVID-19, wearing masks has become necessary to stop the spread of the virus, 
whereas a large area coverage of the face would hinder the use of many fatigue systems that are based on 
mouth yawn detection [16, 23, 26, 27]. Under the circumstances, eye state-changing becomes the most crucial 
feature for vision-based fatigue detection systems. However, eye state monitoring also becomes less identifi-
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able due to the covering. So, developing a more robust framework for fatigue detection based on eye states is 
crucial. There are three main challenges for fatigue detection using the eye state changes of drivers:
1) Face critical alignment: Illumination, head poses and real-time detection speed are challenging tasks for 

eye key points location. Besides, during the COVID-19 outbreak, wearing masks was necessary to stop 
the spread of the virus. Masks cause a severe disturbance to face critical alignment. However, few studies 
consider this disadvantage.

2) Eyes state monitoring: The measurement of the eyes state is an essential foundation for fatigue parameters. 
Many proposed methods for eyes state monitoring are based on eye key points, and a fixed threshold is 
used for eyes state measurement. The fixed threshold is useful for state recognition when the eyes are fully 
open or closed. However, when the eyes are half-closed, it would be out of work due to the influence of 
individual eye size and illumination.

3) Fatigue measurement: Though many indicators, such as blink frequency, PERCLOS, yawn, etc. are used for 
fatigue measurement, PERCLOS has been verified as the most effective single indicator for vision-based 
fatigue measurement. However, single PERCLOS considers the total duration of prolonged blinks but dis-
regards the influence of individual blinks.

This paper proposes an effective and reliable method for driver fatigue detection with eye state movement. 
First, we propose a light and robust face alignment algorithm for eye points location. Second, the dynamic 
threshold value is applied to recognise the state of the driver’s eyes in real time. Third, a syncretic fatigue indi-
cator that is based on the percentage of eye closure time per unit time [28] and the proportion of long closure 
duration blinks [29] is applied for fatigue measurement. The main contributions are highlighted as follows:
1) An effective and reliable eye landmark localisation alignment algorithm. Conventional eye alignment al-

gorithms are unsatisfactory in exaggerated movement because they capture whole-face information while 
missing eye details. To fully utilise global face information and detailed eye information, we fuse them in 
an effective way.

2) The dynamic threshold value is applied to measure eye states. Individuals have different eye sizes and de-
grees of closure, whereas fixed threshold values disregard individual differences among drivers and often 
cannot effectively distinguish eye states.

3) A refined approach for driver fatigue measurement based on PERCLOS and PLCDB is proposed. The 
syncretic parameter considers the unit blink, which could cover the shortage of a single PERCLOS.
The following subsection discusses related work. Our methodology is presented in Section 3, and the 

results and discussion is included in Section 4. In Section 5, we present the conclusion.

2. RELATED WORK
Many vision-based fatigue detection systems have been proposed with the development of computing tech-

nology [24, 27, 30, 31]. The overall process can be summarised as follows: (1) eye detection: effective methods 
were employed to locate the eyes, then monitor their changes; and (2) fatigue detection: parameters such as 
blink frequency, yawns and PERCLOS were used to predict fatigue.

2.1 Eye detection
Conventional eye detection mainly relies on the eye’s geometrical characteristics or grey features. In [32], 

an eye detection algorithm that is based on a horizontal projection histogram and edge map was proposed. 

(b) (c)(a)

Figure 1 – Some examples of the most commonly employed face critical alignment algorithms in different scenarios

a) b) c)
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Tabrizi et al. used a chromatic algorithm to detect eyes [33]. With the development of face key point alignment 
algorithms, an increasing number of fatigue detection systems use landmarks of the face to locate eye positions 
and monitor eye changes [14, 16, 18, 23, 24, 25]. The main steps can be summarised as follows: (1) use of the 
face alignment algorithm to obtain facial feature points, (2) facial feature points around the eyes were extracted 
to obtain the eye regions, and (3) extracted eyes were fed to a trained SVM or another classifier to measure the 
statement of the eyes or key eyelid points were applied to monitor eye changes directly.

2.2 Fatigue detection
Many facial features were proven to be related to fatigue, including blink frequency, blink duration, PLCDB, 

PERCLOS and yawn. In [16], the duration of eye closure, blinking frequency and yawning were fused to pre-
dict fatigue. Mandal et al. proposed a development method based on PERCLOS to detect fatigue; it could 
monitor changes in fatigue well [34]. In [22], PERCLOS, blink rate, number of yawns, eyelid closing speed, 
blink duration statistics and eyelid reopening speed were extracted to measure fatigue and obtain satisfactory 
results. In addition, head movement was used to detect fatigue [24].

Single PERCLOS was proven to be the most related to fatigue for a long time [28, 35]. However, many 
studies have indicated that single PERCLOS considers the total duration of prolonged blinks but disregards 
the influence of individual blinks [36, 37]. Researchers have demonstrated new parameters, such as blinks’ 
fatigue-related amplitude/velocity ratio (AVRBs). In [37], it was proven that the proportion of long closure 
duration blinks (PLCDB) has a relationship with fatigue.

3. METHODOLOGY
The architecture of our system is shown in Figure 2. There are three main modules: PFLD-eyes, feature 

extraction and fatigue measurement. Firstly, the PFLD-eyes module acquires the eye key point based on the 

Figure 2 – The architecture of the fatigue detection system
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detected face. Then, we apply the dynamic threshold value to measure the eye state in the feature extraction 
modules. Finally, we fuse a new parameter for fatigue measurement based on PERCLOS and PLCDB.

3.1 Eye detector PFLD-eyes
The eye state is an essential indication of fatigue. Many detectors would perform well to locate the eyes 

on the front side of the face. Still, they often fail because of movement of the head, exaggerated facial expres-
sions and coverings, as shown in Figure 3. The defects of the existing model can be summarised as follows. (1) 
Feature extraction: a less powerful network to extract abundant information. (2) Face geometrical constraint: 
quadratic regression to obtain the face landmarks that do not consider face geometrical constraints.

Figure 3 – A total of 106 face key point alignments are based on PFLD; 8 eye key points are labelled in red

Since the convolutional neural network (CNN) first landed in the ImageNet Challenge in 2012 and won first 
prize, the deep learning team developed by CNN has made rapid developments in recent years. CNN’s robust 
feature extraction ability has made great success in images and language. Many lightweight neural network 
models that balance speed and accuracy have been proposed.
The practical facial landmark detector (PFLD) [38] is a lightweight facial landmark alignment algorithm that 
has satisfactory performance with a balance of speed and accuracy with large poses. The PFLD achieves good 
performance due to its light structure and novel loss function. The regular quadratic regression loss is:
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where ||•|| designates a certain metric to measure the distance/error of the n-th landmark of the m-th input. N 
is the predefined number of landmarks per face to detect. M denotes the number of training images in each 
process. γn is a parameter that is always set to 1.

However, the novel loss function of PFLD could be defined as follows:
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∑∑ ∑  in the novel loss function, where θk represents the head pose

angle deviation value in pitch, yaw, and roll between the estimated value and the ground truth value. In the 
training phase, its branch structure could measure facial gestures θk and supervise the backbone network to 
learn extra facial geometrical features in the novel loss function. Therefore, it would undergo substantial de-
velopment with a larger pose.

PFLD achieves satisfactory performance for the global facial profile with exaggerated facial expressions 
due to geometrical features. However, it cannot always adequately locate eyelid key points, as shown in Figure 
3. We obtained 106 facial landmark locations based on PFLD, and eight eye key points are labelled in red. 
There are eight accurate eye key point locations in the frontal pose and the large head movement in Figures 3a 
and 3b. However, the key points in the left eye do not align in Figures 3c and 3d when glasses and masks are worn. 
Because the eye region is a small part of the face, it is difficult to accurately locate the key points when glasses, 
masks, or other face-covering objects are worn, which causes a disturbance in recognising true eyelid contours. 
To obtain a more robust detector, we propose PFLD-eyes based on PFLD, which is shown in Figure 4. Five main 

a) b) c) d)
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modules are shown: PFLD, eyes, key point extraction, eyes extraction, eyes-CNN and eyes key point fusion. 
Eyes-CNN and eyes key point fusion are the most important contributions. There are five main steps in the 
process. First, the PFLD detector is used to acquire 46 landmarks. Second, we obtain the preselected rectangle 
of the eyes by points p0(x0,y0 ) and p1(x1,y1 ), which can be computed as:

0 7 17
0 0

min( , ),
2 2
x y yx y= =

 
(3) 

44
1 1 33

( ) ,
2

w xx y y+
= =

 
(4)

where x0, x44, y17,  y7, and  y33 are the axes of the points in red, as shown in Figure 4, and w is the width of the input 
face image. Third, we obtain the eye region and eight key points {e0, e1...,e7} on the other branch, as shown 
in blue in Figure 4. Fourth, the preselected eye region in the second step was input into the eyes-CNN model, 
and eight key { }0 1 7, ,...,e  e e′ ′ ′  were obtained, as shown in yellow. Next, a fusion operation of eight key points is 
proposed, as shown in green:

   
Figure 4 – Structure of PFLD-eyes
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where { }( ) ( ),  0,1,...7f
k ke x e x k′= ∈ denotes the x-axis of the { }( ) ( ),  0,1,...7f

k ke x e x k′= ∈ point; { }( ) ( ),  0,1,...7f
k ke x e x k′= ∈(y) denotes the y-axis of the { }( ) ( ),  0,1,...7f

k ke x e x k′= ∈ point. It is necessary to note 
that we chose this novel fusion operation because of its excellent performance with many different permuta-
tions. It could be explained as the combination of full contour information of the face and details of the eyes.

We utilise the efficient convolutional neural networks for mobile vision applications framework, also known 
as MobileNetV1, as the eyes-CNN module to achieve a balance between speed and accuracy. The architecture 
of this framework is detailed in Table 1. To get a more accurate location of eye key points, we use the quadratic 
loss function:
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the prediction value of key points and yi is the real value.

3.2 Eyes openness estimation
Continuous eye state changes are essential indicators of fatigue measures. The eye aspect ratio (EAR) is a 

commonly utilised parameter to distinguish eye states. Based on the eight key points that we obtained in Sec-
tion 3.1, we could calculate the EAR as:
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where {p1 , p2 , p3 , p4} represent eyes key points as is shown in Figure 5.

Table 1 – Structure of MobileNetV1

Input Operator s k t c

1122 × 3 Conv3 × 3 2 3 1 32

562 × 32 Depthwise Conv3 × 3 1 3 1 64

562 × 64 Depthwise Conv3 × 3 2 3 1 128

282 × 128 Depthwise Conv3 × 3 1 3 1 128

282 × 128 Depthwise Conv3 × 3 2 3 1 256

142 × 256
142 × 256
72 × 512
72 × 512

Depthwise Conv3 × 3
Depthwise Conv3 × 3
Depthwise Conv3 × 3
Depthwise Conv3 × 3

1
2
1
2

3
3
3
3

1
1
5
1

256
512
512
1024

42 × 1024 Depthwise Conv3 × 3 1 3 1 1024

42 × 1024 Full Connection - - - 16

s represents stride, k represents kernel, t represents the times of repetition of operator,  
and c represents the dimensionality of outputs

P1

P2

P3
P4 P1

P2

P3

P4

Figure 5 – The EAR is based on eight key eye points when opening eyes or closing eyes

3.3 Fatigue parameters based on eyes state
Eye state serves as a crucial indicator for detecting fatigue. This section introduces PERCLOS and PLCDB, 

which are based on eye state, for the purpose of detection.
PERCLOS is an effective eye parameter correlated with fatigue [28]. The conventional PERCLOS calcu-

lation process is described as follows: (1) set the EAR threshold value to a value such as 0.2 and (2) calculate 
the percentage of closing time in a window of time; the window of time is usually 1 min or a multiple of 1 min. 

However, its performance is limited by the notion that a fixed EAR threshold value is not valid for indi-
viduals, which has been conducted in [24]. In addition to the influence of individual eye size, illumination is 
a factor that cannot be disregarded, and people tend to narrow their eyes in bright sunlight. To obtain a more 
robust PERCLOS, we propose a dynamic and efficient method.

First, we obtain a dynamic EAR threshold value by the following steps. 
1) Calculate EARs in different poses (as shown in Figure 6) and compute their eye state for approximately 5 

seconds.
2) Collect the ten largest EARs as {h0, h1..., h10 } and the ten smallest EARs as {l0, l1..., l10 }.
3) Separately calculate the mean-variance of the sets in step 2 and delete the value beyond the threshold of 

triple standard deviation.
4) Average the processed sets in step 3 and obtain EARmax and EARmin as:
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where N1 and N2 represent the element number of processed sets in step 3.
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5) We can obtain the final threshold value EARthreshold  as follows:

( ) 0.2threshold min max minEAR EAR EAR EAR= + − ⋅  (11)

Figure 6 – Different poses to obtain the maximal EAR and minimal EAR

Second, let EARi  denote the EAR at frame i, and let Δt be the interval time from frame i to frame i+1, pei 

is the eye state in frame i. Compare EARi  with EARthreshold  and set pei  to 0, if EARi  is greater than EARthreshold ; 
otherwise, set it to 1. Given the period T, we obtain sets {pe0 , pe1,..., peN3
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where PERCLOSt is the PERCLOS in frame t.
Although PERCLOS is an effective indication of fatigue, it measures the total time of blinks and does not 

consider the unit eye blink [36, 39]. Some people naturally have a higher blink frequency, and only PERCLOS 
would be out of operation at times. Blinking duration is longer when drowsy drivers struggle to open their 
eyes to ensure safety, as shown in Figure 7; considering this finding would be effective. There is a prominent 
difference in closure time between normal and prolonged blinks. Many researchers have found that sponta-
neous eye-blink parameters, including blink duration, reopening time, closing time, amplitude-velocity ratio 
of blinks (AVRBs) and PLCDB, provide reliable information about fatigue. The proposed eye-blink parame-
ters have intrinsic connections; for example, the blink duration consists of closing, closed and reopening, and 
PLCDB is highly correlated with blink duration. Thus, to compensate for the deficiency of PERCLOS and 
keep the monitor in real time, we choose PLCDB as a blink parameter.

─ ─ ─  position

Figure 7 – Schematic of normal blinks and prolonged blinks

Let ECT denote the eye closure time, and {ECT0,…, ECTN4
} represent the sets of the most N4 number of 

eye closure times from present time. The pl represents the state of eye closure time. An average person has a 
blink frequency of approximately 16 per min. Given the period T, we could calculate ⌈(4T)/15⌉ as N4. The 500 
msec has been proven as the maximal blink duration of an average blink [29, 36]. Set  pli to 0, if ECTi is less 
than 500 msec; otherwise, set it to 1. We would obtain the set {pl0,…, plN4

}. The real-time PLCDB would be 
calculated as:
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Eyelids open

Closing time Closed
time

Reopening time

EARthreshold

Baseline

Eyelids closed

Eyelids open

Closing time Closed time Reopening time



Promet ‒ Traffic&Transportation. 2023;35(4):567-582.  Safety and Security in Traffic

574

4

0

N

i
i

t

pl
PLCDB

n
==
∑

 
(13)

where PLCDBt is the PLCDB at time t.

3.4 Parameters fusion to measure fatigue
PERCLOS is valid and reliable information for measuring the drowsiness level with a solid absolute cor-

relation coefficient greater than 0.8 (p<0.05) [28, 34]. However, single PERCLOS considers the total duration 
of prolonged blinks but disregards the influence of individual blinks. PLCDB is an indicator that takes the unit 
blink time into account so that it would compensate for the defect of a single PERCLOS.

Compared to PERCLOS, PLCDB is a weaker parameter with an absolute correlation coefficient of approx-
imately 0.369 (p<0.05) [29]. While fusing PERCLOS and PLCDB can enhance the effectiveness of fatigue 
measures, it is important to note that summing them with equal weight is suboptimal, as PERCLOS plays a 
more crucial role in measuring fatigue compared to PLCDB. To obtain a more reasonable measurement, we 
develop a novel method. Let f represent the fatigue level. We could calculate real-time fatigue risk as ft:

t t tf PERCLOS PLCDBα β= × + ×  (14)

where α and β are coefficients of the fatigue equation, we could set α and β according to the normalised cor-
relation coefficient; we could set α equal to 0.7 and β equal to 0.3. In this novel equation, we consider both 
PERCLOS and single blink time, which would compensate for the defect of a single PERCLOS.

4. RESULTS AND DISCUSSION
In this section, we experimentally demonstrate the validity of our model. Two main modules are verified, 

including PFLD-eyes and the fatigue measurement of our proposed method.
In the phase of PFLD-eyes, we use the open-source face aligning dataset, which includes 21,080 images 

used to train the PFLD model. Each face is annotated with 46 key points. We also obtained training sets with 
21,080 images and eight key points in each face based on the open-source face aligning dataset to train our 
eyes-CNN. In the training phase of PFLD, a batch size of 128 is employed with an initial learning rate of 10-4. 
We tailor eye pictures based on the 46 face landmarks to train eyes-CNN. We train it using a batch size of 32 
and an initial learning rate of 10-4.

In the fatigue detection method phase, few existing vision-based datasets are aimed at driver fatigue in com-
plicated conditions, such as wearing masks and illumination changes. To evaluate the performance in a real 
scene, we invited 18 volunteers to drive in a simulated environment that had a camera with a similar position 
and distance, as well as changes in lighting conditions to real vehicles. Eighteen different volunteers perform 
18 videos, and they contain two different scenes: daytime driving with masks and nighttime driving with 
masks. Each video lasted 1.5 hours, and each volunteer was asked to drive on the same roads with monotonous 
surroundings where people get drowsy easily. To obtain the real state of drivers, we used the NeuroSky TGAM 

Figure 8 – Examples of our driving simulation videos
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electroencephalogram (EEG) acquisition module to collect the brainwave information alpha (α) wave, theta 
(θ) wave and beta (β) wave. We calculated the (α+θ)/β value as the ground true state of drivers, which has been 
proven to be highly correlated with fatigue in many types of research [40, 41]. The videos are captured by an 
ordinary infrared camera with the same view in the vehicle, as shown in Figure 8.

4.1 Experiments on PFLD-eyes
In this section, we first introduce four performance indicators for evaluating our model. Next, we test our 

model on the public BioID dataset and compare its performance against the other three baseline models.
To evaluate the performance of PFLD-eyes in eye state, we tested it on the BioID, a public dataset with 

1,521 grey images, and it is widely used in eyes state assessment for its challenge in illuminations and large 
poses. We use EAR as the evaluation indicator and set 0.2 as the fixed threshold value widely used in many 
types of research. It means that the eyes are open if the EAR is greater than 0.2 or the eyes are closed. Based 
on the predicted eyes state and the ground true eyes state, we calculate the evaluation indicators as follows:

%TP TNAccuracy
TP FN FP TN

+
=

+ + +  
(15)

%TPPrecision
TP FP

=
+  

(16)

%TPRecall=
TP FN+  

(17)

21 Precision RecallF
Precision+Recall
⋅ ⋅

=
 

(18)

where TP represents the true positive samples, TN represents the true negative samples, FP represents the false 
positive samples, and FN represents the false negative samples. Accuracy, precision and recall are parameters 
that evaluate the performance of a model in different aspects, and F1 is a comprehensive indicator that is cal-
culated by precision and recall.

To evaluate our model in eye state recognition, we compare PFLD-eyes with other different models in the 
BioID dataset. The result is shown in Table 2, and some samples of detected results are shown in Figure 9. PR 

Figure 9 – Some examples of the detection results on the BioID dataset

EAR=0.3690
PR: openness
GT: openness

EAR=0.3364
PR: openness
GT: openness

EAR=0.0069
PR: closure
GT: closure

EAR=0.1751
PR: closure
GT: closure

EAR=0.2351
PR: openness
GT: openness

EAR=0.3602
PR: openness
GT: openness

EAR=0.2538
PR: openness
GT: openness

EAR=0.3075
PR: openness
GT: openness
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represents the predicted results based on the EAR, and GT represents the ground truth. Compared to the pro-
posed methods, Ö.F.Soylemez [42], Cheng [43] and Dlib [24, 27, 44], our model obtains the best performance 
in all indicators, which means that our model is robust in illuminations and large poses.

4.2 Experiments on fatigue measurement
In this phase, we evaluate the performance of our proposed model on fatigue detection. Before assessing the 

performance of fatigue measurement, we verify the robustness of the dynamic EAR threshold value.
The fixed threshold value is not robust enough for eye state monitoring, especially for half-closed eyes, 

due to the influence of individual eyes size and illumination. To verify the performance of dynamic EAR, we 
select five subjects with obvious differences in eye size. There were ten video clips in total, and every subject 
was asked to blink normally within 1 min during both day and night. We obtained the dynamic EAR threshold 
value at the first 5 s in each video clip; they represent five subjects’ dynamic EAR threshold values during 
both day and night. We then calculated the average of ten dynamic EAR threshold values as the fixed EAR 
threshold value.

In Figure 10, we display some examples of the EARs for different subjects. The dynamic EAR threshold 
values for the EAR set are {0.19, 0.12, 0.28, 0.26, 0.21, 0.22, 0.19, 0.22, 0.24, 0.16}, and the average EAR 
threshold value is 0.209. The dynamic EAR threshold value ranges from 0.12 to 0.28, and even the same 
subject has a different EAR threshold value; for example, the fifth subject has a threshold value of 0.24 in the 
daytime and a threshold value of 0.16 at night. After analysing the video, we found that the EAR threshold 
value was susceptible to eye size, illumination and mental state. Some drivers closed their eyes unconscious-
ly in the presence of strong light. Therefore, a fixed EAR threshold value is not robust for different drivers. 
To measure the effectiveness of the dynamic EAR threshold, we manually count the ground-truth blink and 

a) Daytime driving                                                                b) Night driving

c) Daytime driving                                                                     d) Night driving

Figure 10 – Examples of changes in the EAR for different subjects; each subject took the initiative to blink for approximately 55 s 
(approximately 1,650 frames)

Table 2 – The comparison of different models on the BioID database

Method Recall (%) Precision (%) F1-Score (%) Accuracy (%)

Ö. F. Soylemez 94.50 97.81 96.10 93.30

Cheng 88.58 98.00 93.05 94.00

Dlib 97.29 97.82 97.56 95.24

Ours 98.92 99.32 99.12 98.28
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predict blinking based on the dynamic EAR threshold values and fixed dynamic EAR threshold values and 
calculate the accuracy as follows:

min( , %
max( ,

GT  PR)acc
GT  PR)

=
 

(19)

where GT is the number of ground-truth blinks and PR is the number of predicted blinks based on the dynamic 
EAR threshold or fixed EAR threshold.

The result is shown in Table 3. It is observed that the accuracy based on the dynamic EAR threshold value 
(D-acc) is higher than the fixed EAR threshold value (F-acc) in most cases. We analysed the only case in which 
the F-acc is higher than the D-acc, as shown in Sub5 daytime, and found that our system misunderstands that 
the subject’s eyes are closed when she looks down in a large pose; only the upper eyelid could be seen. The 
same reason applies to the Sub2, who put her head down in a larger pose to put her vehicle into gear during 
daytime driving. In most cases, the detected blink is larger by a few quantities than the ground-truth blink 
because it is ambiguous to manually estimate the number of blinks when the subject blinks in a small range. 
Generally, our dynamic EAR threshold value achieves satisfactory performance on blink detection.

Table 3 – The accuracy based on different threshold values

GT D-PR F-PR D-acc F-acc

Sub1
Daytime 14 15 10 93.3 71.4

Night 34 33 19 97.1 55.9

Sub2
Daytime 22 27 27 81.4 81.4

Night 34 35 32 97.1 94.1

Sub3
Daytime 30 30 - 100 -

Night 23 22 26 95.6 88.5

Sub4
Daytime 34 36 36 94.4 94.4

Night 32 34 34 94.1 94.1

Sub5
Daytime 15 17 15 88.2 100

Night 32 33 38 97.0 84.2

Furthermore, we conducted evaluations on test videos to further validate the accuracy of our fatigue meas-
urement model. To obtain the real state of the subjects, we use the EEG data to calculate the indicators for fa-
tigue measurement. The electrical waves are made up of various rhythmic waves, which could be divided into 
delta (δ), θ, β and α according to their frequency. Each rhythmic wave appears with a higher frequency when 
people are in a different state. And the (α+θ)/β value has been proven to have a high correlation with fatigue 
[40, 41]. We obtained different brain waves’ power spectral density (PSD) with varying rhythms from raw EEG 
signals. To reduce the influence of characteristic value fluctuation of EEG power spectrum, we calculated the 
mean value of power spectrum characteristic value within 5 min. For each subject, we removed the data for 
the first 10 min and the last 20 min, and we obtained 12 EEG characteristic values to describe the real state 
changes of a subject in 1 hour.

To evaluate the performance of our proposed system, we compared the single PERCLOS with improved 
parameters f (see Equation 14) for fatigue measures. We captured the video for each subject by the correspond-
ing time of EEG data. Each video is divided into 12 clips and each clip contains 5 min. Based on the clips, we 
calculated the PERCLOS and our improved parameters by the PFLD-eyes model. The Spearman correlation 
coefficient was calculated to compare the predicted state with the real state, which is widely used in measuring 
the correlation of statistical variables.

The correlation coefficients of single PERCLOS and our method with EEG signals are shown in Table 4, 
and four typical results are presented in Figure 11. The results of the other 14 subjects are shown in Appendix. 
It is observed that the state predicted by both our method and single PERCLOS has a high correlation coef-
ficient with the real state for most subjects. As shown in Figure 11a, the predicted fatigue degree of subject 2 
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increased from 0 min to 30 min gently and decreased from 40 min to 60 min, which is consistent with the real 
state. For subject 6, the predicted fatigue degree increased steeply from 0 to 40 minutes and decreased from 
40 to 60 minutes, which has the same trend as the EEG curve. In this case, our method has the same changes 
as the PERCLOS method. However, for subject 7 and subject 17, the PERCLOS method could not keep up 
with the real state change, and the correlation coefficient between the PERCLOS and the real states is only 
0.426 (p<0.05) (as shown in Table 4) for the subject 7 and 0.330 (p<0.05) for the subject 17. Compared to the 
PERCLOS method, our method has a significant improvement in correlation coefficient with 0.818 (p<0.05) 
for subject 7 and 0.809 (p<0.05) for subject 17. As shown in Table 4, the average correlation coefficient between 
the single PERCLOS and the EEG method is 0.847 (p<0.05), while the average correlation coefficient between 
our method and the EEG method is 0.900 (p<0.05), which has a significant improvement. It indicates that the 
proposed parameters, which fuse the PERCLOS and PLCDB are more robust for fatigue measures, and the 
PLCDB could add the single blink information, which could make up for the defect of PERCLOS.

Table 4 –The comparison of different parameters for fatigue measurement

Subject
R value (p<0.05)

Subject
R value (p<0.05)

PERCLOS Ours PERCLOS Ours

1 0.697 0.709 10 0.958 0.958

2 0.860 0.888 11 0.970 0.964

3 0.888 0.888 12 0.927 0.927

4 0.999 0.999 13 0.930 0.906

5 0.940 0.943 14 0.855 0.782

6 0.906 0.906 15 0.999 0.964

7 0.426 0.918 16 0.758 0.758

8 0.976 0.976 17 0.330 0.815

9 0.916 0.925 18 0.915 0.964

a) Subject 2 b) Subject 6 c) Subject 7 d) Subject 17

Figure 11 – Examples of state measurement by EEG signals, PERCLOS and improved methods

4.3 Computer environment
We train all our models, including PFLD-eyes, on a server with 2080 TI graphics. We test our system on a 

computer with 1050 TI graphics and an i5-8500 CPU with 3.0 GHz. The PFLD-eyes take approximately 0.011 
s per frame. Our system takes approximately 0.026 s per frame. Our system runs approximately 38 frames per 
second (fps). Running our system on a single CPU without graphics takes around 0.1 s per frame and about 
ten fps. With the development of embedded modules, such as Jetson Xavier with 512 cores, which has pow-
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erful reasoning capabilities for deep learning models, many deep learning models have been redeployed with 
real-time effects [45, 46]. Hence, our proposed system is robust and can be applied in the real world.

5. CONCLUSIONS
This paper introduces a robust fatigue detection system based on computer vision, capable of detecting 

fatigue in drivers even when they are wearing masks, or their facial expressions are exaggerated. The system 
first locates eight key points in the driver’s eyes using PFLD-eyes, and then extracts fatigue characteristics 
using dynamic thresholds. A syncretic parameter is used to measure drivers’ fatigue in real time. Experimen-
tal results demonstrate the system’s robustness, as it achieves accurate results in different driving simulation 
scenes, captured from the same viewpoint as real vehicles. Our proposed syncretic parameter produces more 
reliable results, as it eliminates the impact of normal blinks on PERCLOS. Our method represents a signifi-
cant improvement over existing fatigue detection frameworks in terms of both eye state detection accuracy 
and fatigue state measurement. Moreover, our model’s lightweight structure allows for high processing speed, 
enabling it to meet real-time requirements.

In the future, we plan to increase the sample size of our study to enhance the reliability of the results and 
gain a deeper understanding of the different facets of driver fatigue. Additionally, we intend to deploy our fa-
tigue detection system on Jetson Xavier and investigate ways to enhance driver safety using the insights from 
our detection results.
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凌艳城，翁小雄

高效稳健的基于眼部状态视觉分析的驾驶员疲劳检测框架

摘要
基于视觉的疲劳检测在车辆中被广泛应用，由于它具有实时和可靠的检测结果。随
着2019年冠状病毒病（COVID-19）的爆发，许多基于面部特征的检测系统由于口罩
的遮盖而变得不可靠。本文提出了一种基于视觉的疲劳检测系统，用于监测驾驶
员，该系统在口罩遮盖、光照变化和驾驶员头部运动等条件下具有稳健性。我们的
系统包括三个主要模块：面部关键点对齐、疲劳特征提取和基于融合特征的疲劳度
量。创新的核心技术描述如下：1）通过融合全局面部信息和局部眼部信息实现稳
健的关键点对齐算法，2）采用动态阈值方法提取疲劳特征，3）基于眼睑闭合百分
比（PERCLOS）和长时间闭合的眨眼比例（PLCDB）融合实现稳定的疲劳度量。实验
证明了我们提出的算法和方法的出色性能。实验结果显示，我们的关键点对齐算法
对不同场景具有稳健性，而我们提出的疲劳度量由于融合了PERCLOS和PLCDB而更可
靠。

关键词：
疲劳检测；基于视觉的；融合；PERCLOS；PLCDB

APPENDIX – The state measurement by EEG signals, PERCLOS and improved methods for 14 subjects

a) Subject 1 b) Subject 3 c) Subject 4 d) Subject 5

e) Subject 8 f) Subject 9 g) Subject 10 h) Subject 11
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i) Subject 12 j) Subject 13 k) Subject 14 l) Subject 15

m) Subject 16 n) Subject 18


