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SUMMARY 
Background: The peripheral inflammatory markers are important in the pathophysiology of suicidal behavior. However, methods 

for practical uses haven’t been developed enough yet. This study developed predictive models based on explainable artificial intelligence 
(xAI) that use the relationship between complete blood count (CBC) values and suicide risk and severity of suicide attempt. 

Subjects and methods: 544 patients who attempted an incomplete suicide between 2010-2020 and 458 healthy individuals were 
selected. The data were obtained from the electronic registration systems. To develop prediction models using CBC values, the data 
were grouped in two different ways as suicidal/healthy and attempted/non-attempted violent suicide. The data sets were balanced for 
the reliability of the results of the machine learning (ML) models. Then, the data was divided into two; 80% of as the training set and 
20% as the test set. For suicide prediction, models were created with Random Forest, Logistic Regression, Support vector machines 
and XGBoost algorithms. SHAP, was used to explain the optimal model. 

Results: Of the four ML methods applied to CBC data, the best-performing model for predicting both suicide risk and suicide 
severity was the XGBoost model. This model predicted suicidal behavior with an accuracy of 0.83 (0.78-0.88) and the severity of 
suicide attempt with an accuracy of 0.943 (0.91-0.976). Lower levels of NEU, WBC, MO, NLR, MLR and, age higher levels of HCT, 
PLR, PLT, HGB, RBC, EO, MPV and, BA contributed positively to the predictive created model for suicide risk, while lower PLT, 
BA, PLR and RBC levels and higher MO, EO, HCT, LY, MLR, NEU, NLR, WBC, HGB and, age levels have a positive contribution to 
the predictive created model for violent suicide attempt. 

Conclusion: Our study suggests that the xAI model developed using CBC values may be useful in detecting the risk and severity 
of suicide in the clinic. 
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*  *  *  *  *  

INTRODUCTION 

Suicide, often as a result of mental illness, is the act 
of taking one's own life intentionally (Bhatia et al. 
2000). According to the World Health Organization, 
approximately 700,000 people die each year by suicide. 
It is estimated that there are between 10 and 25 non-
fatal suicide attempts to complete each suicide, 
increasing to 100-200 for adolescents. Suicide is the 
fourth leading cause of death between the ages of 15-29, 
and as such it is an important public health problem 
(Maris 2002, WHO 2021).  

Although suicide is seen in almost every society, 
every economic level and gender, it is generally seen in 
men, in low and middle economic level countries, in the 
presence of comorbid psychiatric disease (essentially 
depression and alcoholism), and is more common in 
those who have attempted suicide before, in those with a 
family history of suicide, and those who have serious 
difficulties in relationships with the opposite sex and in 
social situations (Maris 2002).  

Death by suicide is much more difficult and tragic 
than death by natural causes. It leaves serious psycho-
logical effects on many people, from the family of the 

person to the society in which the person lives and even 
the treatment team (Atlı et al. 2009). Therefore, it is 
extremely important for clinicians to be able to 
recognize and prevent the risk of suicide in advance. 
However, reasons such as the biological, sociological 
and psychological components of suicidal behavior and 
the fact that most of those who commit suicide do not 
have a previous mental illness or treatment history cause 
limitations in preventing suicide. On the other hand, this 
limitation has led researchers to identify biological 
markers that predict suicide. 

Many studies conducted in recent years have drawn 
attention to the role of inflammatory processes (Al-
Fadhel et al. 2019, Diem et al. 2017, Gao et al. 2015, 
Özdin & Böke 2019), which are involved in the patho-
physiology of chronic diseases, including mental illness-
ses, in the etiology of suicide and argued that the bio-
logical structures involved in this study can be used to 
predict the risk of suicide attempt and even to determine 
the severity of the attempt (Jha et al. 2020, Orum et al. 
2018). It has been determined that inflammatory markers 
such as C-reactive protein (CRP), TNF-α, IL-6 are in-
creased in the cerebrospinal fluid and plasma of patients 
with suicidal behavior (O’Donovan et al. 2013, Velasco 



Neslihan Cansel, Fatma Hilal Yagin, Mustafa Akan & Bedriye Ilkay Aygul: INTERPRETABLE ESTIMATION OF SUICIDE RISK AND SEVERITY  
FROM COMPLETE BLOOD COUNT PARAMETERS WITH EXPLAINABLE ARTIFICIAL INTELLIGENCE METHODS 

Psychiatria Danubina, 2023; Vol. 35, No. 1, pp 62-72 
 
 

 63

et al. 2020), Neutrophil-Lymphocyte Ratio (NLR) is 
associated with suicidality in major depressive patients 
(Ekinci & Ekinci 2017), platelet volume and the demon-
stration of the relationship between Platelet-Lymphocyte 
Ratio (PLR) and the severity of suicidal behavior also 
supported this hypothesis (Orum et al. 2018).  

Similar support has come from studies reporting an 
imbalance between proinflammatory and anti-inflamma-
tory cytokines in postmortem brain tissue of people who 
died by suicide, compared with controls (Pandey et al. 
2018). This effect of inflammation on suicidality is 
explained by peripheral inflammatory cytokines re-
aching the central nervous system via the blood-brain 
barrier, where monoamine neurotransmission and neuro-
plasticity are impaired (Miller et al. 2013). 

Despite all this information, the prediction of suici-
dal behavior is still made with partially reliable scales, 
and these biomarkers are not used in clinical practice 
(Quinlivan et al. 2016). However, PLR, NLR, Monocyte 
Lymphocyte Ratio (MLR) are easily obtainable, inexpen-
sive and reproducible values from whole blood cell 
(CBC) counts, and analytical techniques with high reli-
ability that will facilitate the practical evaluation of these 
data can guide healthcare professionals in the prediction 
and prevention of suicide (Jones et al. 1999). 

Numerous recent studies have shown that machine 
learning (ML) algorithms can be used successfully to 
detect predictors of suicide (Belsher et al. 2019, Choi et 
al. 2018, Kessler et al. 2015, Simon et al. 2018). In 
health, machine learning includes a series of 
applications that reveal biological clues to the etiology 
of diseases by establishing relationships between huge 
data that brings together demographic and physical 
characteristics of patients, laboratory and imaging, 
genetic and EEG findings (Cabitza & Banfi 2018, 
Percin et al. 2019, Spijker et al. 2010, Yagin et al. 2021). 
On the other hand, applications of machine learning are 
limited to black box models with little interpretability, 
which is one of the most important obstacles to its 
adoption in practical application. For this reason, there 
is a need for methods that will make the outputs 
transparent and present the predictions with their 
reasons to the user and allow them to be interpreted 
more easily, and explainable artificial intelligence (xAI) 
models are capable of meeting this need (Gunning et al. 
2019, Tjoa & Guan 2020). However, there is no study 
on suicide and xAI in the literature. 

In the current study, we aimed to predict the risk and 
severity of suicide attempts using CBC values and to 
develop an explainable artificial intelligence model to 
identify the CBC candidate that may be associated with 
them. This incremental model, developed using machine 
learning models, will not only increase the accuracy of 
estimating suicide risk, but also help clinicians better 
understand the decision-making process for assessing 
suicide severity, efficiently identify individuals at risk in 
both the psychiatric and general population, and provide 
early intervention. 

SUBJECTS AND METHODS  
Participants and study protocol  

The approval for the study was obtained from the 
Inonu University Health Sciences Non-interventional 
Clinical Research Ethics Committee, Malatya, Turkey 
(2021/2098). In this retrospective study, medical data 
of 747 patients over the age of 18 who applied to the 
emergency unit due to suicide in the last 10 years were 
analyzed. The demographic characteristics of these pa-
tients, the type of suicide attempts and the data on the 
hemogram values [White Blood Cell (WBC), Red 
Blood Cell (RBC), Hemoglobin (HGB), Basophil 
(BA), Eosinophil (EO), Lymphocyte (LY), Monocyte 
(MO), Neutrophil (NEU), Mean Platelet Volume 
(MPV), Platelet (PLT), Hematocrit (HCT), C-Reactive 
Protein (CRP)] at the time of admission were analyzed 
and recorded by two psychiatrists. 203 patients who 
received immunosuppressive therapy, had acute or 
chronic inflammatory diseases (rheumatoid arthritis, 
Crohn's, systemic lupus erythematosus, chronic liver 
and kidney diseases, chronic heart diseases, anemia, 
polycythemia vera, malignancy, pneumonia, tract 
infection, gastroenteritis, etc.), had a history of recent 
surgical intervention, pregnants and were missing data 
were not included in the study. The control group, on 
the other hand, consisted of 458 healthy individuals 
without any physical or psychiatric disease who 
applied to the board of health committees to receive a 
clean bill of health between similar dates and were 
matched with the patient group in terms of age and 
gender. In addition, inspired by previous studies 
patients who committed suicide were classified as 
nonviolent suicide attempt group (NVSA) (overdose, 
poisoning, and carbon monoxide asphyxiation) and 
violent suicide attempt group (VSA) (hanging, cutting, 
drowning, other) according to the severity of the 
suicide attempt classified (Conwell et al. 1990). 

The sample size was determined by using the total 
population sampling method, taking into account the 
exclusion criteria between the specified dates. 

 

Statistical analysis 
IBM SPSS Statistics 26.0 software was used for 

analysis. Since the quantitative data did not show a 
normal distribution, the median (minimum-maximum) 
and qualitative data were summarized as frequency 
(percentage). Mann-Whitney U test and Chi-square tests 
were used where appropriate for statistical analysis. 
p<0.05 was considered statistically significant. 

 

Proposed Methodology based on Explainable 
Artificial Intelligence for Suicide Prediction 

Predicting suicide based on xAI using the dataset 
described in the previous topic is the main topic of this 
article. The xAI procedure for suicide consists of two 
main steps: (i) generating different AI models to obtain 
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the optimal model for suicide and suicide severity 
estimation, and (ii) using the SHapley Additive exPla-
nations (SHAP) approach for clinical interpretation of 
the optimal model. 

 
Data preprocessing 

Artificial intelligence (AI) algorithms make weaker 
and more biased predictions than there is a class imba-
lance problem in the dataset (for example, when there are 
50 samples in the patient group and 500 samples in the 
control group). Resampling is one of the commonly 
preferred approaches for dealing with an unbalanced 
dataset. There are generally two types of methods for this, 
namely undersampling and oversampling. In most cases, 
oversampling methods are preferred over undersampling 
methods. This is because undersampling tends to remove 
samples from the data that might carry some important 
information. The Synthetic Minority Over-sampling 
Technique (SMOTE) is an oversampling method in 
which synthetic samples are produced for the minority 
class and creates virtual training records with linear 
interpolation for the minority class. These synthetic 
training records are generated by randomly selecting one 
or more k-nearest neighbors for each sample in the 
minority class. After oversampling, the data is recon-
structed and various classification models can be applied 
to the processed data. In the data set used in this study, 
SMOTE (Chawla et al. 2002) oversampling method was 
used to balance the observations that committed suicide 
(544) and non-suicidal (458) observations. As a result of 
SMOTE, a total of 1088 data were obtained, with 544 
suicidal and 544 non-suicidal. In the group created to 
evaluate the severity of suicide, there were 62 patients 
with VSA and 482 patients with NVSA, and the data set 
after SMOTE was balanced, resulting in a total of 964 
data, 482 in each group. 

 
Training and evaluation of models  

For the suicide dataset based on blood parameters, 
two different models were made: suicidal/non-suicidal 
and VSA/NVSA. For this purpose, the balanced data 
sets were randomly divided into two as 80% training 
and 20% test set. Random Forest (RF), Logistic 
Regression (LR), Support vector machines (SVM) and 
eXtreme Gradient Boosting (XGBoost) algorithms were 
used in the modeling phase. The RF algorithm can be 
used in both classification and regression problems. In 
medicine, the RF algorithm is used for purposes such as 
identifying the correct combination of ingredients in 
drugs and identifying diseases by analyzing the patient's 
medical records. There are two stages in the RF 
algorithm, the first is to generate a RF, and the second is 
to make predictions over the RF classifier created in the 
first stage (Qi 2012). SVM is a machine learning 
method that applies the inductive principle of structural 
risk minimization in order to obtain a good level of 
generalization over a limited number of learning pat-

terns. It is a successful algorithm that is frequently used 
in classification and regression problems such as RF in 
SVM. In this algorithm, each data item is plotted as a 
point in the n-dimensional space with the value of each 
feature being the value of a particular coordinate. Then, 
classification is performed by finding the hyperplane 
that distinguishes the two classes quite well (Wang & 
Hu 2005). LR can be thought of as a regression problem 
where the dependent variable is a categorical variable. It 
is widely used in linear classification problems. Al-
though it is called regression, there is a classification 
here. The purpose of the LR Analysis is to establish a 
biologically acceptable model that can describe the 
relationship between dependent and independent vari-
ables in a way that has the best fit by using the least 
variable (Dreiseitl & Ohno-Machado 2002).  

XGBoost is a high-performance version of the Gra-
dient Boosting algorithm optimized with various mo-
difycations. The most important features of the algo-
rithm are its ability to obtain high predictive power, to 
prevent over-learning, to manage incomplete obser-
vations and to do these very quickly. The method works 
10 times faster than other popular algorithms (Chen et 
al. 2015, Ogunleye & Wang 2020). Hyperparameters are 
adjustable parameters that can allow to control the 
training process of ML models. Model performance in 
ML is highly dependent on hyperparameters. Hyper-
parameter optimization, on the other hand, is the process 
of finding the configuration of the hyperparameters of 
the relevant model to get the best performance from an 
ML model. Grid search method is a successful method 
that is frequently used in hyperparameter optimization 
of ML models. Cross validation is often used to select 
the optimal model in the method. Cross validation is a 
model validation technique that tests the predictions that 
a ML model will make on an independent data set. This 
technique increases the generalizability of the model by 
eliminating overfitting and selection bias in model 
selection. In this study, the optimal hyper-parameters of 
each model were determined by Grid Search method 
using 5 replicates and 5-fold k-fold Cross Validation. 
With the parameters determined for each ML method, 
RF, LR, SVM and XGBoost models were trained on the 
training set. Then, the performances of the created 
models were evaluated on the test set and the results 
were compared. F1 score, accuracy, specificity and 
sensitivity criteria were used to evaluate the perfor-
mance of the models. After a comprehensive evaluation 
of these performance criteria, the best performing model 
among the four models was selected. Finally, clinical 
explanations of the optimal model were created with the 
SHAP method. 

 
Explainable Artificial Intelligence and the 
Clinical Explanation of the Optimal Model 

AI methods are often referred to as "black boxes" 
because understanding why or how an algorithm 
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produces accurate predictions for a given group of 
patients can be clinically difficult. The complexity that 
comes with the success of AI applications makes it very 
difficult to explain. xAI that emerged to solve these 
problems is a conceptual name given to all of the 
methods or techniques that aim to make various AI 
applications understandable by their users (Adadi & 
Berrada 2018, Tosun et al. 2020). In this study, SHAP, 
one of the explainable artificial intelligence methods, 
was used to find important biomarkers of suicide and 
suicide attempt severity and to explain/interpret the 
optimal model. SHAP is a new way to describe various 
black-box AI models developed by Lundberg and Lee as 
a unified framework for interpreting AI predictions 
(Lundberg & Lee 2017). Compared to other methods, 
SHAP can provide simultaneous local (personal) and 
global (all data related) interpretability and has a strong 
theoretical foundation (Abdollahi & Pradhan 2021, Hall 
et al. 2019). A positive SHAP value indicates that the 
relevant variable has a positive contribution to the target 
variable (here, suicide), while a negative SHAP value 
indicates that the related variable's contribution is 
negative. These contributions are shown in decreasing 
order of importance of the variables. 

 
RESULTS  

The study included 544 patients and 458 control 
cases. The median age (min-max) of the suicide group 
was 30 years (18-81) and 29 years (19-74) in the control 
group (p=0.229). The suicide group consisted of 336 
(53.2%) female and 208 (56.1%) male patients, while 
the control group consisted of 295 females (46.8%) and 
163 (43.9%) males (p=0.388). While 290 patients who 

attempted suicide had a known history of mental illness, 
254 patients did not. 

Table 1 presents the descriptive statistics of the me-
thods used in suicide attempts. The most common pre-
ferred method for suicide was taking high-dose drugs; 
470 (86.4%). The least used method was drowning; 1 
(0.2%) (Table 1). 

 
Table 1. Methods used in suicide attempts 
Suicide method n % 
Overdose drug 470 86.4  
Cutting 10 1.8  
Hanging 11 2.0  
Gun 11 2.0  
Jumping from height 14 2.6  
Pesticide 2 0.4  
Rat poison 2 0.4  
Ingesting Corrosive 5 0.9  
Ingesting insecticide 1 0.2  
Piercing tool 6 1.1  
Self-burning 9 1.7  
Drowning 1 0.2  
Gas poisoning 2 0.4 

 
The results of the comparison of the CBC values of 

the suicide and control groups are given in Table 2. In 
the comparison between the CBC values of the patient 
and control groups, WBC, EO, LY, MO, NEU, NLR, 
MLR levels were higher in the patient group than in the 
control group (p<0.05). In the healthy group, RBC, 
HGB, PLR, and HCT levels were higher than those in 
the suicide group (p<0.05) (Table 2). 

 
Table 2. Comparison of the CBC values of the suicide and control groups 

Variables Groups - Median (Min-Max) p effect size Suicide Control 
WBC 9.4 (4.4-42) 7.55 (3.51-15.83) <0.001 2.865 
RBC 4.83 (2.9-8.42) 4.97 (3.9-7.22) <0.001 0.304 
HGB 13.9 (4.5-19.6) 14 (6.6-18.1) 0.007 0.171 
BA 0.04 (0-0.28) 0.04 (0-0.6) 0.387 - 
EO 0.1 (0-4.82) 0.11 (0-2.02) <0.001 0.228 
LY 2.47 (0.42-10.24) 2.33 (0.68-5.33) 0.007 0.170 
MO 0.7 (0.11-2.83) 0.56 (0.23-1.27) <0.001 0.704 
NEU 6.42 (0-38.42) 4.315 (1.57-11.29) <0.001 1.096 
MPV 10.1 (0.57-87.4) 10.2 (0-13.35) 0.176 - 
PLT 267 (31-748) 266 (10.9-555) 0.126 - 
NLR 2.53 (0-24.57) 1.86 (0.52-9.36) <0.001 0.663 
MLR 0.271 (0.05-2.26) 0.238 (0.09-0.87) <0.001 0.390 
PLR 106.97 (8.01-889.47) 115.63 (3.33-350) 0.001 0.208 
HCT 41.2 (4.73-70.5) 42.3 (27.1-54.1) <0.001 0.314 

Min-Max: Minimum-Maximum;   CBC: complete blood count;   WBC: Leukocyte (g/dl);   RBC: erythrocyte;    
HGB: hemoglobin (g/dl);   BA: basophil;   EO: eosinophil;   LY: lymphocyte;   MO: monocyte;   NEU: neutrophil;    
MPV: mean platelet volume;   PLT: platelet;   NLR: Neutrophil/Lymphocyte ratio;   MLR: Monocyte/Lymphocyte ratio;    
PLR: Platelet/Lymphocyte ratio;   HCT: hematocrit 
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Table 3. The relationship between violence of suicide attempt and demographic characteristics  

 Suicide method 
p effect size NVSA VSA 

Mean ± SD Mean ± SD 
Age 32.88±11.6 37.56±15.5 0.004** 0.425 
 n % n % 
Gender     <0.001* 0.265 

Female 320 66.4 16 25.8   Male 162 33.6 46 74.2 
Marital status     0.341* - 

Married 144 55.8 13 41.9 
  Single 108 41.9 17 54.8 

Divorced/widowed 6 2.3 1 3.2 
Insurance     0.543* - 

No 3 0.6 1 1.6 
  Yeşil kart# 114 23.7 17 27.4 

Social Insurance Institution 365 75.7 44 71 
History of alcohol/substance abuse     0.049* 0.092 

No 403 83.6 45 72.6   Yes  79 16.4 17 27.4 
History of psychiatric disorder     0.286* - 

No 229 47.5 25 40.3   Yes  253 52.5 37 59.7 
Preliminary-diagnosis     0.026* 0.266 

Depression 19a 10.8 3a 11.1 

  

Diagnosis was delayed 113a 64.2 13a 48.1 
Anxiety disorders 17a, b 9.7 4a, b 14.8 
Psychotic disorders 5b 2.8 5b 18.5 
Personality disorders/ addiction 15a 8.5 2a 7.4 
Bipolar disorder  3a, b 1.7 0a, b 0.0 
Mental retardation 4a, b 2.3 0a, b 0.0 
a, b Different characters in each row show a statistically significant difference (p<0.05);   SD: Standard deviation;    
* Pearson Chi-square test;   ** Independent Samples t Test;   NVSA: Nonviolent Suicide Attempt;   VSA: Violent  
Suicide Attempt;   Yeşil kart#: health card for uninsured people in Turkey 

 
Table 4. Comparison of violence of suicide attempt and CBC values 

Variables Method of suicide attempt - Median (Min-Max) p effect size NVSA VSA 
WBC 9.37 (4.4-36.32) 9.885 (6.57-42) 0.009 0.224 
RBC 4.82 (3.59-6.64) 4.95 (2.9-8.42) 0.652 - 
HGB 13.9 (4.5-18.9) 14.2 (9.2-19.6) 0.884 - 
BA 0.04 (0-0.21) 0.04 (0.01-0.28) 0.263 - 
EO 0.095 (0-3.88) 0.1 (0-4.82) 0.281 - 
LY 2.445 (0.42-10.24) 2.905 (0.67-8.36) 0.183 - 
MO 0.68 (0.11-2.26) 0.805 (0.28-2.83) 0.001 0.296 
NEU 6.365 (0-23.87) 7.96 (2.4-38.42) 0.002 0.266 
MPV 10.1 (0.57-87.4) 10.28 (8.5-14.1) 0.164 - 
PLT 269 (34-748) 235.5 (31-576) 0.024 0.194 
NLR 2.494 (0-24.57) 3.15 (0.414-20.442) 0.124 - 
MLR 0.269 (0.05-2.262) 0.32 (0.076-1.373) 0.022 0.197 
PLR 108.297 (21.779-889.474) 98.679 (8.014-432.836) 0.049 0.169 
HCT 40.9 (4.73-55.4) 42.15 (26-70.5) 0.114 - 
CRP 0.3 (0.01-36.4) 0.33 (0.01-36.1) 0.001 0.318 

Min-Max: Minimum-Maximum;   NVSA: Nonviolent Suicide Attempt;   VSA: Violent Suicide Attempt;   CBC: complete 
blood count;   WBC: Leukocyte (g/dl);   RBC: erythrocyte;   HGB: hemoglobin (g/dl);   BA: basophil;   EO: eosinophil;    
LY: lymphocyte;   MO: monocyte;   NEU: neutrophil;   MPV: mean platelet volume;   PLT: platelet;   NLR: Neutrophil/ Lympho-
cyte ratio;   MLR: Monocyte/Lymphocyte ratio;   PLR: Platelet/Lymphocyte ratio;   HCT: hematocrit;   CRP: C-reactive protein 
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The relationship between demographic variables 
and violence of suicide attempt is shown in Table 3. At 
the initial psychiatric evaluation, of the patients who 
attempted non-violent suicide, 113 did not have a 
specified diagnosis. 5 patients were diagnosed with 
psychosis and 17 patients with anxiety disorder. Being 
male (p<0.001) and older age (p=0.004) increased the 
rates of VSA. The rate of attempting violent suicide 
was higher in those with a history of alcohol-substance 
addiction than in those without alcohol-substance 
addiction (p=0.049) (Table 3). 

Comparison between violence of suicide attempt 
and CBC values are given in Table 4. In the com-
parison between the CBC values of the VSA and NVSA 
groups: while WBC, MO, NEU, MLR, CRP levels of 
the VSA group were higher than the NVSA group 
(p<0.05), PLT and PLR levels were lower (p<0.05) 
(Table 4). 

The estimation results of the models for the suicide 
and control groups are summarized in the confusion 
matrix in Table 5 (a), and the prediction results of the 
models for the VSA and NVSA groups are summarized 
in the confusion matrix in Table 5 (b). When the 
confusion matrices of the suicide and control groups in 
Figure 1(a) are examined, it was seen that the LR 
model correctly classified 171 of 218 patients, the RF 
model 165 of 218 patients, the SVM model 169 of 218 
patients, and the XGBoost model correctly classified 
181 of 218 patients. When the confusion matrices are 
examined for the estimation of the severity of the 
suicide attempt, the LR model was able to correctly 
classify 127 of 193 patients, the RF model 180 of 193 
patients, the SVM model 181 of 193 patients, and the 
XGBoost model 182 of 193 patients (Table 5). 

In Table 6; Accuracy, specificity, sensitivity and 
F1-score values of four models developed for suicide/ 
control groups and violent/non-violent suicide attempt 
groups are given. When the performance criteria of the 
models created for suicide prediction are examined, 
XGBoost was the best performing model with 0.83 
(0.78-0.88) Accuracy, 0.804 (0.752-0.857) F1-Score, 
0.776 (0.68-0.854) Sensitivity and 0.875 (0.802-0.928) 
Specificity values. When the performance criteria of  

Table 5. Confusion matrices of established models 
Prediction Reference 
Confusion matrices of established models for the 
suicide and control groups 

Suicide Control Sum 
LR    

Suicide 71 20 91 
Control 27 100 127 
Sum 98 120 218 

RF    
Suicide 72 19 91 
Control 34 93 127 
Sum 106 112 218 

SVM    
Suicide 71 20 91 
Control 29 98 127 
Sum 100 118 218 

XGBoost    
Suicide 76 15 91 
Control 22 105 127 
Sum 98 120 218 

Confusion matrices of established models for violent 
and nonviolent suicide attempting groups 

VSA NVSA Sum 
LR    

VSA 69 22 91 
NVSA 44 58 102 
Sum 113 80 193 

RF    
VSA 82 9 91 
NVSA 4 98 102 
Sum 86 107 193 

SVM    
VSA 88 3 91 
NVSA 9 93 102 
Sum 97 96 193 

XGBoost    
VSA 80 9 89 
NVSA 2 102 104 
Sum 82 111 193 
NVSA: Nonviolent Suicide Attempt;   VSA: Violent 
Suicide Attempt 

 
Table 6. Performance criteria of models created for suicide/control groups and violent/nonviolent suicide attempting 
groups 
Metric LR RF SVM XGBoost 
Suicide and Control Groups 

Accuracy 0.784 (0.73-0.839) 0.757 (0.7-0.814) 0.775 (0.72-0.831) 0.83 (0.78-0.88) 
F1-Score 0.751 (0.694-0.809) 0.731 (0.672-0.79) 0.743 (0.685-0.801) 0.804 (0.752-0.857) 
Sensitivity 0.724 (0.625-0.81) 0.679 (0.582-0.767) 0.71 (0.611-0.796) 0.776 (0.68-0.854) 
Specificity 0.833 (0.754-0.895) 0.83 (0.748-0.895) 0.831 (0.75-0.893) 0.875 (0.802-0.928) 

Violent and Nonviolent Suicide Attempting Groups 
Accuracy 0.658 (0.591-0.725) 0.933 (0.897-0.968) 0.938 (0.904-0.972) 0.943 (0.91-0.976) 
F1-Score 0.676 (0.61-0.742) 0.927 (0.89-0.963) 0.936 (0.902-0.971) 0.936 (0.901-0.97) 
Sensitivity 0.611 (0.514-0.701) 0.953 (0.885-0.987) 0.907 (0.831-0.957) 0.976 (0.915-0.997) 
Specificity 0.725 (0.614-0.819) 0.916  (0.846-0.961) 0.969 (0.911-0.994) 0.919 (0.852-0.962) 
LR: Logistic Regression;   RF: Random Forest;   SVM: Support vector machines;   XGBoost: eXtreme Gradient Boosting 
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a) b) 

 
c) d) 

Figure 1. (a): Interpretation of the XGBoost model for suicide/control groups. Ranking of importance of risk factors for 
blood parameters for predicting suicide by transparency and interpretation using the optimal model. (b): The order of 
importance of risk factors relative to the mean (|SHAP value|); the dots on the graph were colored according to the 
normalized values of the patient's blood value levels. The blood value decreases as it gets closer to blue, and increases 
as it gets closer to pink. The higher the SHAP value of a trait, the more likely the patient is to commit suicide. (c): 
Interpretation of the XGBoost model for VSA/NVSA groups. Ranking of importance of risk factors for blood 
parameters for estimation of severity of suicide attempt by transparency and interpretation using the optimal model. (d): 
The order of importance of risk factors relative to the mean (|SHAP value|); the higher the SHAP value of a trait is 
given, the more likely the patient is to attempt violent suicide 

 
the models created for suicide severity are examined, 
XGBoost has been the model with the best performance 
with 0.943 (0.91-0.976) Accuracy, 0.936 (0.901-0.97) 
F1-Score, 0.976 (0.915-0.997) Sensitivity and 0.919 
(0.852-0.962) Specificity values (Table 6). 

Figures 1 (a) and (b) show the positive or negative 
contributions of biomarker candidate values for suicide 
to the prediction of the optimal model (XGBoost). When 
Figure 1 (b) is examined; NEU, HCT, PLR, WBC, age, 
and PLT were found to be the six most important blood 
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parameters contributing to determine the suicide risk. In 
Figure 1 (a), it can be said that lower NEU, WBC, age, 
MO, NLR and MLR levels as well as higher HCT, PLR, 
PLT, HGB, RBC, EO, MPV and BA levels have positive 
contributions to the prediction performance of the 
XGBoost model established for suicide risk. When 
Figure 1 (c) and (d) are examined, it is seen that PLT, 
BA, MO are the three most important blood parameters 
contributing to the target variable (violence of suicide 
attempt). In addition, lower levels of PLT, BA, PLR, and 
RBC, and higher levels of MO, age, EO, HCT, LY, 
MLR, NEU, NLR, WBC, and HGB have positive 
contributions to the prediction of the patient's model to 
predict violent suicide (Figure 1).  

 
DISCUSSION 

This study has two innovative sides. First, the cur-
rent study is the first to use ML based on CBC values 
to distinguish both the risk of suicide and the severity 
of suicidal behavior. Second, CBC values that predict 
suicide risk and severity of suicidal behavior are pre-
sented for the first time with a methodology combining 
ML and xAI. The results show that this approach 
combining ML and xAI can assist clinicians in 
identifying individuals at risk. 

In the first phase of our study, a large suicide po-
pulation was compared with a sex-age-matched control 
group using 4 different ML methods. The primary aim 
was to detect suicide with the most accurate outcome. 
For this purpose, in addition to RF, LR, SVM, which 
are well-known ML methods, the XGBoost method, 
which gives very successful results, was also used. The 
grid search method for hyper parameter optimization 
was used to improve the performance of ML models. 
Among the four ML models, the model that performed 
the best in the test set was selected to investigate the 
explainability of the model, and SHAP which was the 
xAI method was used to interpret the outputs of this 
model. In this way, in addition to obtaining the im-
portance of CBC values, it was also possible to deter-
mine which levels of these values (low, high) were 
more closely related to suicide. This is an important 
result and may help clinicians determine which CBC 
values should be considered first in patients who come 
to the clinic with a suicide attempt. In the second stage 
of the study, the cases that committed suicide were 
divided into two groups as VSA and NVSA. Methods 
in the first stage were used to determine the severity of 
the suicide attempt. 

Although there are many studies showings that 
hemogram parameters can be used to determine suicide 
risk, the number of studies this evaluation with ML is 
very limited. Arı et al., with the method they developed 
in their study, estimated the suicide risk in adolescents 
with an accuracy of 93.5% using hemogram parameters 
(Arı et al. 2020). However, only the performance of the 
ML model was examined in the study, and biomarkers 

that could be effective for suicide were not examined. In 
the current study, in addition to the estimation of suicide 
risk and severity of adult individuals, biomarkers based 
on hemogram were investigated. 

As a result of the study, we found that XGBoost 
model was the best performing model to predict suicide 
risk and suicide attempt severity among the four ML 
methods applied to CBC data. While the XGBoost 
model distinguished suicidal individuals from healthy 
individuals with an accuracy of 0.83 (0.78-0.88), it was 
able to distinguish between violent and nonviolent 
groups with an accuracy of 0.943 (0.91-0.976). 

The relationship between suicide attempt and in-
flammatory response was also investigated in this study; 
In patients who attempted suicide, the inflammatory 
response was increased and the levels of WBC, EO, 
LY, MO, NEU and MLR, including NLR, were found 
to be high. These results supported studies that argued 
that circulating inflammatory marker levels were 
higher in suicidal individuals as an indicator of the 
activation of the immune system and that suicide 
should now be considered as a pro-inflammatory state 
(Black & Miller 2015, Russell et al. 2021). As a matter 
of fact, in these studies, it was shown that neutrophils, 
monocytes, cells that initiate acute inflammation, and 
lymphocyte activation, which are protective regulators 
of the immune system, are associated with a series of 
psychiatric diseases, including suicide, by causing 
activation of pro inflammatory cytokines and increased 
serum levels (which affect the related areas negatively 
by passing on to the CNS) (Puangsri & Ninla-Aesong 
2021). In addition, the researchers stated that all these 
parameters can be used to predict and manage 
individuals at risk. Ekinci et al. showed that NLR may 
be a marker for suicidality in patients with major de-
pression (Ekinci & Ekinci 2017). Ucuz et al. found 
that almost all hemogram parameters showing inflam-
mation in patients who committed suicide were signifi-
cantly higher than those who did not commit suicide 
(Ucuz &Tetik 2020). Another recent study Keaton SA 
et al. also found that increased WBC values were 
associated with suicide in patients with depression 
(Keaton et al. 2019). While Endres et al. showed that 
suicidality (thoughts and behavior) in depressed 
patients was associated with increased white blood cell 
count (Endres et al. 2016). Batty et al. reported that 
higher levels of white blood cell counts were a prelude 
to later suicide (Batty et al. 2018). The researchers 
further demonstrated that there is a bidirectional 
relationship between suicide and inflammation, that 
suicidal thoughts and its provoking factors activate 
biological systems, including the inflammatory res-
ponse, and/or inflammation by creating a behavioral 
pattern that includes symptoms of depression such as a 
lack of pleasure, hopelessness, and fatigue etc. that can 
lead to illness depression and trigger suicidal thoughts 
(O'Donovan et al. 2013). In the present study, how-
ever, since diseases that may affect the inflammatory 
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response were excluded, the results obtained provided 
new evidence for the view that suicide attempt in-
creases inflammation.  

An important aspect of this study was that it 
presented a model that evaluated a large number of 
variables that could be used in the estimation of suicide 
risk and severity, and their predictive power. While 
current studies investigating CBC biomarkers of suicide 
try to determine only the high or low level of CBC for 
suicide, thanks to the model we created in this study, we 
had the chance to list the most important CBC values. In 
addition, we found that high or low levels of the most 
significant CBC values together may more accurately 
predict suicide. Accordingly, we proved that low NEU, 
WBC, MO, NLR, MLR levels and high HCT, PLR, 
PLT, HGB, RBC, EO, MPV, BA levels and being young 
increase the accuracy of suicidal risk estimation.  

On the other hand, our results could not fully 
support studies showing a relationship between the 
violence of suicide attempt and higher NEU, MPV, 
NLR, PLR, and lower LY (Aguglia et al. 2021, Orum 
et al. 2018). In our study, WBC, MO, NEU, MLR, CRP 
levels were higher in those who showed violent suicidal 
attempted than those in the nonviolent suicidal behavior 
group. Contrary to expectations, PLT and PLR levels 
were lower and NLR and LY levels did not have any 
effect. The CRP level of the VSA group was high, and 
this result supported the study of Kumar et al., which 
showed that CRP could be used to detect suicide in 
patients with depression (Kumar et al. 2021). The 
developed model determined the three most important 
values for the severity of the suicide attempt as PLT, 
BA, and MO. In addition, lower values of PLT, BA, 
PLR and RBC levels and higher values of MO, EO, 
HCT, LY, MLR, NEU, NLR, WBC, HGB levels and 
older age of the patient have positive contributions to 
the performance of the model created to predict violent 
suicide. It was thought that this difference between 
studies might be related to many factors, including the 
time of blood collection, the method of collection, the 
laboratory method applied, and the types of suicide 
attempts. For example, in our study, the blood of the 
patients was taken within the first hour of their 
admission to the emergency room, whereas in the 
Orum et al study (Orum et al. 2018), the blood was 
taken after 8 hours of fasting and in the morning hours, 
and this may have been the reason for the difference. 
Nevertheless, this result was important in demon-
strating the need for studies to be conducted in larger 
patient populations and within predetermined stan-
dards in order to develop a firm judgment. 

This study has some methodological limitations. 
First, the data were obtained from electronic health 
records, the quality of which may limit results. Second, 
the retrospective nature of the study precludes esta-
blishing a definitive causality between suicide and 
hemogram values. Therefore, prospective studies are 
required to confirm causality. Third, parameters that 

could affect hemogram values such as body mass 
index (BMI), type of medicine could not be evaluated 
and patients with a diagnosis of psychiatric illness 
were not excluded, as these could be associated with 
inflammatory processes. Despite all these limitations, 
this study is the first study based on xAI that evaluates 
hemogram values for suicide and suicide attempt 
severity and will serve as a basic reference in the 
country. An age- and sex-matched control group from 
the healthy population strengthened our assessment. In 
general, the sample size was sufficient and consisted of 
data selected from both tertiary and secondary health 
centers, which increased the generalizability of the 
results of this study. 

 
CONCLUSION 

As a result, CBC values can be used as a biomarker 
to determine suicide risk and severity. XGBoost from 
ML methods obtains strong predictions for suicide. 
ML and xAI, their applications may be useful in future 
therapeutic targets in suicide detection and prevention 
and in personalized medicine choices. 
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