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Summary: The goal of today's information operations is to 
overthrow reality, i.e. to establish an imposed perception 
and understanding that lead to the same thinking, which will 
ultimately cause the desired action. Therefore, the mass 
media no longer transmit only interpretations of past events 
or model a narrative, but also teach the target audience 
how to think correctly, thus producing a behavioral outcome 
of a political and social character. Consequently with the 
political-security evolution, communication has become a 
means of a new hybrid war where the goal is cognitive su-
periority as the ultimate tool of subjugation and rule. This 
paper deals with the theory and research of the term infor-
mation operations and cognitive superiority in Bosnia and 
Herzegovina through a sociological field survey of residents 
with the aim of inductively determining the level of 
knowledge and awareness of the public about them. 
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 Introduction  

Various authors write that there have been many developments in 

smaller intellectual centers around the world for the potential develop-

ment of cyber control of basic thought processes  for large segments of 

the world's general population. Authors like Kelly point out that the 

central axis of our time is endless accelerated change. The sum of hu-

man knowledge is accelerating exponentially as its access and infra-

structure change, point out Hartley and Jobson.   

„We use the word 'noosphere' to refer to the total information available 

to humans. The word 'technium' on the other hand refers to referring to 

technology as a whole system. The accelerated change in technium is 

obvious. New technologies emerge before we have mastered the old 

ones. Dangerous exploitation is simpler due to more and more enabled 

machines and the reduction of barriers between expert knowledge and 

end users. We are even witnessing the emergence of new forms of cog-

nitive. We have made progress in understanding and increasing human 

cognition. We must now add up the impact of artificial intelligence 

(AI) and cognitive objects, processes and environments“ (Hartley and 

Jobson, 2021).  

Since the Treaty of Westphalia in 1648. the Westphalian Order defined 

nation-states as the main units of the geopolitical system. In practical 

terms, this meant that discussions about warfare and major conflicts 

began at the national level (McFate, 2019).  But in today's combat en-

vironment, entry level starts with the individual. In the opinion of the 

profession, the rapid rise of information as power also brings an urgent 

imperative for cognitive superiority.  

Back in 1996. Manuel Castells, a distinguished sociologist, made a 

bold prediction in which he claimed that the Internet's integration of 

print, radio, and audiovisual modalities into a single system would 

have an impact on society equal to the establishment of the alphabet 

(DiMagio, 2001, 309). And indeed the rise of social networks has 

changed the nature of communication more than the advent of satellite 

television, twenty-four hour news and all modern television news pro-

gramming combined. The symbiosis of individual connectivity and 

real-time mass broadcasting has seen virality regularly trump truth in 

the ultimate competition for attention.  
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The result is the emergence and enthronement of numerous psycholog-

ical, or algorithmic manipulations, in the cognitive sphere of the human 

organism through a virtual program that seems to never stop. In this 

context, Singer and Emerson ingeniously observe: “if you're online, 

your attention is like a piece of contested territory, around which con-

flicts are being waged that you may or may not realize are going on 

around you. Everything you watch, like or share represents a tiny ripple 

on the information battlefield, privileging one side at the expense of 

others. Your online attention and actions are therefore both targets and 

ammunition in an endless series of skirmishes. Whether you are inter-

ested in the conflict or not, they have an interest in you.” (Singer and 

Emerson, 2018, 22-23). Social networks have become massive infor-

mation honeypots ("honeypot" - an intelligence term referring, most 

often, to a female lure that is irresistible to opposing agents). 

The vast digital space forms its own ecosystem of billions of people, 

where the physical and virtual merge into one, which then produces 

proportional consequences on the cognitive, physical, and legal aspects 

of an individual's life. What was once television in terms of the primary 

source of information and shaping public opinion, is now the 

Smartphone. The difference in the destructiveness of the impact is the 

same as comparing stick dynamite and a nuclear bomb. It is simply 

another dimension of influence, the evolution and emergence of a new 

agresive type of information that has no empathy whatsoever for the 

former, information that in this paper we call invasive.  

Cognitive superiority  

Information has become a commodity. The struggle over the control of 

information and knowledge is great (Aspesi & Brand 2020). Infor-

mation warfare is a generic term. It is part of both conventional warfare 

and non-conventional conflicts (Hartley, 2018). It is also an independ-

ent operation (Kello, 2017). Because humans are the ultimate target, 

all information (including that stored in the human brain and our learn-

ing) is at risk, and modes of engagement include the Internet and other 

technologies such as television and non-technological modalities such 

as non-verbal communication. Every aspect of our complex humanity 

is measurable and can be targeted. There is a hierarchy of goals that 

extends from our plume and trace on a chemical level, through our psy-

cho-social needs and drives through our irrational aspects to our edu-

cated expanded state, point out Hartley and Jobson.   
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 In his book The Virtual Weapon, Lucas Kello points out: "This, then, 

is the main transformational feature of the security of our time: Infor-

mation has become a weapon in the purest sense" (Kello, 2017). 

The conflict matrix of our age of accelerated paradigmatic change, in-

cluding new forms of cognition, requires polythetic, multipurpose 

strategies, talent from new and transdisciplinary knowledge communi-

ties, and minds that are ready to meet the unexpected. Advances in the 

science of influence can use captology (computer-assisted persuasion) 

and narratology on time scales ranging from regular news releases to 

shi, according to Kello. Ajit Maan claims that the narrative war is not 

the same as the information war, but that it is a war over the meaning 

of information (Maan, 2018). Narratives describe the meaning of facts. 

Narratives have always been central to persuasion whose tools of per-

suasion are manifold and powerful. Narrative warfare consists of a co-

herent strategy that uses genuine and fake news as tactics. The currency 

of narrative is not truth, it is meaning, like poetry (Maan, 2018). 

The idea is to create a story that leads to the desired conclusion. The 

story doesn't have to be true, but it has to resonate with the audience. 

It is effective because it bypasses critical thinking and shapes the iden-

tity of the audience, and thus their beliefs and actions. (Martin & 

Marks, 2019).  Cognitive science has shown that countering lies by 

repeating the word 'no' (or some other negative) actually has the oppo-

site effect. This reinforces the false statement in the audience's mind 

(Maan, 2018). In order to counter false or mainstream opinion, we need 

to understand the assumptions, prejudices of audiences, social mem-

bership and identity as they are currently constructed. It is often best to 

avoid a direct counternarrative and instead use a larger metanarrative 

to reframe or encompass the opposition. In general, it is important to 

actively involve the listener. Offer a bigger, better, stronger, smarter 

alternative way of understanding, identifying, acting, Maan points out. 

„If the persuader is seen as an authority, as them or 'not one of us' by 

the persuadee, it can be helpful to begin with a gentle self-denounce to 

ensure you are on the same level with the audience as a step towards 

common ground“ (Berger, 2020). ). 

These conflicts connect enormous rifts along time and the most diffi-

cult dimensions from the nanosecond before an electron arrives in a 

swift war to the psychological seconds before we begin to behave phys-

ically, and all through the dynamics of the so-called killing chain, up 
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to shi, the oriental diacrinic strategy of the present that creates an im-

pact in the future that can be measured in decades or centuries (Brose, 

2020.). 

The US Department of Defense currently lists five domains of military 

conflict: land, sea, air, space, and cyberspace (Chairman of the Joint 

Chiefs of Staff, 2017). But the sixth domain, cognitive, de facto exists 

but is only now beginning to be recognized. „When the cyber domain 

is reviewed and analyzed, it is quickly concluded that it is a big but not 

final step towards greater power, power over cognitive superiority. 

This cognitive domain includes complementarity which is part of each 

domain individually but also a separate whole in the making (which is 

not just the sum of the other parts) which makes up the sixth domain 

of warfare. It refers to new forms of cognition of the never-ending ex-

ponential growth of the sum of human knowledge, new communities 

of knowledge and informational approaches, simultaneously shaping 

trust, social memberships, meanings, identity and power“ (Hartley and 

Jobson, 2021.) 

Kinetic superiority is no longer a sure guarantee. Now with multiple 

different weapons and methods hidden behind multiple layers and their 

"residence and name," we must have cognitive superiority (Ibid.). Peo-

ple's goals and assumptions, their differences and perceptions and mis-

perceptions about them are part of the cognitive domain. Samuel Vis-

ner said that the battlefield of influence in cyberspace is an instrument 

of national power, adding that we look at cyberspace in many ways as 

we look at maritime property, where some countries claim parts of the 

sea as their territorial waters. If the goal is cognitive superiority, it is 

critical to understand the adversary's cognitive domain from the global 

view to the tactical level, Visner believes. 

The battlefield for cognitive superiority includes complex adaptive 

systems and systems of systems (SoS), with intelligent nodes, links, 

signals and boundaries, digital, hybrid and human. Visner's vision of 

cyber security includes safeguarding information, information systems 

and information technology and infrastructure, and achieving results in 

cyberspace that you want (not what someone else is trying to impose 

on you), i.e. safeguarding a part of sovereign space - cyberspace (Vis-

ner, 2018). 
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 In an interview with CNBC during the conference in Davos 2020, the 

CEO of Palantir said that within five years, the country that has supe-

rior military artificial intelligence will determine the rules of the future 

(Karp, 2020). 

Cognitive superiority is a relative attribute - sustained better thinking, 

faster learning and superior access to information than opponents. For-

tunately, this does not require us to be individually smarter than each 

of our opponents, but requires us to be collectively smarter, according 

to Hartley and Jobson.  

According to them, the bases of cognitive superiority are:  

- a vision and grand strategy for an ever-increasing arc of cogni-

tive conflict (with a commitment to cognitive superiority at the 

level of the former National Manhattan Project), including mili-

tary artificial intelligence/machine learning – quantum superior-

ity;  

- talent, the best and brightest;  

- lifelong learning and developing minds to be ready for the unex-

pected;  

- favored access to the border of science and technology (Eratos-

thenes' affiliation);  

- personalized systems of adaptive learning for adults, which use 

digital and traditional pedagogy with superior access to infor-

mation;  

- the superiority of the fascination of influence as part of new 

knowledge about the vulnerability and potential of man; - cyber 

security with resilience (defensive and offensive);  

- knowledge of people, objects, processes and the environment in 

order to deal with new forms of knowledge that appear (Cf. Hart-

ley and Jobson, 2021, 23). 

The media has created an environment that encourages individual at-

tacks on other individuals. Furthermore, there are traditional corporate 

activities that seek to advance their goals through influential opera-

tions. Moreover, our networked system creates cognitive demands that 
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most users are not equipped to handle. When the computer was repre-

sented by large machines, tended by assistants in white lab coats, users 

could certainly remain ignorant of the requirements of the technology. 

Now, every personal computer, smartphone, smart TV or other device 

requires configuration and care by the owner, who is not equipped with 

a white lab coat or the knowledge and experience to meet their require-

ments (Rothrock, 2018). Together, these actors create an environment 

of constant conflict. 

According to Rothrock, 76% of respondents to a study reported that 

their computers were compromised in 2016, while the figures for 2015 

were 71% and 62% for 2014 (Rothrock, 2018). This means that any 

system should expect to be compromised – successfully attacked, de-

spite having good defenses, Rothrock concludes. He adds that we need 

to defend several different layers and develop resilience in order to re-

cover and recupered from a successful attack. Resilience is "the capac-

ity of a system, business, or person to maintain its core purpose and 

integrity in the face of dramatically changed circumstances" 

(Rothrock, 2018). 

The rise of artificial intelligence and machine learning, ubiquitous sur-

veillance, big data analytics and the Internet has advanced academic 

research into what we call influence, or how that influence can be con-

verted into effective behavior change. The emergence of mass Internet 

connectivity is a forecast that brings countless benefits. While these 

benefits are evident, the increase in the areas of vulnerability to cyber 

attacks is numerous. Barriers to entry into cognitive warfare are greatly 

reduced, including in the cyber and biological warfare domains. Quan-

tum computing is leading to incredible scientific progress, but stolen 

encrypted data that currently has little value will have great value in 

the future due to the possibility of retroactive decryption. According to 

Jeremy Kahn, artificial intelligence "will be the most important tech-

nological development in human history" (Kahn, 2020). 

Kai-Fu Lee describes his view of machine learning and artificial intel-

ligence in his book AI Super-Powers. Quantum computing, communi-

cation and senses are in their embryonic stages here. As they mature, 

we can expect major disruptions in digital security. Current security 

processes are expected to be easily defeated by decryption. Encrypted 

files and communications stolen today will be decrypted (retrograde 

decryption) in the future, Lee claims. The full extent of its coming im-

pact is still unknown. 
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 „All of this fits and blends with the new science of persuasion. The 

conflict is more complex, multi-domain, trans-domain, polythetic, 

multi-order, more rapidly adapting and more patient than any previous 

conflict in history. We face opponents who join the fight without re-

strictions and without rules. The exponential increase in the sum of hu-

man knowledge and its application in technology led to the appearance 

of complex adaptive systems that we call cognition. For example, we 

are now discussing cognition in machines, where its quality is the topic 

of conversation, not its existence“ (Hartley and Jobson, 2021, 10)! 

The science of influence/persuasion is continuously being transformed 

armed with new methods and metrics of sensing and experimenting 

and targeting the human hybrid cognitive. Using these methods along 

with addictive technology, persuasion is increasingly important to 

achieve power for statecraft, computer propaganda, marketing, lobby-

ing, public relations, and narrative and memetic warfare using "social 

media slogans, images, and videos" (Donovan, 2019).  

Persuasion (influence) is ubiquitous in all circumstances of human en-

deavour. It differs in combinatorial complexity, can be visible or hid-

den, and is constructed for immediate use and delivered urgently or 

with patience for the long game. Overlapping waveforms of influence 

come on all timescales from the immediate to the long game and can 

be wrapped in different packages, truth, deception, perfidy, coinci-

dence with shi opportunity discernment. Shi is deception that involves 

influencing the present as part of a larger or grand strategy to influence 

the future at an opportune time, often for a long-term zero-sum game 

(Pillsbury, 2015). 

In an age of mass and personalized surveillance, digital social networks 

can be personalized and "optimized for engagement," using "flashy" 

news, channeling attention to messages of affirmation and belonging, 

and messages of rage toward preconceived enemies, for affiliative or 

dissociative ends. Armed with conditional probabilities (powered by 

machine learning), AI suggestion engines are powerful persuaders 

(Polson & Scott, 2018). It doesn't take an authoritarian state to turn a 

neutral network to evil intent. Anyone can build and train it, using free, 

publicly available tools. The explosion of interest in these systems has 

led to thousands of new applications. Some can be described as helpful, 

others as strange, while some can rightly be described as terrifying, 

according to Singer and Brooking. Just as they can study recorded 

speech to infer the components of speech - pitch, rhythm, intonation - 



 

49 
 

R
o
b
e
rt

 K
o
lo

b
a
ra

: 
In

fo
rm

a
ti

o
n

 O
p

e
ra

ti
o

n
s
…
…
. 

and learn to imitate the speaker's speech almost perfectly. Moreover, 

the network can use its voice mastery to approximate words and 

phrases it has never heard. With a minute-long audio recording, these 

systems could be a good approximation of a person's speech patterns. 

With a few hours, they are essentially perfect (Singer & Brooking, 

2018). The largest digital platforms can gather and devote attention on 

a global scale. Recent advances in combinatorial persuasion, armed 

with artificial intelligence, augmented with personal and group met-

rics, can make many individuals and masses more inclined to follow 

through on suggestions. The determined can become obedient. Tech-

nology can speed up the decision-making process and thus change the 

probability (Ibid.). 

A fundamental human bias is our default truth or initial assumption of 

truth. We also have the opposite "open alertness" or reactance that we 

must overcome in order to move away from our initial opinion or be 

convinced (Gladwell, 2019.). Fake news is both a product of infor-

mation conflict and a tool in information conflict. We can define them 

as fictional information that mimics news media content in form but 

not in organizational process or intent. Social media has facilitated the 

spread of fake news, and the appeal of conspiracy theories has fueled 

the fire for even greater penetration. Guadagno and Guttieri state that 

motivated belief (confirmation bias), emotional contagion, and delu-

sions support acceptance of fake news. (Guadagno & Guttieri, 2019). 

Since people are used to receiving information from the media, they 

tend to adopt it uncritically (including fake news). Where there is con-

flicting information, people prefer that information that confirms their 

existing attitudes and beliefs, they are more inclined to "open" and 

adopt such news and give primacy to it at the expense of those with 

which they disagree. 

In the book Weaponized Lies, Levitin claims that: "We have three 

ways to absorb information: We can discover it ourselves, we can ab-

sorb it implicitly, or it can be explicitly told to us" (Levitin, 2016). We 

have a limited reality, our discovery of new knowledge is limited by 

our own preconceptions. For example, when children play computer 

games, they follow the rules of the game, whether the rules are a valid 

representation of reality or not. The more realistic the game seems, the 

more likely we are to absorb lessons that we will then apply in reality. 

This means we are vulnerable to someone creating rules to suit their 
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 intentions and desires. The same applies to books that often depict hu-

man stereotypes and we tend to adopt these stereotypes in our thinking 

process. When we are told something explicitly, we have the oppor-

tunity to believe it or not. But the supposed authority of the source can 

influence our decision. Fake news creators can sway our choices by 

imitating or discrediting authoritative sources, concludes Levitin.  

Lies have been a part of human culture for as long as records have been 

kept. They are attacks on the noosphere (total information available to 

humanity). However, our current (seeming) insistence on euphemisms, 

such as counter-knowledge, half-truths, extreme views, alternative 

truths, conspiracy theories and fake news in place of the word "lies" 

and the disruption of our education system, with respect for individual 

critical opinions, has lowered the bar for lies that can now be weapon-

ized (Cf. Levitin, 2016). Such ammunition consists of stories, words, 

memes, numbers, pictures and statistics. Featured topics include deep-

fakes (deepfake - a video of a person in which their face or body has 

been digitally altered to look like someone else, usually used mali-

ciously or to spread false information, news, images, sounds), associa-

tive decoding (inserting false memories), meaning platforms , serenics, 

knowledge of the dynamics of the spread of information versus the 

spread of behavior or the spread of violence, in traditional and digital 

systems (Centola, 2018). Armed lies deliberately undermine our ability 

to make good decisions. 

The scale and frequency is indicated by the estimate that more than half 

of web traffic and a third of Twitter users are bots (Woolley & Howard, 

2019). "Twitter falsehoods spread faster than the truth" (Temming, 

2018). This danger led to the World Economic Forum in 2014 identi-

fying the rapid spread of disinformation as one of the 10 dangers to 

society (Woolley & Howard, 2019). 

Schweitzer says that the motive of the Universe is connection and 

claims that this is so on the quantum level, physics, chemistry, biology, 

sociology and in our traditional and digital networks. As part of this 

motive, battles of conflicting ideas have always taken place along the 

human scale from dyadic relationships to the highest levels of national, 

international politics and statecraft. The ascending recasting of infor-

mation as power neither negates the wisdom of Sun-Tsu nor the strat-

egy of von Clausewitz. But what it does is transform them into a com-

plex matrix where the only restrictions are the laws of physics, access 

to information and the limits of the cognitive, concludes Schweitzer.  
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"No, sir, it's not a revolt, it's a revolution," was the answer of the Duke 

of Rochefoucauld to Louis XVI after the storming of the Bastille (Wal-

ton, 2016). „What we are experiencing is an information revolution, 

not a revolt. The distinction is that change, paradigmatic, transforma-

tive and accelerating, is taking place worldwide. Just as events in his-

tory must be understood in the matrix (conditions) of their era, today's 

information conflicts must be understood in today's matrix. Our matrix 

is one of accelerated change within our surrounding complex adaptive 

systems and accelerated change in the very nature of man as a biolog-

ical, psychological, sociological, technological and informational be-

ing in the making. The revolution is in the technium (technology as a 

whole system), in the noosphere (the totality of information available 

to humanity), in man and in our knowledge of man, including our as-

pects of predictability and systemic irrationality“ (Ariely, 2009). 

The recent past has shown us fundamentally important changes. Scien-

tific achievements with the help of experimentation and big data anal-

ysis have converted persuasion from the position of art to a combina-

tion of art and science. Computer technology has yielded increased 

processing speed and capacity, increased both local and remote 

memory, and increasingly powerful software applications. Total com-

puting power is increasing by a factor of ten every year (Seabrook, 

2019). The Internet has connected the world, and artificial intelligence 

and machine learning have begun the process of restructuring many 

processes of civilization. Together, these changes make surveillance 

and control technologies ubiquitous. 

From all these changes invasive information was born that helps: 

1. States in the control and supervision of their citizens, the im-

plementation of military-security-police operations, campaigns 

and activities; 

2. Which controls the axis and landmark of economic behavior, 

marketing and production; 

3. And finally, political entities that, with the help of invasive 

information, create their election campaigns, influence cam-

paigns and implement all kinds of reforms within society, the 

state and organizations, whether national or international. 

What is invasive information and how do we define it? Invasive infor-

mation is a term that refers to the sum of ubiquitous surveillance and 
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 control information collected, which includes public and private sur-

veillance cameras (movement and contacts), monitoring of overall 

online behavior and activities (socializing, shopping and interests), 

monitoring (audio and visual) in real time and space via smart mobile 

devices, satellites and drones and any other collected information re-

sulting from the mentioned measures and actions. The very idea that 

you are today, willingly or unwillingly, under twenty-four-hour sur-

veillance indicates the fact that someone or something knows every-

thing about you, your basic characteristics, what you like and what you 

don't like, who you hang out with, where and when you move and live 

, where, what and how you buy, what are your political, religious, nu-

tritional, technological, sexual, social, health, entertainment, sports and 

any other tendencies, weaknesses, potentials, habits and preferences, 

and what you say, write and listen in real time and space! Everything 

remains recorded and stored. What was previously only partially, for a 

certain period of time and with considerable effort and expense (with 

a court order) collected by agents of the intelligence services about in-

dividuals, now with ease and with the individual's own consent, tech-

nology companies do it many times better, more extensively and more 

successfully, and time continued. 

The paradox is that we have turned into our worst enemies by helping 

"Big Brother" to monitor, share and collect data and information about 

ourselves. From posts about anything and everything to selfie photos 

that often go to useless extremes, the hunger of the human psyche for 

acceptance, self-aggrandizement and promotion and pursuit of pecuni-

ary interests puts us all within reach and subjection of this weapon. 

The reach of artificial intelligence and machine learning in symbiosis 

with state systems of general and ubiquitous surveillance represent a 

terrifying aspect of future life, or control over it. The justifications are 

always that honest law-abiding citizens have nothing to fear and worry 

about, with the fact that it is taken for granted, that is, it is assumed that 

the laws are always correct and just, that is, that the government is good 

and infallible. People easily forget that on the basis of the law they 

went to concentration camps and that throughout human history they 

were legally killed, imprisoned and kidnapped on the basis of the law, 

all under the pretext of the legitimacy of the current government and 

the dogma of its infallibility and correctness. We saw the last examples 

of universal madness, irrationality and human stupidity during the 
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Covid-19 pandemic, when such totalitarian measures limiting basic hu-

man rights and freedoms were introduced, due to wrong assumptions, 

ignorance and narcissism of the rulers, and the effect on health preser-

vation was weak or at best imperceptible in relation to the end result of 

the virus campaign.  The ban on leaving the country, closing the bank 

accounts of protesters, the violence of the repressive apparatus against 

them and the prohibition of protests against the government and the use 

of the army in the streets, no, this is not Belarus, but  Canada. Which 

shows the inversion of values and societies that have been proud of 

freedom and democracy for years. The truth has "changed" beyond 

recognition, to the point of absurdity where any reference to facts is 

declared subversive, a threat to the official order, and whoever says it 

publicly is dehumanized and his credibility is destroyed. 

Social networks  

Today, when secrets generally have a shortened lifespan  in an envi-

ronment "where everything is true", information wants to be free more 

than ever. In Mobile Persuasion Fogg said "I believe that mobile 

phones will soon become the most important platform for changing 

human behavior" (Fogg & Eckles, 2014).  

Singer and Brooking (LikeWar - The Weaponization of Social Media, 

2018.) write that many online activists have learned the hard way that 

social media is a shifting political battleground where what is said, 

shared and written carries real-life consequences. Often these re-

strictions are wrapped in the guise of religion or culture. But it's almost 

always really about protecting the government. The Iranian regime, for 

example, keeps its internet clean of any threats to "public morality and 

chastity," using such threats as grounds for arresting human rights ac-

tivists. In Saudi Arabia, the harshest punishments are reserved for those 

who question the monarchy and the government's competence. A man 

who mocked the king was sentenced to 8 years in prison, while a man 

in a wheelchair received 100 lashes and 18 months in prison for com-

plaining about his medical care. In 2017, Pakistan became the first na-

tion to execute someone for online speech after a member of the Shiite 

minority got into an argument on Facebook with a government official 

posing as someone else. More than religion or culture, this new gener-

ation of censors relies on appeals to national strength and unity. Cen-

sorship is not for their sake, these leaders explain, but for the good of 

the country. A Kazakh man who visited Russia and criticized Russian 
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 President Vladimir Putin on his Facebook page has been sentenced to 

three years in prison for inciting "hate". A Russian woman who pub-

lished negative stories about the invasion of Ukraine was given 320 

hours of work for "discrediting the political order". 

The Kremlin's idea is to own all forms of political discourse, not to 

allow any independent movements to develop outside its walls, writes 

Peter Pomerantsev, author of the book Nothing is True and Everything 

is Possible. A more visible vehicle for this effort is Rossiya Segodnya 

(Russia Today, or RT), a news agency founded in 2005 with the stated 

intention of sharing Russia with the world. "When government author-

ities struggled to stop the fervent democratic activism that spread 

across Russian social media after the color revolutions and Arab 

Spring, a group stepped in to pull the plug, praising Putin and trashing 

his opponents. The Kremlin, impressed by these patriotic volunteers, 

used the engine of capitalism to accelerate the process. He asked Rus-

sian advertisers to see if they could offer the same services, dangling 

fat contracts as a reward. Almost a dozen large companies have com-

mitted themselves. And so the 'troll factories' were born. Every day, 

hundreds of young hipsters would arrive at work at organizations like 

the innocuously named Internet Research Agency, housed in an ugly 

neo-Stalinist building in the Primorsky District of St. Petersburg. They 

would settle into their cramped quarters and get down to business, as-

suming a series of false identities known as 'sockpuppets'. The job was 

to write hundreds of posts on social networks a day, with the aim of 

hijacking conversations and spreading lies, all for the benefit of the 

Russian government. Those who worked on the 'Facebook desk' tar-

geting foreign audiences were paid twice as much as those targeting 

domestic audiences. According to documents leaked in 2014, each em-

ployee is required to publish newspaper articles 50 times during an av-

erage twelve-hour day. Each blogger must maintain six Facebook ac-

counts that publish at least three posts per day and discuss news in 

groups at least twice a day" (Singer and Brooking, 2018). 

Digital sociologists describe the influence of social networks on young 

people, stating that they create a new reality that is no longer limited 

by horizontal perception and in which an online argument can and is 

just as real as an old-fashioned face-to-face physical argument. The 

difference in an online conflict is that "the whole world" witnesses 

what is said. 80% of high school conflicts in Chicago schools today are 

also investigated online. Gang murders in Chicago took on a whole 
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new dimension with the positioning of social media as a primary means 

of communication. Namely, many conflicts arise due to inappropriate 

comments and insults precisely because of the published content on 

social networks (Ibid.). Since the logic of young people in gangs is 

such that they take insults too much to heart, it leads to personal re-

venge as well as "protecting the reputation" of the entire gang. Robert 

Rubin, who leads the advocacy group Advocates for Peace and Urban 

Unity in Chicago to help (former) gang members, points out that social 

media is a faceless enemy and believes that words today cause people 

to die (Public Enemies: Social Media Is Fueling Gang Wars in Chi-

cago). 

Boasting of material wealth by posting numerous pictures and depict-

ing the brutal executions of their rivals on social networks is a phenom-

enon that has taken a regional toll among members of various drug 

cartels and street gangs throughout Central and South America. The 

publication of cruel pictures of the dead and the killed around the 

world's war battlefields has also, unfortunately, become a regular oc-

currence.  

Captology is the study of computers as influential technologies, Fogg 

points out. This includes the design, research, ethics and analysis of 

interactive computing products (computers, mobile phones, websites, 

wireless technology, mobile applications, video games, etc.) created 

for the purpose of changing human attitudes or behavior. In his book 

Persuasive Technology, Fogg writes about the elements of captology 

in question. It is clear that the potential target of persuasion (the person) 

is not interacting with a human being in a face-to-face encounter. How-

ever, the target is not interacting with a "computer," but with a com-

puter interface—typically a computer monitor, a cell phone screen, or 

a voice "personality" such as Alexa or Siri. The large amount of human 

interaction that occurs through these same devices reduces the percep-

tible difference between face-to-face and computer-based persuasive 

encounters (Fogg, 2003). Fogg pointed out several advantages that 

computers have over humans in influencer campaigns. Computers are 

persistent, they enable anonymity, they can access huge data sets, vary 

in all possible shapes, sizes and quantities in their presentations, widely 

spread simultaneous attacks on their targets and simply be everywhere. 

These benefits are really just the beginning. People can also vary their 

persuasive presentations. However, this variation is based on a partic-

ular human's skill in reading the situation and modifying it. Computer 
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 adjustments can be based on scientific research, using these large data 

stores, to select the variation most likely to succeed based on the situ-

ation, Fogg claims. 

Propaganda and its intentional new forces of social media can produce 

mild/severe cognitive decline, attention deficits, and mood and anxiety 

disorders, modify impulsivity or aversion to the enemy, affecting cog-

nitive capital. The use of digital neurotoxicants for mental contamina-

tion, broad and deep mental experiments, behavioral optimization, im-

mediate, even temporary influence of affect, management of posi-

tive/negative expectations and dimensions of feelings of fear and im-

aginary/manufactured threats, are the areas of interest of the cognitive 

battlefield. 

The author defines digital neurotoxicants as cognitive substances that 

can cause harmful effects on the psychosomatic system and ultimately, 

if necessary, cause obedient action or non-action. The vast number and 

variety of potentially neurotoxic cognitive substances includes infor-

mation, misinformation,  wrong information, truths, half-truths, non-

truths, facts, lies, accurate and inaccurate data/statistics, knowledge 

and counter-knowledge, and their sources include television, print, ra-

dio and digital /social media/networks, statements of officials, politi-

cians, scientists, public figures and ordinary residents, i.e. knowledge 

stored in books, memories and in the noosphere. The entry of relevant 

cognitive substances can occur through media, social and personal ab-

sorption. In short, digital neurotoxicants are the sublimation of all op-

erational means that affect our cognitive functions, shape public opin-

ion and drive us to action. 

Information operations less classically lie, and in disinformation cam-

paigns they increasingly engage in the creation of facts in such a way 

as to build a comprehensive new reality spread across multiple dimen-

sions and levels. This is possible due to the fact that the evolution of 

information has reached a level where it has become self-aware of hu-

man cognitive limitations, i.e. the lifetime of knowledge is limited to 

only one human lifetime. History has become an information art canvas 

on which you can literally paint what you want, say what you want 

without any responsibility and determine the "truth" that suits you at 

the moment. When you format all this in the form of a scientific work 

and include it in the educational system, the process of indoctrination 

of the new generation begins. 
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Most are unaware of how the media damages our cognitive highways 

and our emotional centers until they realize the amount of anger, ha-

tred, and exclusivity they walk with every day. Starting fights and ar-

guments with others even when they can be avoided. Whether it's in 

the workplace or public/private space, vent your anger towards anyone 

who disagrees with your views, attitudes and beliefs to the point of 

physical confrontation. All of this is a consequence of the influence of 

the media, that is, information activities. With the fact that it should be 

emphasized that 99% of those it affects have absolutely no tangible 

material and financial benefits from such behavior, on the contrary, 

they have exclusive damage. This is where the propaganda paradox 

lies, when the target works wholeheartedly in favor of his harm and is 

carried by the most expressed emotions. This and this kind of media 

predator, which has a new habitat in social networks, feeds on your 

anger and attention. It brings out the worst in you, inciting violence, 

first within your consciousness and all the way to the physical part, 

turning you into a modern zombie who spends several hours a day 

hanging on various screens, absorbing every particle of light and every 

electron of transmission. The addiction caused by hatred and the patho-

logical desire to defeat and convince the other is fed by even more 

hours of exposure to sources of information and participation in vari-

ous posts and debates. This process of drawing energy, directing and 

gaining attention accomplishes the given goals of those who control it. 

The moment you become "addicted", no one can tell you anything new, 

only you are informed and know all the secrets and have an insight into 

the state of those who rule from the shadows (not to mention estab-

lished misinformation). And again we return to that initial absurdity 

and ambiguities that once again become a breeding ground for misin-

formation, half-lies and a multitude of interests. The only known rem-

edy (at least to this author) is exclusion from that informational envi-

ronment and cessation of voluntary participation.  

Research 

During August and September 2022, a sociological field survey was 

conducted on a sample of 600 citizens in three large B&H cities, Mo-

star, Sarajevo and Banja Luka. The aim of the research was to examine 

the level of knowledge of the public about the terms and topics of in-

formation operations, cognitive superiority and related activities. A to-

tal of 603 persons participated in the research, of which 48% were male 
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 (N = 286), 52% were female (N = 316), while one participant (N = 1) 

did not state his/her view when prompted.  

As for the age distribution, 43% (N=259) of the participant are aged 

18-34, 37% (N=223) are aged 35-54, and 20% (N=121) are aged 55-

70.  

 
 
 

 
When asked, How would you rate the impact of information reporting 

in BiH on your mental health, 59% of participants (N=353) stated ex-

tremely negatively, 27% (N=166) negatively and 14% (N=84) posi-

tively. 

43%

37%

20%

Age

18-34

35-54

55-70

14%

27%
59%

1. How would you rate the impact of informative 
reporting in Bosnia and Herzegovina on your mental 

health? 

Positive

Negative

Extremely negative
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When asked, Does the news program influence your opinion and atti-

tude on everyday political and security topics, 56% (N=334) of the par-

ticipants declared that it influences, 29% (N=177) that it does not in-

fluence and 15% (N=92) that they don't know.  

 
When asked Do you know what information operations and cognitive 

superiority are, 57% (N=342) of the participants stated that they did 

not know, 38% (N=228) that they were familiar with it, but that they 

did not know enough about it, and 5% ( N=33) that it knows. 

 

56%
29%

15%

2. Does the news program influence your opinion and 
attitude on everyday political and security topics? 

It affects

Does not affect

I don't know

5%

57%

38%

3. Do you know what information operations and 
cognitive superiority are? 

I know

I don't know

I’ve heard of it, but I don't 
know enough about it
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When asked In your opinion, do certain states place disinformation in 

the information space of Bosnia and Herzegovina, 39% (N=310) of the 

participants said Yes, emphasizing Russian Federation and the Repub-

lic of Serbia, 32% (N=248) said Yes, emphasizing the EU and the 

USA, 27% (N=210) do not know and 2% (N=19) said No. 

 

 
When asked Do you think that the Russian Federation has a negative 

influence on the political and security situation in Bosnia and Herze-

govina, 59% (N=358) of the participants said that they think so, 29% 

(N=174) that they don't think so and 12% (N=71) that they don't know. 

32%

39%

2%

27%

4. In your opinion, do certain states place disinformation in 
the information space of Bosnia and Herzegovina?

Yes, EU countries and the
USA

Yes, the Russian Federation
and the Republic of Serbia

No

I don't know

59%

29%

12%

5. Do you think that the Russian Federation has a negative 
influence on the political and security situation in Bosnia 

and Herzegovina? 

I do

I don't

I don't know
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When asked Do you think that EU countries have a positive influence 

on the political and security situation in Bosnia and Herzegovina, 44% 

(N=267) of the participants declared that they think so, 42% (N=252) 

that they do not think so and 14% (N=84) that they do not know.  

 

 
When asked Do you think that B&H is sliding towards religious fun-

damentalism and a new war, 64% (N=474) of the participants stated 

that they think so, 29% (N=210) said that they do not think so and 7% 

(N=50) that they do not know.  

 

44%

42%

14%

6. Do you think that EU countries have a positive 
influence on the political and security situation in Bosnia 

and Herzegovina? 

I do

I don't

I don't know

64%

29%

7%

7. Do you think that B&H is sliding towards religious 
fundamentalism and a new war? 

I do

I don't

I don't know
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When asked Do you sometimes feel extremely negative emotions 

towards members of other nationalities in Bosnia and Herzegovina 

due to media coverage,  48% (N=346) of participants said Yes, 

44% (N=318) said No and 8% (N=55) said they don't know.  

 

 

Conclusion 

You can only comprehend the truth yourself, it can hardly be reliably 

transmitted. For this reason, among other things, it is difficult or almost 

impossible to find the truth in the media, because it is comprehended 

directly and immediately, it is very difficult to convey it. Now the ques-

tion arises, how to comprehend the truth that is a thousand, two or five 

thousand kilometers away? The answer is very difficult or not at all 

because as soon as it is transmitted it becomes part of the interpretation, 

and the interpretation is always subjective and never objective. These 

are partially overlapping boundaries of reality.  

It doesn't even matter if you believe the lie, only if you accept it. If you 

accept it, it essentially means that you surrender, make yourself avail-

able for use by others. The power of lies and misinformation lies in the 

fact that small mistakes made on the basis of them can turn into cata-

strophic failures. We live in a strangely polarizing time where not only 

are there opinions that divide us, but we seem to be getting information 

from separate sources that then lead to misunderstandings about what 

are essentially the facts of many phenomena. 

44%

48%

8%

8. Do you sometimes feel extremely negative emotions 
towards members of other nationalities in B&H due to 

media coverage? 

No

Yes

I don't know
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Social networks have changed not only the message but also the dy-

namics of conflicts. The way in which information is accessed, how it 

is disposed of and manipulated, and how it spreads has taken on a com-

pletely new dimension. The whole paradigm of victory and defeat has 

been fundamentally turned upside down, because now informational 

activity determines the winners and losers in hyperreality. In this ap-

parent reality, cognitive maneuvers and cognitive strategy have be-

come indispensable processes and fundamental-preparatory actions, 

and social networks are the blood stream of their influence. 

Directing and occupying attention and consequently occupying con-

sciousness are techniques and actions on the way to cognitive superi-

ority. The effects of psychological and algorithmic manipulations 

through a multitude of viral operations lead to such psychological 

stress, intellectual stagnation and load in data processing that ulti-

mately the exhausted and information-bombarded mind simply surren-

ders in the inability to deal with the situation. A mind that is no longer 

able to think or make critical judgments, but just surrenders and makes 

itself  available. Allegorically speaking, it's like being constantly 

washed over by huge waves, throwing you off balance again and again 

to the point of complete physical exhaustion when you simply surren-

der physically and mentally to a greater, inexorable force. 

Social media has reshaped the information war, and the information 

war has now radically reshaped the perception of reality and conscious-

ness. In this great seismic shift, it is important to understand that cog-

nitive superiority is achieved through the ability to shape a narrative 

which in turn influences, develops and creates the contours of our un-

derstanding of reality (more precisely, the targeted appearance of real-

ity) and thus causes feelings that drive us to act or not to act, withal 

creating a psychological connection with us on the most personal level, 

while at the same time acquiring the conditions for the same thing to 

happen to us over and over again.  

The illusion faithfully reflects the unusual authenticity of the relief, 

clarity and extraordinary similarity with reality, and as such in the hu-

man mind  it leaves a long-lasting and strong impression on the infor-

mation-conditioned, and consequently deranged and disturbed human 

organism. An illusion of reality is created, and no blows are given to 

illusion because there is not much of a protective mechanism when you 

are exposed to it. What you can do is not expose yourself to such ac-

tions or receive information from these and similar sources. Which 
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 brings us to the paradox of the modern information environment, in 

which the picture is clearer the further away you are, the less emotion-

ally involved and the less information you have, and the more you use 

your intellect based on objective historical and universal facts. 

The results of research in Bosnia and Herzegovina (which was carried 

out in the immediate pre-election period) showed that the majority of 

residents do not know the terms cognitive superiority and information 

operations. On the other hand, research shows that media information 

operations have an absolutely negative impact on the mental health and 

mood of citizens and that it shapes their awareness of current political 

and security issues. 32% of the respondents believe that EU countries 

and USA  place misinformation in the information space of B&H, com-

pared to 39% who think the same about the Russian Federation and the 

Republic of Serbia. Also, 59% of respondents believe that the Russian 

Federation has a negative influence on the political and security situa-

tion in Bosnia and Herzegovina. What is surprising is that only 44% of 

respondents believe that the EU has a positive influence on the political 

and security situation in B&H, compared to 42% who think the oppo-

site. In the oral comments they gave during the survey (out of a quota 

of 42%), the respondents point out the Federal Republic of Germany 

as a country that deliberately maintains the status quo in these (state) 

areas, with the aim of extracting qualified labor from the country. What 

is worrying is that as many as 64% of the respondents believe that B&H 

is sliding towards religious fundamentalism and a new war, while at 

the same time 48% of the respondents express that they sometimes 

have extremely negative feelings towards members of other nationali-

ties in Bosnia and Herzegovina.  
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