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USING SUPERVISED MACHINE 
LEARNING METHODS FOR RFM 
SEGMENTATION: A CASINO DIRECT 
MARKETING COMMUNICATION CASE

KORIŠTENJE NADZIRANIH METODA 
STROJNOGA UČENJA ZA RFM 
SEGMENTACIJU: SLUČAJ IZRAVNE 
MARKETINŠKE KOMUNIKACIJE KASINA

Abstract
Purpose – This paper explores various supervised ma-
chine learning algorithms as an additional classification 
method to RFM (recency, frequency, and monetary) mod-
els with the aim of improving the accuracy in predicting 
target groups of customers for direct marketing response 
campaigns conducted by a casino. The purpose of this 
paper is twofold – first, to test how the addition of demo-
graphic variables increases the accuracy of the basic RFM 
model and second, to assess if and how machine learning 
algorithms improve the initial model. Ultimately, we pro-
pose a model for direct marketing response at individual 
level using RFM scores and customer demographic and 
behavioral data as endogenous variables to be used by 
the company. The findings can be used as an alternative 
to the simpler RFM model when approaching customer 
response modeling for large datasets and can be gener-
alized to other industries.

Design/Methodology/Approach – Our research em-
ployed supervised machine learning methods tuned on 
historical responses to a casino’s direct marketing activi-
ties to improve the company’s RFM segmentation model. 

Sažetak
Svrha – Rad istražuje različite nadzirane algoritme stroj-
noga učenja kao dodatne metode klasifikacije RFM-a 
(recentnost, učestalost i monetarnost) modelima da bi 
se poboljšala točnost predviđanja ciljanih skupina po-
trošača za kampanje izravne marketinške komunikacije 
za kasino. Svrha je rada dvostruka. Prvo, ispitati kako do-
davanje demografskih varijabli povećava točnost osnov-
nog RFM modela i, drugo, procijeniti poboljšavaju li i 
kako algoritmi strojnog učenja početni model. U konač-
nici, predlažemo model za izravni marketinški odgovor 
na individualnoj razini koristeći RFM rezultate te demo-
grafske i podatke o ponašanju potrošača kao endogene 
varijable za korištenje od strane poduzeća. Rezultati se 
mogu koristiti za pristup modeliranju potrošačkih od-
govora za velike skupove podataka i kao alternativa jed-
nostavnijem RFM modelu te se mogu generalizirati na 
druge industrije.

Metodološki pristup – Istraživanje koristi nadzirane 
metode strojnoga učenja usklađene s povijesnim odgo-
vorima na aktivnosti izravne marketinške komunikacije 
kasina kako bi se poboljšao RFM segmentacijski model 
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Demographic variables were also included with the aim 
of improving the power of the models employed. Finally, 
we attempted to improve the best-performing model by 
hypertuning its algorithm parameters.

Findings and Implications – The best and most intuitive 
model was found to be that using decision trees with 
Recency (from RFM) together with age and the awarded 
amount (from the demographic element) as indepen-
dent variables. Surprisingly, the company’s own RFM seg-
mentation was also found to perform well. 

Limitations – Not all machine learning methods used for 
classification were included in our research nor did we 
use ensemble methods to improve the models’ power. 
While all models developed are applicable to similar data, 
they could lose their accuracy when applied to data from 
a different industry. The company’s own RFM model was 
not analyzed but was included in the model as is. Further 
insight could be gained by determining its optimal pa-
rameters.

Originality – This study contributes to the existing litera-
ture by showing how direct marketing efficiency model-
ing using standard RFM could be improved with the ad-
dition of a company’s customer property. It also provides 
insight into how classification algorithms perform on a 
casino database of direct marketing activities.

Keywords – RFM segmentation, machine learning algo-
rithms, decision trees, support vector machines, naïve 
Bayes algorithm, logistic regression

poduzeća. Uključene su i demografske varijable radi po-
boljšanja snage modela. Konačno, pokušavamo pobolj-
šati model s najboljom izvedbom hiperpodešavanjem 
parametara njegova algoritma.

Rezultati i implikacije – Otkriveno je da su najbolji i 
najintuitivniji model stabla odlučivanja s recentnošću 
(iz RFM-a) zajedno s dobi i dodijeljenom nagradom (iz 
demografskih podataka) kao neovisnim varijablama. 
Iznenađujuće, RFM segmentacija poduzeća također po-
kazuje dobre rezultate.

Ograničenja – Rad ne uključuje sve metode strojnoga 
učenja koje se koriste za klasifikaciju niti pokušava ko-
ristiti skupne metode za poboljšanje snage modela. 
Svi razvijeni modeli primjenjivi su na slične podatke, ali 
mogu izgubiti točnost kada se koriste na podacima iz 
druge industrije. RFM model poduzeća nije analiziran i 
uključen je u model kakav jest. Potreban je dodatni uvid 
radi određivanja njegovih optimalnih parametara.

Doprinos – Rad pridonosi postojećoj literaturi pokazu-
jući kako se modeliranje učinkovitosti izravnoga marke-
tinga korištenjem standardnog RFM-a može poboljšati 
dodatkom informacija o potrošačima koje posjeduje 
poduzeće. Isto tako, pruža uvid u to kako se algoritmi za 
klasifikaciju ponašaju u bazi podataka kasina o aktivno-
stima izravnog marketinga.

Ključne riječi – RFM segmentacija, algoritmi strojnog 
učenja, stabla odlučivanja, metoda potpornih vektora, 
naivni Bayesov algoritam, logistička regresija
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1. INTRODUCTION 
AND THEORETICAL 
FRAMEWORK

The informatization of data and transaction 
tracking has led to an increase in the amount 
of consumer information, allowing companies 
to create better decision-making models in all 
areas of business. Effective customer segmen-
tation can be a source of competitive advan-
tage (Pavlić, Vojvodić & Puh, 2020; Zaheer & 
Kline, 2018). In marketing, the practice of data-
base marketing is typically used in the process 
of customer segmentation for direct market-
ing activities. As the volume of collected data 
is growing exponentially, marketers are faced 
with the challenge of spending their marketing 
communication budget appropriately on the 
most promising customers. The RFM (Recency, 
Frequency, Monetary) framework (Blattberg, 
Kim & Neslin, 2008), introduced in 1960, has 
been used extensively as a segmentation tool 
for direct marketing activities in almost all in-
dustries (including B2B). The main idea behind 
RFM is to segment on three variables related to 
past customer behavior: (1) time since their last 
purchase (i.e., recency), (2) number of purchases 
in a given period (month, year – i.e., frequency), 
and (3) value of past purchases (i.e., monetary). 
The rationale is that customers who have made 
a purchase recently, frequently, and spent rela-
tively large amounts of money are more likely 
to respond to a direct marketing activity (Bult & 
Wansbeek, 1995; Gönül, Kim & Shi, 2000; Wei, Lin 
& Wu, 2010). The aim of RFM is to identify such 
segments, thus allowing marketers to target 
these potentially profitable customers.

1.1. Overview of RFM

Despite being easy to implement (i.e., inexpen-
sive, due to the use of internally available data) 
and understandable, RFM has limited differ-
entiation ability and cannot be used for new 
customers (Yang, 2004). The original RFM splits 
the customer transaction database by its three 
dimensions into quintiles (20% groups), gener-
ating a 5x5x5 (125) segments framework. Two 

major scoring methods have been proposed 
– customer and behavior quintile. The former 
ensures equally sized segments, whereas the 
latter splits the groups based on parameter 
value. Both scoring systems are sensitive to fre-
quency, which could lead to the grouping of 
customers with considerably different behavior 
(Miglautsch, 2000). Improvements with regard 
to weighting and averaging methods have 
been proposed by Liu and Shih (2005a, 2005b) 
and Yang (2004). The number of segments has 
been reduced by summing the R, F, and M into a 
single score (Hughes, 1994) – assuming all three 
variables have identical weights. Miglautsch 
(2000) proposed weighting the factors before 
aggregating, and Tsai and Chiu (2004) added a 
criterion that sums all weights to 1 while allow-
ing for different weights for different product 
categories. An analytical hierarchical process of 
calculating weights has also been proposed (Liu 
& Shih, 2005a, 2005b).

RFM has been widely used in many areas, in-
cluding the financial sector (Sohrabi & Khanlari, 
2007), telecommunications (Li, Shue & Lee, 2008), 
and marketing (Gustriansyah, Suhandi & Antony, 
2019). Moreover, several customer lifetime value 
(CLV) models have been derived from the RFM 
(Liu & Shih, 2005b; Sohrabi & Khanlari, 2007). 

Critics of RFM models argue that RFM aims to 
identify valuable customers only while provid-
ing little or no meaningful scoring on recency, 
frequency, and monetary value when a compa-
ny’s customer base does not make frequent pur-
chases, when it spends small amounts on such 
purchases, and/or has made their last purchase 
long ago. Such customers fall into the scoring of 
recency, frequency, monetary (1,1,1), which is the 
lowest possible score. They are usually identified 
as the group largest in size and with the greatest 
potential (Miglautsch, 2002). Other critics argue 
that RFM is unable to account for customer het-
erogeneity (Suh, Noh & Suh, 1999) or focus on 
existing customers (McCarty & Hastak, 2007) 
while also failing to address multicollinearity 
among factors (Bult & Wansbeek, 1995; Chan, 
2005). In addition, RFM is inconsistent when it 
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comes to assessing the importance of R, F, and 
M across industries (Yeh, Yang & Ting, 2009).

In order to address RFM weaknesses, several 
models that incorporate other variables have 
been developed with the aim of improving 
predictability. Bucklin and Van Den Poel (2005) 
found evidence of the importance of demo-
graphic variables and the length of customer 
relationships when building an attrition model. 
Hosseini, Maleki, and Gholamian (2010) com-
bined RFM variables with product loyalty to 
yield better prediction, while Yeh et al. (2009) 
added time since first purchase and churn 
probability in creating a model named RFMTC, 
which is able to estimate the probability that a 
customer will make a purchase next time as well 
as the expected number of times the customer 
will make a purchase in the future.

1.2. Alternative methods to RFM 
for direct marketing activities 
in the machine learning 
framework

When modeling direct marketing activities, 
the aim is to engage only with historically or 
potentially profitable customers with the goal 
of maximizing returns on investments. Faganel 
and Costantini’s (2020) study suggests that CRM 
projects help develop long-term relationships 
with casino customers and provide continuing 
benefits (retention rates) due to higher gam-
bler satisfaction. Improved RFM models such 
as AID (Automated Interaction Detection) and 
CHAID (Chi Square AID) (Kass, 1980), the general 
purchase model (Bauer, 1988), and gains chart 
analysis (Bult & Wansbeek, 1995) have been 
proposed as improvements to the RFM. With 
increasing computer power and storage space 
available for analysis, more computationally in-
tensive models have recently been advanced 
from the ML supervised learning set, namely 
logistic regression (McCarty & Hastak, 2007; Ta-
baj Pušnar & Bratina, 2018), support vector ma-
chines – SVM (Kim, Chae & Olson, 2013; Rahim, 
Mashafiq, Khan & Arain, 2021), and k-nearest 
neighbors – kNN (Bing, Xin-xingi & Ke, 2006). 

2. GENERAL SUPERVISED 
ML FRAMEWORK AND 
MODELS USED

We fit several machine learning models to our 
research data. Advantages and disadvantages 
for each of them are shown in Table 1.

TABLE 1: Supervised machine learning algorithms 
(Source: Crisci et al., 2012)

Model
Advantages of 
the model

Disadvantages 
of the model

Naïve 
Bayes

Simple
Naïvety 
cannot hold 
(multicollinearity) 

Better for 
categorical data

Black box 

No distribution 
requirements

Logistic 
Regres-
sion

Most widely 
used still

Only suitable 
if linearity is 
assumedEasy to interpret

Support 
vector 
ma-
chines

Better suited 
for nonlinear 
problems

Black box

No distribution 
requirements

Slow to train

Not very good 
for high-quantity 
data

Decision 
trees

Easy to interpret 
and explain Good for 

categorical data
Non-parametric

Supervised machine learning techniques fit out-
put (Y – dependent) variables to a set of input 
(X – independent) variables using optimization 
algorithms for a cost (L – loss) function:

where F is a set of all possible solution functions. 
The manner in which the loss function is opera-
tionalized for each method is shown in Table 2.

Supervised machine learning techniques fit output (Y – dependent) variables to a set of input 

(X – independent) variables using optimization algorithms for a cost (L – loss) function: 

𝑓𝑓∗ = argmin
𝑓𝑓𝑓𝑓𝑓

 𝐿𝐿𝐿𝐿𝐿𝐿 𝐿𝐿𝐿 𝐿𝐿𝐿 

where F is a set of all possible solution functions. The manner in which the loss function is 

operationalized for each method is shown in Error! Reference source not found.. 

Table 2: Loss functions for ML algorithms 

Method Loss function construction 
Naïve Bayes Uses Bayes’ rules instead of cost functions 
Logistic regression Maximum likelihood – 

𝑙𝑙𝐿𝛽𝛽; 𝑦𝑦𝐿 𝐿𝐿𝐿 = ∑[− ln𝐿1 + exp𝐿𝑥𝑥𝑖𝑖𝛽𝛽𝐿𝐿 + 𝑦𝑦𝑖𝑖𝑥𝑥𝑖𝑖𝛽𝛽
𝑁𝑁

𝑖𝑖=1
 

Support vector machines 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐿ℎ𝜃𝜃𝐿𝑥𝑥𝐿 𝑦𝑦𝐿 = {max𝐿0𝐿1 − 𝜃𝜃𝑇𝑇𝑥𝑥𝐿 𝑖𝑖𝑓𝑓 𝑦𝑦 = 1
max𝐿0𝐿1 + 𝜃𝜃𝑇𝑇𝑥𝑥𝐿 𝑖𝑖𝑓𝑓 𝑦𝑦 = 0

𝐽𝐽𝐿𝜃𝜃𝐿 = ∑ 𝑦𝑦𝐿𝑖𝑖𝐿𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶1𝐿𝜃𝜃𝑇𝑇(𝑥𝑥𝐿𝑖𝑖𝐿) + (1 − 𝑦𝑦𝐿𝑖𝑖𝐿)𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶0𝐿𝜃𝜃𝑇𝑇(𝑥𝑥𝐿𝑖𝑖𝐿)
𝑚𝑚

𝑖𝑖=1
Decision trees Information-gain-based – 

𝐸𝐸𝐸𝐸𝐶𝐶𝐸𝐸𝐶𝐶𝐸𝐸𝑦𝑦𝐿𝐸𝐸𝐿 = − ∑ 𝐸𝐸𝑖𝑖𝑙𝑙𝐶𝐶𝑙𝑙2𝐿𝐸𝐸𝑖𝑖𝐿
𝑛𝑛

𝑖𝑖=1
 

𝐺𝐺𝑖𝑖𝐸𝐸𝑖𝑖𝐿𝑃𝑃𝐿 = 1 − ∑𝐿𝐸𝐸𝑖𝑖𝐿2
𝑛𝑛

𝑖𝑖=1

2.1. Decision trees 

The main idea behind decision trees is to split the sample into homogeneous groups based 

on a selection of independent variables. The most suitable variable for the split is selected by 

entropy decrease (or information gain) (Leeflang, Wieringa, Bijmolt & Pauwels, 2017), Gini 

impurity (Kuhn & De Mori, 1995) or variance reduction (Gascuel, 2000) for the class of models 

named Classification and Regression Trees (CART). The latter two are used in the case of a 

continuous dependent variable.  

Alternatively, Chi-squared Automatic Interaction Detector (CHAID) models, introduced by 

Kass (1980), use Chi-square tests (for binary dependent variables) and the F-test (for 

continuous variables) as splitting criteria, or QUEST (Quick, Unbiased, Efficient, Statistical 

Tree) relying on linear discriminant analysis (Loh & Shin, 1997). 
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TABLE 2:  Loss functions for ML algorithms

Method Loss function construction
Naïve Bayes Uses Bayes’ rules instead of cost functions
Logistic regression Maximum likelihood – 

Support vector machines

Decision trees Information-gain-based – 

As trees are easy to understand and visualize, 
they are very popular in practice. The fact that 
they, by their very nature, address interaction ef-
fects as well as nonlinear phenomena is another 
positive feature to be noted.

2.2. Support vector machine

Support vector machines, developed as ear-
ly as 1962 but reaching practical application 
only in 1992, can be considered an extension 
of linear discriminant analysis (Vapnik & Cortes, 
1995). The aim of the support vector machine 
(SVM) algorithm is to determine a hyperplane 
that separates two (or more) classes and con-
cerns quadratic optimization (Flach, 2001). The 
original model, allowing for linear hyperplane 
separation of positive and negative cases, was 
soon extended by means of nonlinear-map-
ping (kernel-based) support vector machines 
(Boser, Guyon & Vapnik, 1992). Kernels (Gaussian, 
sigmoid, radial, polynomial, etc.) are functions 
that transform the original predictors to address 
inseparable sets. For 2–3-dimensional predic-
tor spaces one can select the appropriate ker-
nel function by visually inspecting the graphical 
representation of classified data in the 2D or 3D 
space of the predictor variables. For higherorder 
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2.1. Decision trees

The main idea behind decision trees is to split 
the sample into homogeneous groups based on 
a selection of independent variables. The most 
suitable variable for the split is selected by entropy 
decrease (or information gain) (Leeflang, Wieringa, 
Bijmolt & Pauwels, 2017), Gini impurity (Kuhn & De 
Mori, 1995) or variance reduction (Gascuel, 2000) 
for the class of models named Classification and 
Regression Trees (CART). The latter two are used in 
the case of a continuous dependent variable. 

Alternatively, Chi-squared Automatic Interaction 
Detector (CHAID) models, introduced by Kass 
(1980), use Chi-square tests (for binary depen-
dent variables) and the F-test (for continuous 
variables) as splitting criteria, or QUEST (Quick, 
Unbiased, Efficient, Statistical Tree) relying on 
linear discriminant analysis (Loh & Shin, 1997).
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(i.e., ensembling – Random Forest, Boosting, 
Bagging) can be used to further address overfit-
ting issues (Leeflang et al., 2017).



Danijel Bratina, Armand Faganel

12

Vo
l. 

35
, N

o.
 1

, 2
02

3,
 p

p.
 7

-2
2

space statistics such as ROC, accuracy helps to 
determine the most appropriate kernel function.

2.3. Naïve Bayes

The Bayesian classification is known for being 
computationally inexpensive, especially when 
large numbers of parameters are used in the 
model (Hastie, Tibshirani & Friedman, 2009). The 
naïvety of the model comes from the assump-
tion that all predictor variables are independent, 
yielding independent marginal classification 
probabilities for each variable allowing the use 
of Bayes’ rule. Bayes’ classifier calculates proba-
bility P for class y (took the offer, did not take the 
offer) given the vector x of predictors:

The class with the highest probability is chosen 
using Bayes’ classifier. Applying Bayes’ rule, we 

calculate 
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The class with the highest probability is chosen using Bayes’ classifier. Applying Bayes’ rule, 
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𝑃𝑃𝑃𝑃𝑃) . 

3. DATA AND OPERATIONALIZATION OF VARIABLES

The main aim of this research is to determine whether the addition of demographic variables 

and the use of machine learning algorithms yields better predictions than the company’s own 

RFM model when determining which customers should be provided with promotional 

communication. Our dataset represents 302,000 direct communications sent by a casino 

venue via SMS to 39,400 casino customers over a period of 3 years. In each individual case, 

all recipients received a message inviting them to visit the casino which contained a code for 

a gift amount expiring within 14 days. The average number of messages received per database 

member was 7.65 (sd = 9.03), with a maximum number of 49. The gift amount was 

determined based on average spending in the past. On average, the voucher amounted to 

EUR 17.75 (sd = EUR 31.54), while the average amount spent was EUR 16.56 (sd = EUR 30.91). 

In both cases, the maximum amount was EUR 2,500. The total amount of voucher 

redemptions was 184,400 (61% of all vouchers sent, with all of them redeemed in full value). 

Apart from the customers’ R, F, and M scores, the dataset includes customer ID, status 

(allowing access to complimentary services), birthdate (age at the time of communication), 

address, gender, preferred game played at the casino, amount gifted/claimed, and the month 

of direct communication activity. During this period, the company undertook no other 

communication activities. 

3.1. The company’s RFM model 

The company’s RFM model follows behavioral criteria for all three determinants, splitting its 

customer database into five dimensions for Monetary, five for Frequency, and three for 

Recency, thus creating a 75-segment matrix. Monetary criteria are determined based on 

average spending per visit over the last year, Frequency by the number of visits in the last 
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from the customers’ R, F, and M scores, the data-
set includes customer ID, status (allowing access 
to complimentary services), birthdate (age at the 
time of communication), address, gender, pre-
ferred game played at the casino, amount gifted/
claimed, and the month of direct communica-
tion activity. During this period, the company un-
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research (3 years). Details are provided in Table 3.
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TABLE 3: Proprietary RFM model

Casino’s RFM 
model criteria 

selection

R (time since the last 
visit)

F (number of visits 
over the last year)

M (average amount spent 
per visit in the last year, 

in EUR)
Rank 1 – more than 6 months 1 – 0 1 – less than 150 

2 – more than 1 month 
and less than 6 months

2 – 1-2 2 – less than 1,000

3 – less than 1 month 3 – 3-5 3 – 1,001+
4 – 6-10 
5 – 11+ 
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The rationale for using the above criteria and 
their suitability have not been disclosed to the 
authors and are beyond the scope of this paper. 
The company has sent direct messages to all 75 
segments. The profitability of each segment (j) 
for a given marketing communication activity 
could be calculated using the following formula:

where  represents the amount spent on a par-
ticular occasion by segment member i and  the 
amount won on that occasion, all summed over 
the segment members and deducted by the 
total cost of the communication (MCcostI. Con-
sequently, the total profitability of a segment 
would be:

where 

year, and Recency by the time since the last visit. Scores are dynamically changed throughout 

the period of research (3 years). Details are provided in Error! Reference source not found.. 
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and 𝑤𝑤𝑤𝑤𝑠𝑠𝑖𝑖  the amount won on that occasion, all summed over the segment members and 

deducted by the total cost of the communication (𝑀𝑀𝑀𝑀𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡). Consequently, the total 

profitability of a segment would be: 

𝜋𝜋𝑡𝑡 = ∑ 𝜋𝜋𝑡𝑡𝑡𝑡𝑡𝑚𝑚
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𝑖𝑖𝑖𝑖 − 𝑠𝑠 𝑛 𝑛𝑛 𝑛𝑚𝑚
𝑡𝑡𝑖𝑖 𝑀𝑀𝑀𝑀𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡 , 

where ∑ 𝜋𝜋𝑡𝑡𝑡𝑡𝑡𝑚𝑚
𝑡𝑡𝑖𝑖  represents aggregation over time. The below contingency table shows 

frequencies of voucher redemptions per different RFM segments of the company. Birthdate 

has been converted to the age at the time of the communication and address to the distance 

from the casino, while data have been summarized by customer ID by averaging the gift 

voucher amount granted to and consumed by each recipient. 

Therefore, the final models use distance from the venue, age, average bet, coupon amount, 

and typical game played as independent variables. The binary dependent variable indicates 

whether the customer cashed in the voucher or not. 
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authors and are beyond the scope of this paper. The company has sent direct messages to all 

75 segments. The profitability of each segment (j) for a given marketing communication 

activity could be calculated using the following formula: 

𝜋𝜋𝑡𝑡𝑡𝑡𝑡 = ∑ (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖 − 𝑤𝑤𝑤𝑤𝑠𝑠𝑖𝑖)𝑛𝑛
𝑖𝑖𝑖𝑖 − 𝑠𝑠 𝑛 𝑀𝑀𝑀𝑀𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡 , 

where 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖 represents the amount spent on a particular occasion by segment member i 

and 𝑤𝑤𝑤𝑤𝑠𝑠𝑖𝑖  the amount won on that occasion, all summed over the segment members and 

deducted by the total cost of the communication (𝑀𝑀𝑀𝑀𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡). Consequently, the total 

profitability of a segment would be: 

𝜋𝜋𝑡𝑡 = ∑ 𝜋𝜋𝑡𝑡𝑡𝑡𝑡𝑚𝑚
𝑡𝑡𝑖𝑖 = ∑ ∑ (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖 − 𝑤𝑤𝑤𝑤𝑠𝑠𝑖𝑖)𝑛𝑛
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𝑡𝑡𝑖𝑖 𝑀𝑀𝑀𝑀𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡 , 

where ∑ 𝜋𝜋𝑡𝑡𝑡𝑡𝑡𝑚𝑚
𝑡𝑡𝑖𝑖  represents aggregation over time. The below contingency table shows 

frequencies of voucher redemptions per different RFM segments of the company. Birthdate 

has been converted to the age at the time of the communication and address to the distance 

from the casino, while data have been summarized by customer ID by averaging the gift 

voucher amount granted to and consumed by each recipient. 

Therefore, the final models use distance from the venue, age, average bet, coupon amount, 

and typical game played as independent variables. The binary dependent variable indicates 

whether the customer cashed in the voucher or not. 

year, and Recency by the time since the last visit. Scores are dynamically changed throughout 

the period of research (3 years). Details are provided in Error! Reference source not found.. 
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2 – more than 1 month 
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3 – less than 1 month 3 – 3-5 3 – 1,001+ 
4 – 6-10 
5 – 11+ 

The rationale for using the above criteria and their suitability have not been disclosed to the 

authors and are beyond the scope of this paper. The company has sent direct messages to all 
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where 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖 represents the amount spent on a particular occasion by segment member i 

and 𝑤𝑤𝑤𝑤𝑠𝑠𝑖𝑖  the amount won on that occasion, all summed over the segment members and 

deducted by the total cost of the communication (𝑀𝑀𝑀𝑀𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡). Consequently, the total 

profitability of a segment would be: 

𝜋𝜋𝑡𝑡 = ∑ 𝜋𝜋𝑡𝑡𝑡𝑡𝑡𝑚𝑚
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where ∑ 𝜋𝜋𝑡𝑡𝑡𝑡𝑡𝑚𝑚
𝑡𝑡𝑖𝑖  represents aggregation over time. The below contingency table shows 

frequencies of voucher redemptions per different RFM segments of the company. Birthdate 

has been converted to the age at the time of the communication and address to the distance 

from the casino, while data have been summarized by customer ID by averaging the gift 

voucher amount granted to and consumed by each recipient. 

Therefore, the final models use distance from the venue, age, average bet, coupon amount, 

and typical game played as independent variables. The binary dependent variable indicates 

whether the customer cashed in the voucher or not. 
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RFM scores, along with the normalized aggre-
gated RFM score, have been used as indepen-
dent variables in our direct marketing response 
modeling and resulting models were compared 
with those that incorporate customer demo-
graphic data.

3.2. The logit models

The ratio of amount claimed and amount gifted 
has been recoded to a categorical variable rep-
resenting whether the recipient took the offer 
or not (all cases of offers claimed resulted in the 
full claim of the gifted amount). Distance from 
the venue, age, gifted amount, and average bet 
per game have been included in the logit mod-
el as predictors. The dataset has been split into 
train and test sets using bootstrapping (Zoubir 
& Iskandler, 2007) with 1,000 replications. Model 
estimates are shown in the table below. Specif-
ically, three different models were developed – 
one using exclusively RFM scores, one using de-
mographic data only, and the third using both 
sets of independent variables.

Estimates are coefficients (β) in the logit proba-
bility equation:

Applying the rule “recipient took offer” for p > 
0.5 and “recipient did not take offer” for p < 0.5, 
predictions are obtained from the model, after 
which the confusion matrix discussed in the 
next chapter is calculated.

4. RESULTS AND DISCUSSION

The aim of the research was, first, to determine 
whether using demographic data alone or in 
combination with RFM model variables would 
in any way improve direct marketing response 
predictions and, second, to assess which su-
pervised machine learning algorithm is best for 
prediction.

TABLE 5: Logit model using demographic data; AIC = 12,788

Predictor Estimate () P value (sig < 0.05) Wald
(Intercept) 0.059 0.000 0.000
Distance from venue 0.020 0.000 0.000
Age -0.050 0.000 0.003
Gifted amount 0.020 0.000 0.003
Country is Italy -0.030 0.008 0.002

TABLE 6: Logit model using RFM score only; AIC = 13,859

Predictor Estimate () P value (sig < 0.05) Wald
(Intercept) 0.205 0.008 0.008
Weighted RFM score -0.127 0.006 0.006

TABLE 7: Logit model using both data types; AIC = 12,480

Predictor Estimate () P value (sig < 0.05) Wald
(Intercept) 0.800 0.000 0.000
Age -0.040 0.000 0.003
Gifted amount -0.050 0.000 0.003
Country is Italy -0.030 0.000 0.002
RFM -0.083 0.000 0.003

𝑝𝑝 𝑝 𝑝 𝑒𝑒(∑ 𝛽𝛽𝑖𝑖𝑥𝑥𝑖𝑖𝑘𝑘
𝑖𝑖𝑖𝑖 )

1 + 𝑒𝑒(∑ 𝛽𝛽𝑖𝑖𝑥𝑥𝑖𝑖𝑘𝑘
𝑖𝑖𝑖𝑖 )
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𝑝𝑝𝑝, predictions are obtained from the model, after which the confusion matrix discussed in 
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𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇), and recall or sensitivity ( 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇) are typically calculated from the confusion 

matrix1. Depending on the cost of a wrong prediction, a single metric is selected as relevant. 

In our case, the cost of a customer not taking advantage of a voucher and thus returning to 

the casino (false negative) far outweighs the costs of failing to detect a non-taker (false 

positive), so the relevant metric in this instance is recall.Error! Reference source not found. 

Table 8 shows the confusion matrix of the logit model for the 4-independent-variables set: (1 

= aggRFM) aggregated RFM score as the only predictor (calculated as the weighted average 

of all three RFM factors, assuming equal importance, as 𝑅𝑅𝑅𝑅𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎𝑝 𝑝
𝑅𝑅
𝑅𝑅𝑠𝑠𝑠𝑠

+ 𝐹𝐹
𝐹𝐹𝑠𝑠𝑠𝑠

+ 𝑀𝑀
𝑀𝑀𝑠𝑠𝑠𝑠

), where 

𝑎𝑎𝑎𝑎𝑎𝑎 stands for aggregated and 𝑠𝑠𝑠𝑠 for scale size (in our case, 3 for R,F and 5 for M); (2 = RFM) 

individual R,F, and M scores as predictors; (3 = D) demographic variables only as predictors; 

and (4 = FULL) full model using RFM and demographic variables as predictors.  
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4.1. Testing the models – confusion 
matrices and AUC comparison

The confusion matrix shows correctly or wrong-
ly predicted true (took offer) and negative (did 
not take offer) values for all models. Four metrics 

– accuracy 
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 where agg 

stands for aggregated and  for scale size (in our 
case, 3 for R,F and 5 for M); (2 = RFM) individual 
R,F, and M scores as predictors; (3 = D) demo-
graphic variables only as predictors; and (4 = 
FULL) full model using RFM and demographic 
variables as predictors. 

Table 8: Confusion matrices for the logit model

aggRFM
Reference

Prediction 0 1
0 3,423 1,577
1 1,320 3,680
Accuracy 0.71
Precision 0.74
Sensitivity 0.70
Specificity 0.72
AUC 0.71

RFM
Reference

Prediction 0 1
0 3,651 1,349
1 1,124 3,876
Accuracy 0.75
Precision 0.78
Sensitivity 0.74
Specificity 0.76
AUC 0.75

D
Reference

Prediction 0 1
0 3,915 1,085
1 1,120 3,880
Accuracy 0.78
Precision 0.78
Sensitivity 0.78
Specificity 0.78
AUC 0.78

 

FULL
Reference

Prediction 0 1
0 4,150 850
1 811 4,189
Accuracy 0.83
Precision 0.84
Sensitivity 0.83
Specificity 0.84
AUC 0.83
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The addition of independent variables increases 
the model’s performance. Sensitivity with re-
spect to the FULL model increased by roughly 
0.12 points or 17% compared to the basic ag-
gRFM. The improvement from using the ag-
gRFM as opposed to RFM is negligible. 

The results obtained by using the same four 
sets of independent variables in the confusion 
matrices for naïve Bayes, decision tree, and SVM 
models are shown in Table 9, Table 10, and Table 
11, respectively.

Table 9: Confusion matrices for naïve Bayes models

aggRFM
Reference

Prediction 0 1
0 3,205 1,795
1 2,150 2,850
Accuracy 0.61
Precision 0.57
Sensitivity 0.61
Specificity 0.60
AUC 0.61

RFM
Reference

Prediction 0 1
0 3,360 1,640
1 2,030 2,970
Accuracy 0.63
Precision 0.59
Sensitivity 0.64
Specificity 0.62
AUC 0.63

D
Reference

Prediction 0 1
0 3,450 1,550
1 1,950 3,050
Accuracy 0.65
Precision 0.61
Sensitivity 0.66
Specificity 0.64
AUC 0.65

FULL
Reference

Prediction 0 1
0 3,571 1,429
1 1,635 3,365
Accuracy 0.69
Precision 0.67
Sensitivity 0.70
Specificity 0.69
AUC 0.69

TABLE 10: Confusion matrices for decision trees

aggRFM
Reference

Prediction 0 1
0 2,750 2,250
1 2,360 2,640
Accuracy 0.54
Precision 0.53
Sensitivity 0.54
Specificity 0.54
AUC 0.54

RFM
Reference

Prediction 0 1
0 2,976 2,024
1 2,112 2,888
Accuracy 0.59
Precision 0.58
Sensitivity 0.59
Specificity 0.58
AUC 0.59
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D
Reference

Prediction 0 1
0 3,150 1,850
1 2,024 2,976
Accuracy 0.61
Precision 0.60
Sensitivity 0.62
Specificity 0.61
AUC 0.61

FULL
Reference

Prediction 0 1
0 3,216 1,784
1 1,841 3,159
Accuracy 0.64
Precision 0.63
Sensitivity 0.64
Specificity 0.64
AUC 0.64

TABLE 11: Confusion matrices for support vector machines

RFM
Reference

Prediction 0 1
0 3,800 1,200
1 995 4,005
Accuracy 0.78
Precision 0.80
Sensitivity 0.77
Specificity 0.79
AUC 0.78

aggRFM
Reference

Prediction 0 1
0 3,346 1,654
1 1,440 3,560
Accuracy 0.69
Precision 0.71
Sensitivity 0.68
Specificity 0.70
AUC 0.69

D
Reference

Prediction 0 1
0 3,915 1,085
1 832 4,168
Accuracy 0.81
Precision 0.83
Sensitivity 0.79
Specificity 0.82
AUC 0.81

FULL
Reference

Prediction 0 1
0 4,380 620
1 562 4,438
Accuracy 0.88
Precision 0.89
Sensitivity 0.88
Specificity 0.89
AUC 0.88

Figure 1 shows the improvement of all four 
methods with the addition of independent 
variables. Naïve Bayes was found to be the least 
successful prediction method, followed by SVM 

and logit methods. The most successful meth-
od, yielding an AUC of 0.88 and recall of 88%, is 
the decision-tree method.
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FIGURE 1: AUC and Sensitivity graphs for all models

Error! Reference source not found. shows the improvement of all four methods with the 
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prediction method, followed by SVM and logit methods. The most successful method, yielding 

an AUC of 0.88 and recall of 88%, is the decision-tree method. 
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Decision-tree models can be interpreted very intuitively. The final model uses only three 

variables from the initial set – that including R, F, M, the awarded amount, distance, age, and 

the most played game as independent variables – namely, recency, age, and the awarded 

amount. The first split shows that the awarded amount is the best splitting parameter, 

resulting in 95% (sd = 15% over 100 samples of 5,000 events with an even split of 2,500 that 

took the offer and 2,500 that did not) of customers who received gifts of over EUR 23 taking 

advantage of the offer (99%, sd = 15%, where the Recency score is over 2). For amounts less 

than EUR 23 the prediction accuracy is lower. However, for customers older than 60 years an 

83% success rate is predicted, and if younger than 60, where the amount is higher than EUR 8, 

a 77% (sd = 21%) success rate is predicted. 
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times. The decision-tree model that yields the 
best accuracy is depicted in Figure 2. 
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Decision-tree models can be interpreted very 
intuitively. The final model uses only three vari-
ables from the initial set – that including R, F, 
M, the awarded amount, distance, age, and the 
most played game as independent variables – 
namely, recency, age, and the awarded amount. 
The first split shows that the awarded amount is 
the best splitting parameter, resulting in 95% (sd 
= 15% over 100 samples of 5,000 events with an 
even split of 2,500 that took the offer and 2,500 
that did not) of customers who received gifts of 
over EUR 23 taking advantage of the offer (99%, 
sd = 15%, where the Recency score is over 2). For 
amounts less than EUR 23 the prediction accu-
racy is lower. However, for customers older than 
60 years an 83% success rate is predicted, and 
if younger than 60, where the amount is high-
er than EUR 8, a 77% (sd = 21%) success rate is 
predicted.

4.2. Improving the decision-tree 
model with hyperparameter 
tuning

Furthermore, we have experimented with sev-
eral hyperparameter tuning variants, adjusting 
for the maximum number of leaves, minimum 
split samples, and cost of complexity. Other 
methods have also been suggested to opti-
mize the algorithm, including the selection of 
the splitting mechanism at each node – the 
best, determined by Gini impurity or entropy, or 
the random, where the best evaluates all splits 
before splitting, while the random uses a uni-
form function (Shokeen, Yadav & Kumar Singhal, 
2018). The best is computationally more expen-
sive but yields better results. For advanced trees 
with many splits and several features, the ran-
dom could represent a viable alternative if com-
putational speed is a factor (Kumar, 2022). 

The theoretical maximum of leaves is deter-
mined as one less than the number of training 
samples or until all leaves are pure. Deeper trees 
give rise to more complexity and result in over-
fitting the model on the training sample, which 
usually leads to poor performance on the test 
sets. The minimum samples parameter deter-

mines the least amount of data to be present 
in each node if a new split is to be created. This 
parameter enables smoothing and decreases 
overfitting by allowing each leaf to have impuri-
ty greater than 0.

The cost of complexity is determined as a penal-
ization of the sum of squares formalized as

where T denotes the number of terminal nodes 
and  the penalization parameter. Values of α are 
typically below 0.1. Large complexity values re-
sult in smaller trees. For our best decision-tree 
model, we have experimented with complexity 
ranging from 0.1 to 0.0001, resulting in the deci-
sion rules below.

Table 12: Cost of complexity analysis

SSE (or 
cost of 

complex-
ity)

Decision rules Accuracy

> 0.03 Awarded 
amount < 23
No: 95% chance 
of taking offer

72%

0.025 Above criteria +
If awarded 
amount < 23 and 
age > 60, 83% 
chance of taking 
offer

74%

0.001 Rules shown in 
Figure 2

88%

0.0006 10 rules (over-
complex)

88% 
(difference in 
optimal model 
below 0.1%)

Calculating the relative X error for various costs 
of complexity results in an optimum of 8 splits 
at cost of complexity 0.00068 with 10+ rules. As 
the confusion matrix is only marginally better 
than the decision tree with 5 nodes, the latter 
is preferred.

4.2. Improving the decision-tree model with hyperparameter tuning 

 

Furthermore, we have experimented with several hyperparameter tuning variants, adjusting 

for the maximum number of leaves, minimum split samples, and cost of complexity. Other 

methods have also been suggested to optimize the algorithm, including the selection of the 

splitting mechanism at each node – the best, determined by Gini impurity or entropy, or the 

random, where the best evaluates all splits before splitting, while the random uses a uniform 

function (Shokeen, Yadav & Kumar Singhal, 2018). The best is computationally more 

expensive but yields better results. For advanced trees with many splits and several features, 

the random could represent a viable alternative if computational speed is a factor (Kumar, 

2022).  

 

The theoretical maximum of leaves is determined as one less than the number of training 

samples or until all leaves are pure. Deeper trees give rise to more complexity and result in 

overfitting the model on the training sample, which usually leads to poor performance on the 

test sets. The minimum samples parameter determines the least amount of data to be 

present in each node if a new split is to be created. This parameter enables smoothing and 

decreases overfitting by allowing each leaf to have impurity greater than 0. 

 

The cost of complexity is determined as a penalization of the sum of squares formalized as 

𝑆𝑆𝑆𝑆𝑆𝑆 =  𝛼𝛼|𝑇𝑇| 
where T denotes the number of terminal nodes and 𝛼𝛼 the penalization parameter. Values of 

𝛼𝛼 are typically below 0.1. Large complexity values result in smaller trees. For our best 

decision-tree model, we have experimented with complexity ranging from 0.1 to 0.0001, 

resulting in the decision rules below. 

 

Table 11: Cost of complexity analysis 

SSE (or cost of complexity) Decision rules Accuracy 
> 0.03 Awarded amount < 23 

No: 95% chance of taking offer 
72% 

0.025 Above criteria + 
If awarded amount < 23 and age > 
60, 83% chance of taking offer 

74% 

0.001 Rules shown in  88% 
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Our findings show a moderate improvement of 
the RFM when additional (demographic) vari-
ables are included, thus confirming Bucklin and 
Van Den Poel’s (2005) findings. In their analysis, 
they argue that demographics (as an exten-
sion of the RFM) have only been used due to 
convenience and that other customer variables 
should be included to improve the models’ per-
formance. Such variables would require prima-
ry research which would considerably increase 
the cost and time needed for such an analysis. 
Hosseini et al. (2010) and Yeh et al. (2009) also 
confirmed that adding customer characteristics 
yields better model performance.

5. CONCLUSION

5.1. Limitations and further 
research

In our analysis, we used test sampling from the 
initial database of 5,000 entities split into 2,500 
positive (took offer) and 2,500 negative (did not 
take offer) cases. Averaging multiple models 
created from several instances of random sam-
pling could improve the models and is compu-
tationaly feasible for logit, decision trees, and 
naïve Bayes models. SVM models are compu-
tationally more expensive (around 1,000 times 
with respect to our data) and would require 
much more computing power.

Our research shows decision trees to be the best 
decision-modeling algorithms for the given set-
up, ensuring average accuracy of 88%, followed 
by logit (max. of 83%), naive Bayes (max. of 69%), 
and SVM (max. of 59%). All algorithms perform 
best using RFM in combination with demo-
graphic variables. Although all demographic 
variables are statistically significant, the most 
explanatory ones are the awarded amount (gift 
granted) and age of the participant. Interesting-
ly, Frequency and Monetary are not present in 
the best-performing model. Essentially, this in-
dicates that consumers should not be differen-
tiated by the amount spent or by repetition of 
purchase, but rather by the time elapsed since 
their last purchase.This suggests that frequent 

communications to recent customers would 
yield the best return on direct communication 
investments.

Our research also shows that the basic R+F+M 
segmentation that the company is using can 
generate good results (78% accuracy), which in 
turn suggests that the use of demographic data 
(if expensive) could be unnecessary, depending 
on the opportunity cost of a lost customer and 
the cost of communication distribution and cre-
ation.

As RFM methods for scoring and the number of 
clusters are not strictly predefined, one could 
determine the optimal number of segments 
and the manner in which the customer base 
should be scored for R, F, and M using analyti-
cal algorithms (supervised and unsupervised – 
Gustriansyah et al., 2019). Such an analysis would 
optimize the (usually arbitrarily predefined) 
scoring and number of segments to the com-
pany’s data.

Furthermore, our research is limited to the clas-
sification methods analyzed. Further studies 
should include additional ML methods, includ-
ing but not limited to random forest and neural 
networks. The methods presented in this paper 
(support vector machines, decision trees, logis-
tic regression and naïve Bayes) could be further 
improved using ensemble methods (i. e., boot-
strap aggregating – bagging, boosting, Bayes-
ian model averaging, bucketing, etc. – Dietter-
ich & Oregon, 2000).

5.2. Concluding remarks

Extending a model’s input set of variables can 
lead to significant improvements in perfor-
mance. If such data is also readily available to the 
researcher (from the company’s internal data), 
the cost of such operation is negligible. The 
models we have presented in our research are 
aplicable to the data of the company examined 
and can thus not be generalized (i.e., we cannot 
claim that the decision-tree method is general-
ly better than SVM). However, the models can 
easily be adjusted to a company’s RFM database 
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if other customer data is available to be used. 
Every company which monitors the efficency 
of its marketing communication activities using 
its customer database can benefit from our re-

search. The present research, however, does not 
address any of the more general pitfalls of RFM 
modeling, such as omission of non-customers, 
bias, etc.
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