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Abstract. The present paper defines the Sturm separation and Sturm comparison theo-
rems for the generalized derivative. The generalized derivative is defined with respect to the
weight function and another function. Further, we define the generalized Sturm-Liouville
problem (GSLP) and analyze the properties of the GSLP such that the eigenvalues of the
GSLP are real, and for distinct eigenvalues, the associated eigenfunctions are orthogonal.
Moreover, using a variational approach, we show that the GSLP has infinite eigenvalues.
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1. Introduction

This paper deals with a linear differential equation for generalized derivatives as-
sociated with some suitable boundary conditions. The generalized derivatives are
defined with the help of the weight function and another function [1, 7]. For a
classical differential equation, Sturm proved the Sturm separation theorem and the
Sturm comparison theorem and also discussed their applications (e.g. application to
Bessel’s equation) [4, 3]. These two theorems represent the behavior of zeros of the
solutions of the differential equation. Further, researchers have developed Sturm’s
theorem for linear and non-linear differential equations and studied the oscillation
criteria [16, 11, 12]. Leighton and Nehari [10] studied the oscillation of solutions
to the fourth-order differential equation. Recently, Sturm’s theorems have been ex-
tended for the conformable fractional derivative [14]. In this paper, we state and
prove Sturm’s theorem for generalized derivatives defined using the weight function
and another function. Firstly, we define and study the zeros of the solutions of the
generalized differential equation. Furthermore, we define the Sturm-Liouville prob-
lem (SLP) for generalized derivatives. SLPs have been extensively studied by several
authors, for a detailed study we refer to [4, 5, 15]. Kong and Zettl [9] discussed the
continuity and differentiability of eigenvalues and eigenfunctions. In [2], the authors
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studied the singular dissipative boundary value transmission problem and showed
the completeness of eigenfunctions. There are many papers, various methods, and
approaches referring to the regular and singular SLP, not only for integer-order but
also for fractional-order [8, 13]. Here, we try to develop Sturm’s theorems for the
GSLP and study the properties of the regular GSLP.

This paper contains Sturm’s theorems for generalized derivatives. We show the
Sturm separation theorem and the Sturm comparison theorem for generalized deriva-
tives. We also define the SLP for generalized derivatives and study the properties
of the GSLP such as the eigenvalues of the GSLP, which are real, and for distinct
eigenvalues their respective eigenfunctions are orthogonal. Moreover, similarly to
the classical SLP, we apply direct variational methods to the GSLP that contains
infinite eigenvalues and corresponding eigenfunctions are unique.

We summarize this paper as follows: generalized derivatives and their properties
are provided in Section 2; Section 3 and Section 4 cover the main results of the
paper: Sturm’s theorem for a generalized derivative (Theorem 1 and Theorem 2),
the GSLP and their eigenvalue and eigenfunction properties (theorems 3-6), and the
existence of infinite eigenvalues (Theorem 7).

2. Preliminaries

This section covers the definitions and properties of generalized derivatives. Let
¥ (z) > 0 and monotonic increasing function on (a, b}, and ¢’'(z)(3 0) continuous on
(a,b). Moreover, w(x) # 0 is the weight function.

Definition 1 (see [1]). The left-weighted generalized derivative of a function ¢(x)
with respect to another function ¥(x) (V' (x) # 0) and with weight w(x) is defined as

iy (o) = ) | (5502 ) (w)olo))]. 1)

()

The right-weighted generalized derivative of a function ¢(x) with respect to another
function ¥(x) (Y'(x) # 0) and with weight w(x) is defined as

-1
R -1
Dy wid(x) = |[w(x {<D1> w(x qu].
Here, (D, = dI) D[w w] and D[w w] are derivative operators D and —D,
respectively. But, these derivatives contain another function (z) and weight w(z),
therefore we call them generalized (integer-order) derivatives.

Property 1. The following formulas are integration by parts for generalized deriva-
tives:
b

)
a

b

/ W (2)b(2) ¥ Dy )€ (2)der = / ' (@)€(x) "Dy @) + $(2)E(2)

(2)

a

/ () b(z) Dy () dx = / W (2)E(x) EDpyg b(x)dr — $(2)€ ()
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3. Conversion of the second-order generalized differential into
Sturm-Liouville form

Any second-order generalized linear differential equation can be converted into Sturm-
Liouville form. Here, we consider the left generalized differential equation (similarly,
we can consider the right generalized derivative) of the form:

ap(x) LD[w7w] (LD[Q/MU]Qs(I')) + ay(x) LD[w,w]gZﬂ(CU) + az(z)o(z) = 0. (3)
Dividing both sides of Eq. (3) by ag(z), we get

"Dy ) (" Dy 6()) + Z;Eg Dy () +

Now, we multiply by p(z) in Eq. (4):

1(x) “ Dy ) (*Diy ) d(@)) + pu() ao(i) E D ) () +N($)a0

Using definition (1) and rearranging the terms, we obtain

u(z) D, (@Dz@(m«») e Z;Egm(@(x» e Zjﬁg H(@)3(x) =0, (5)
where ®(x) = w(x)¢(z). Again, simplifying Eq. (5)
, w@) V) )
) D (D,(8() + /) () 20— ) 55 ) Do)
+ () 2 (1 ()2 () = 0. (6)

ap(x)

The first two terms can be combined into an exact derivative D, (u(z)D,(®(z))) if

D.(ute) =) (1525 o) 55 )

and it gives

L S @@

p(x) =
W=
Th . 1 fw (x)al(m) dx . . . .
erefore, for this u(z) = 7@ e ao@ “* (which is also called the integrating
factor), we rewrite Eq. (6) as
as(z
D (1) Da(®(a)) + ) 240 1)) 0(2) = ™

Now, Eq. (7) can be put into the form:
“Diy) (@) ¥ Dy () + () () = 0, (8)

where, p(x) = ¥/ (2)u(x) = e/ VORE @, g(a) = p(a) 2],
This Eq. (8) is in the form of the generalized Sturm-Liouville operator for the
left derivative.
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4. Sturm’s theorems

The next two theorems, which are Sturm’s theorems for the generalized derivative,
tell us about the zeros of the solutions of the following equation in form of the left
generalized derivativel.

Dy ) (p(x) Dy ) $(x)) + q(2)b(z) = 0, 9)
where p(x) > 0 and p(z),p’(z) and ¢(z) are continuous on (a,b).

Remark 1. Similarly, we can consider the right generalized derivative in place of
the left generalized derivative in Eq. (9) and study Sturm’s theorems.

Theorem 1 (Sturm separation theorem). Let ¢1(x) and ¢pa2(z) be linearly indepen-
dent solutions of the equation

LD ) (p(2) “Dpy g d(2)) + q(z)d(x) = 0 (10)

on [a,b]. Assume that p(z) > 0 on [a,bl]; if by and bs are consecutive zeros of ¢1(x),
then ¢2(x) has exactly one zero in (by,ba).

Proof. Using definition (1), Eq. (10) can be converted into

ol [ 0e (B Dutw@ioan )| + atelota) o

Rearranging the above equation, we have

p(x) , B
Dy <¢’($) DI(w(m)(b(x))) + q(@)¢ (z2)w(x)p(z) = 0. (11)

Taking ®(z) = w(z)¢(x), P(x) = L5 and Q(z) = q(z)¢'(z), Bq. (11) is trans-
formed into

D, (P(2)D1(®(2))) + Q(a)®(x) = 0. (12)

This Eq. (12) is a well-known second-order (classical) differential equation. Further-
more, ®(z) satisfies all the conditions of ¢(x), i.e. if by and by are consecutive zeros
of ¢1(x), which means ¢1(b1) = 0 and ¢;(by) = 0. Therefore, ®;(b1) = $1(b2) = 0.
Now, following [3, 15], we get our proof. O

Theorem 2 (Sturm comparison theorem). Consider the differential equations:

LDy ) (p(2) X Dy iy d(2)) + q1(2) ()
LDiyow) (0(2) X D)) + qo(x)E(x) =

where q1 and g2 are continuous and q1(x) < qa(z). Assume that p(x) > 0 on [a,b],
and ¢(x) and &(x) are solutions of (13) and (14), respectively, on an interval [a, b].
Then between any two consecutive zeros by and be of ¢(x), there exists at least one
zero of £(x), unless q1(x) = qa(xz) on (by,ba).

0, (13)
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Proof. Using definition (1) in Eq. (13) and Eq. (14) and rearranging them, we get
the transformed equations
Dy (P(2)Dy(®(2))) + Q1 (2)®(2)
Dy (P(2) Do (¥(2))) + Q2(2)¥()
where ®(x) = w(x)d(z), ¥(x) = w(x)é(x), P(x) = %,Ql(m) = q1(z)¢'(z) and

Q2(x) = g2(x)y)'(x). Since egs. (15) and (16) are in the form of classical differential
equations, then for the remaining proof, we follow [3, 15]. O

0,
0, (16)

4.1. Few examples

Consider a particular case of Eq. (9) for p(z) =1 and ¢(z) =1,

LD[w,w] (LD[w,w]QS(x)) + ¢($) = 0. (17)

This equation gives us lots of choices to select the weight w(x) and another function
W (z). For different w(x) and ¢ (z) we get different equations. Here, we choose a few
w(x) and 1(x) and analyze the behavior of zeros.

Example 1. Let ¢(x) = x and w(x) = ¥, and substituting in Eq. (17) we get
Dy (Dy(e*¢(2))) + e"¢(x) = 0. (18)

We observe that, ¢p1 = e *sin(x) and ¢g = e *cos(x) are two linearly independent
solutions of Eq. (18). Then from Sturm’s separation theorem, if by and bs are two
zeros of ¢1, ¢o has exactly one zero between zeros of ¢1, see Figure 1.

0.2

Figure 1: Graph of ¢1 = e Tsin(x) (solid) and ¢2 = e~ “cos(z) (dashed)

Example 2. Let () = €* and w(x) = e¥, substituting in Eq. (18) and after
simplification we have

e~ D, (Da(e"9(x))) — " Da(ed(x)) + €* () = 0. (19)
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Note that ¢1 = e sin(e®) and ¢2 = e Tcos(e®) are two linearly independent solu-
tions of Eq. (19). Using Sturm’s separation theorem, if by and by are two zeros of
¢1, @2 has a zero between zeros of ¢1, see Figure 2.

02— N 7

0.4

Figure 2: Graph of ¢1 = e "sin(e®) (solid) and ¢2 = e~ “cos(e”) (dashed)

Example 3. Let ¢(x) = % +z and w(z) = ﬁ; then from Eq. (17) we have

D, (m21+ D, (;f(_f)l)) + ¢(z) = 0. (20)

Since ¢1 = (2% + l)sin(g +2) and ¢y = (2% + l)cos(g +x) are linearly independent
and solutions of Eq. (20), from Sturm’s separation theorem, for any two successive
zeros of ¢1, there is exactly one zero of ¢o, see Figure 3.

-30

23

Figure 3: Graph of ¢1 = (% + l)sin(g + ) (solid) and ¢2 = (x* 4 1)cos(%- + z) (dashed)
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Example 4 (Application to Bessel’s differential equation). Consider Bessel’s dif-
ferential equation of order B in terms of the generalized derivative

z? LDWU,] (LD[w,w]qﬁ(x)) + mLD[w,w]qﬁ(a:) + (2% = BHp(z) =0, 0< 1z < oo.
(21)

This Eq. (21) is a particular case of Eq. (3). Now, using definition (1) and rear-
ranging the terms, we get

x2 S x x x 22— B2 (2)®(x) =
D (i De2(e) )+ aDs0(a) 4 (2 = B0 (2)0() =0,

where ®(z) = w(z)p(x). If we take (x) = x, then the above equation becomes
22D, (D, ®(2)) + 2D, ®(x) + (2? — B*)®(z) = 0. (22)

Since w(x) # 0, then the zeros in Eq. (22) and the zeros in classical Bessel’s equation
[3] are the same. Therefore, following [3] and using the Sturm comparison theorem,
we conclude that:

Case 1: If 0 < 8 < 1/2, then each solution of Bessel’s equation in every interval
C (0,00) of length m has at least one zero.

Case 2: If § > 1/2, then every solution of Bessel’s equation can have at most
one zero in every interval C (0,00) of length .

Case 3: If B = 1/2, the distance between the consecutive zeros of each non-trivial
solution of Bessel’s equation is .

5. Regular generalized Sturm-Liouville problem

5.1. Regular GSLP of kind I
A regular GSLP-I is defined as

BD1yw) (p(x) P Dpy (@) + q(2)d(a) = A(), (23)

'(z),q(z), and ¢’(z) are continuous in [a,b]. Since ¢'(z) # 0, we
in Eq. (23) and define Eq. (23) with the following notation:

where p(x) # 0,p
multiply by ¢’ (x)

£1 = 77[1/(37) RD[w,w] (p({L‘) LDWJ’U)]()) + ’(//(:L.)q(x)’

as
Lig(x) = MW (2)¢(x), (24)

and boundary conditions
c1p(a) + c2 p(x) " Dy ()| _ =0, (25)
d1p(b) + d2 p(z) “ Dyy,uw1é(@)|,_, = 0, (26)

where ¢ + ¢3 # 0,d3 + d3 # 0.
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Theorem 3. The eigenvalues of GSLP-I (24) subject to the boundary conditions
(25)-(26) are real.

Proof. By using integration by part formula (2), we observe that the following
relation holds:

b
/ o) L1 () = / g (@) (x)E () de

/Tw ) EDyy () EDpy g ()

b

¢(x) (p(x) " Diy wié(2)) |-

Assume that \ is an eigenvalue of problem (24)-(26) corresponding to eigenfunction
¢. The following equality holds for ¢ and its complex conjugate ¢:

Lip(x) = M (2)¢(x), (28)
c1¢(a) + c2 p(x) " Diy ()| _ =0, (29)
d1¢(b) + da p(x) * Dy wy$(2)|,_, = 0, (30)
Lig(x) = N (2)¢(), (31)
c19(a) + 2 p(x) "Dy 9(2)],_, = 0, (32)
d16(b) + da p(z) " Dyy ()|, _, = 0, (33)

with ¢? 4¢3 # 0 and d? + d2 # 0. Now, we multiply (28) by ¢ and (31) by ¢ and
subtract them as:

(A =N (2)¢(2)d(x) = d(z)L1¢(x) — ¢(a)L16(x). (34)

Integrating Eq. (34) over [a,b] and using relation (27), together with boundary
conditions (29)-(30) and (32)-(33), we get

b
(-8 [ @l =o
Since ¢(z) is non-trivial and ¥’ (z) # 0, A = A. O

Theorem 4. The eigenfunctions corresponding to different eigenvalues of the GSLP-
I are orthogonal with respect to the function ¥'(x) on [a,b] that is,

b
/ G @)ér(@)ba@)dz =0, Ar # Ao,

where the eigenfunctions ¢;(x) correspond to eigenvalues A, for j =1,2.



STURM’S THEOREMS FOR GENERALIZED DERIVATIVE AND GSLP 149

Proof. Given that, for two distinct eigenvalues, respective eigenfunctions j = 1,2
satisfy GSLP-I

Ligj(x) =N (x)9,(x), (35)
c1¢j(a) + cap(x) "Dy w5 (2)],_, =0, (36)
d16;(b) + da p(2) " Dyy a6 (2)] ,_, = 0. (37)

In Eq. (35), we multiply by ¢2(z) for j = 1 and by ¢1(z) for j = 2, subtract the
results and obtain the following relation:

(A1 = A)Y (2) 1 (x) P2 (2) = da(2)L161(7) — P1(x)L1¢2 (). (38)

Now, we integrate Eq. (38) over [a, b] and using relation (27), we obtain:

b
(A1 — )\2)/ V' (2)p1(x)pa(x)da = by (x) p() LD[¢,w]¢2(fE)‘m:b

— ¢a2(2)p(x) “ Dy g 61()]
— ¢1(2)p(z) LDM@(%)L .
+ G2 ()p(x) " Dy w1 ()|, .-

From boundary conditions (36)-(37), it follows that

b
(=) [ 0 @) (@)éa(a)de = 0.

Since A1 # A2, we have,

b
/ ' (x)p1(x)po(x)dx = 0.

O
5.2. Regular GSLP of kind II
A regular GSLP-II is defined as
EDyw) (p(2) B Dpy ) d(2)) + g(2) (@) = Ag(), (39)

where p(z) # 0

0 (z ) q(z), and ' (x) are continuous in [a,b]. Since ¥'(z) # 0, we
multiply by ¢’ (x) in

q. (39) and define Eq. (39) with the following notation:

= ¢/(2) " Diy ) (p(2) " Dpy,u) () + ' (2)a(2),

as

Lag(x) = M)’ (z)¢(x), (40)



150 P. K. PANDEY, R. K. PANDEY AND O.P. AGRAWAL

with boundary conditions

01(15(04) +c2 p(ﬂ?) RD[¢,w]¢(x) ’J;:a =0, (41)
d1¢(b) + da p(x) "Dy ()|, _, =0, (42)

where ¢ + 3 # 0,d3 + d3 # 0.

Theorem 5. The eigenvalues of GSLP-II (40) subject to the boundary conditions
(41)-(42) are real.

Theorem 6. The eigenfunctions corresponding to different eigenvalues of the GSLP-
II are orthogonal with respect to the function ' (x) on [a,b] that is,

b
/ V' (x)p1(x)d2(x)dx = 0, A1 # A2,

where eigenfunctions ¢;(x) correspond to eigenvalues \;, for j =1,2.

5.3. Existence of eigenvalue for the GSLP
The Sturm-Liouville equation in the form of the generalized derivative is defined as
— Dy ) (p(2) ¥ Dy (@) + a(@)d(2) = A(), (43)
subject to the boundary conditions
¢(a) = ¢(b) =0, (44)

where p(x) > 0 and p(z),p'(z), ¢(z), and ¢'(z) are continuous.
Using definition (1) in Eq. (43), and after simplification, we have

-0, (B Do) ) + o) (2)u(e)o(e) = A (a)ula)ofa).

V' (z)

Q

Substituting w(z)p(x) = ®(x), 2 = P(z) and g(x)y'(z) = Q(x), Eq. (43) is

transformed into a standard SLP:

—D;(P(2)Da(®(2))) + Q(2)2(2) = M\ (2)®(x), (45)
and this time the boundary conditions becomes
®(a) = 0(b) = 0. (46)

Theorem 7. GSLP (43)-(44) has infinite eigenvalues, is arranged as \V) < \?) <
.., and to each eigenvalue X there corresponds a unique (up to a constant factor)
eigenfunction ¢(™.
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Proof. First, we convert GSLP (43)-(44) into a standard SLP of the form (45)-(46).
Now, the problem of minimizing the functional for Eq. (45) becomes

b
Fl®(z)] =/ (P(2)(Ds(2(2)))* + Q(2)(®())?) da, (47)

subject to boundary conditions (41) and the subsidiary condition

b
10@)] = [ /(@)@ ds = 1. (48)

Therefore, if ®(z) is a solution of the variational problem (47)-(48), then it is also
a solution of (45)-(46). We take a = 0 and b = & for simplification, and using the
Ritz method, we choose the following approximate solution of (46)-(48):

1 n
D, (z) = ay, sin(kx).

Now, for the complete proof of the theorem, we follow all steps similarly to [6]. O

Now, the generalized form of the Sturm-Liouville equation from Eq. (45) can be
written as follows:

Dy (P(2)Dy(®(2))) + (M) (z) — Q(2)) () = 0. (49)

This Eq. (49) is similar to Eq. (12). Thus, we can also analyze the behavior of the
zeros of solutions of the generalized Sturm-Liouville equation.

6. Conclusion

We defined and proved the Sturm comparison theorem for generalized derivatives.
We showed an application of the Sturm comparison theorem to the generalized
Bessel’s equation. We also introduced two classes of regular GSLP. Further, we
showed that the eigenvalues of the GSLP are real, and corresponding to distinct
eigenvalues, the eigenfunctions are orthogonal. Finally, we showed that the GSLP
has infinite eigenvalues and corresponding eigenfunctions exist such that the se-
quence of eigenvalues is increasing.
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