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1 Abstract

Food waste is a global issue with significant economic, environmental, and social consequences. This
research focuses on finding alternative food product compositions with similar nutritional values but
reduced climatic impact, addressing food waste and environmental concerns. The study combines
three essential elements: emissions, nutrition, and food waste, to guide customers in making more
sustainable choices.
The research explores two approaches to reducing climatic impact. The first approach involves clus-
tering techniques to identify alternative product options with lower emissions and similar nutritional
profiles. Clustering will be applied for the one-to-one replacements. The second approach utilizes
linear optimization to find optimal compositions of food products that minimize climatic impact while
maintaining nutritional balance. Linear optimization will be applied for the one-to-many and many-
to-many replacements.
On average, the clustering methods reduce around 1.4 kilograms of CO2 per kilogram of the re-
placed product, while linear optimization has an average decrease of approximately four kilograms
per replacement.

Keywords: Clustering, CO2 reduction, Food waste, linear optimization
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2 Introduction

Food waste is defined as food that is fit for consumption, but is consciously discarded at the con-
sumption or retail stages [1]. Food that is damaged during transport and thus is thrown away should
also be considered food waste.
Globally around one-third of the product food ends up as food waste[2]. The European Union (EU)
produces approximately 88 million tons of food annually. 20% of the generated food in the EU ends
up as food waste [3]. This is a loss of around 143 billion dollars [4].
The fact that 20% of the European-produced food ends up as food waste contrasts even more with
the estimated 33 million European people who can not have a sufficient qualitative and quantitative
meal every other day [5].
Food waste does not only highlight the distribution issue of food in Europe, but environmentally
harmful resources that are used during production are wasted as well. Primary food production ne-
cessitates using resources such as energy, land, water, and raw materials, all of which have economic
and environmental consequences. The greenhouse emissions, such as CO2, during production and
the other resources that are used during the production, are absolutely seen as not more harmful.
They are relatively seen as more harmful since there is no consumption pleasure, and the waste is the
same.
When food is wasted, most of the time, it is not used for compost or another functional purpose,
but it almost always ends up in landfills. In the USA, around 95% of all discarded food ends up in
landfills. At 21%, it is the greatest component of municipal solid waste [1]. 5% of waste from landfills
is diverted for composting. CO2, a powerful greenhouse gas contributing to global warming, is one
of the greenhouse gasses produced when food waste decomposes [1].

Food waste, not taking into account damaged food, is produced throughout the whole production
chain. Households account for 53% of the food waste; production and processing for 30%; retailers
for 5%; and food services such as restaurants and cafeterias for 12% [6]. So, the biggest improve-
ments in food waste reduction can be made at the household level.
Research on household food waste has found that fruits and vegetables are mostly thrown away, fol-
lowed by prepared meals, bread, meat, milk, and packaged items. Surprisingly, 37% of the households
said they threw out ”none” or ”hardly any” food in all six categories [7]. If it is true that 37% almost
does not throw anything out, then the remaining 63% of the waste-creating households do throw
even more away. However, it could be the case that the 37% group is unaware of their food waste
behavior.
Given the substantial quantity of food waste at the household level, it should be clear that it is
most likely to make a significant reduction at the household level. When it comes to strategies to
decrease food waste, it appears that the majority of Europeans point to individual responsibility. 63%
of the respondents of the survey agree that improved food-related activities in terms of planning and
purchasing will help to reduce waste [8].
In summary, 20% of the European-produced food ends up as food waste. Most food waste is created
at the household level, and 63% of people find it useful to get guided to reduce food waste[8].

This research will combine the climate impact, nutritional diet, and likelihood of ending up as food
waste so that customers get suggestions for alternative products with less environmental impact. This
can, for example, be used in online supermarkets. For example, when a customer has product A in
its basket, and product B is less emitting and nutritionally relatively close. In that situation, the
customer can be notified whether they want to replace product A with the less emitting product B.
It could be the case that a product will be one-to-one replaced, but it could also be that one product
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gets a suggestion to be replaced by three different products. The customers will get these suggestions
so that they can make a considered choice regarding their impact on the environment.
The purpose of this research is to find out if there is an alternative composition for a bag of products
with similar nutritional values and in balance with the recommended amount, but with less climatic
impact.
The first step that needs to be done is to merge the three essential elements: emission, nutrition,
and food waste together. After that, the reduction of climatic impact can be done.
The reduction of climatic impact will be done with two approaches. The first approach for finding
an alternative composition for a bag of products is using different clustering techniques. The Second
approach to finding a solution for the research problem will be done with linear optimization.

In the Netherlands, multiple guidance labels exist for customers to make more informed food choices.
Food products must have the ingredients, the nutritional score, and the latest consumption date or
best-before date on them [9]. There are more requirements for food packaging, but that is irrelevant
for this research.

There are already multiple publications in the field of diet optimization to reduce CO2 emission and
food waste. Take, for example, the research of Van Dooren et al. [10]. This research combined a
nutritional diet, climate impact, and financials to find the optimal diet.
Another research in this field is the research of Janssens et al. [11], who researched the impact of
consumers’ behavior on waste in daily food provisioning.
The research that will be presented in this paper will work further on the research of Van Dooren et
al. [10] and the research of Janssens et al. [11].
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3 Methodology

In this chapter, firstly, the used datasets will be reviewed. After that, the preparation of the datasets
will be considered. This contains the preprocessing of the datasets and the merging of the datasets.
Thirdly the dimensionality reduction methods are reviewed. Fourthly, the clustering that will be
applied is discussed. Finally, the linear optimization method is discussed.

3.1 Datasets

In this research, primarily three datasets are used. The first dataset, the nutritional value dataset,
contains the nutritional characteristics of the products that are considered in this research. The second
dataset, the CO2 dataset, contains data about how much CO2 is produced during the cultivation of
the products. The third dataset, the waste dataset, contains data regarding waste on consumer level.

3.1.1 Dataset 1: Nutritional values

The nutritional data that is used, is taken from the Dutch food composition database (NEVO). NEVO
is a Dutch/Netherlands Food Information Resource (NethFIR) component. NethFIR includes multi-
ple food databases, including food composition data for generic and branded foods with data about
nutrients, allergens, and characteristics such as sustainability and portion sizes [12]. The Netherlands
Nutrition Centre (NNC) and the RIVM collaborate on NethFIR. NEVO has extensive food compo-
sition data, particularly for generic products. RIVM and the NNC Institute manage the databases.
The NEVO datasets are primarily for educational purposes [12].
The database contains data on the compositions of food that is frequently eaten by the Dutch
population. These food products contribute significantly to the intake of nutrients for the Dutch
population [13]. The NEVO database contains a dataset with more than 125 nutrient characteris-
tics such as the amount of fat, amount of Magnesium, or amount of vitamin K for 2207 food products.

3.1.2 Dataset 2: Carbon dioxide during production

The SU-EATABLE LIFE (SEL) [14] database offers a compendium of carbon and water footprint
values for 323 food items. The SEL dataset consists of 3349 extrapolated carbon footprint estimates
from 841 articles published between 1998 and 2019, and 937 extrapolated water footprint values from
88 articles published between 2005 and 2018. The original data is summarized into 85 typologies,
11 sub-typologies, 323 pieces of data on carbon footprint, 72 typologies, and nine sub-typologies.
Moreover, the dataset includes uncertainty and data quality assurance such as the Kurtosis value[15].

3.1.3 Dataset 3: Food waste

Data about how much waste households produce is provided by research from Wageningen University
of Research (WUR) [16]. The dataset contains 150 records of how much households have thrown
away. The data is from a questionnaire that participants had to fill in about what and how much
they have thrown away last week.
For the questionnaire, the participants went through a four-step procedure. Firstly the participants
had to go through an ethical/privacy check since the gathered data must be considered personal
data. Secondly, the participants got an announcement to try to be aware of their food waste. This
is done to get more reliable data since many people are not completely aware of food waste [16].
However, it should also be considered that people get motivated to change their behavior due to
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the awareness notification [17]. The third step is filling in the questionnaire about how much food
is wasted in fifteen categories. The food has to be categorized into one of the following fifteen
categories: beverages, beans, bread, candy, cereal, eggs, fruit, meat, pasta, potatoes, sauce, soup,
topping for bread, vegetables, and yogurt. The quantification for each category is done in everyday
units. For example, sugar is measured in the number of spoons, while meat is measured in portions.
The fourth step is to recalculate everything to grams so that the dataset contains only grams per
food group.
These four steps are already done, and therefore the dataset contains 150 responses about how much
participants have thrown away divided into fifteen different categories measured in grams.

3.2 Data preparation

3.2.1 Preparing the datasets

After dropping redundant columns, the nutrition dataset has the following columns:

1. Foodgroup: which is one of 27 different food groups, such as mixed dishes, vegetables, legumes,
and alcoholic beverages.

2. NEV Ocode: a unique code representing the product.

3. Foodname: the name of the product in English.

4. Synonym: when there exists a synonym of the product name in Dutch.

5. Quantity: which is either 100ml or 100mg determining the quantity of the product.

Finally, the nutrition dataset has 133 columns with additional information about what nutrients are
in the product.
The nutritional data is stored in different ways. There are columns saved as float numbers, integer
numbers, a string with a dot indicating the decimal, and a string with a comma indicating a decimal.
All these numbers are changed into float numbers.

The CO2 dataset contains the following columns:

1. Foodgroup: which tells to which of the four food commodity groups the product belongs.

2. Commodityfood: a column with food commodity type indicating which of the 85 groups the
product belongs to.

3. Subcommodity: a column with sub-typologies indicating an additional specification for the
typologies. Indicating to which of the 85 sub-typologies the product belongs.

4. Foodcommodityitem: with the actual name of the product.

5. Column n: the number of times the product occurred in the researched papers.

6. Meancolumn: with the mean CO2 score of all the CO2 values of that product in the literature
research.

The mean is chosen because some products occur only once in the literature study, while others occur
several times, and the mean takes all the values into account.
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The waste dataset contains four columns:

1. Category: with fifteen different category names.

2. Absolutewaste: with the absolute waste per week in kilograms.

3. Absoluteintake: with absolute intake per week in kilograms.

4. Relativewaste: with the relative waste per category per week.

The original waste dataset is 150 records of what people consciously have thrown away divided into
fifteen categories. The mean is taken for each column of the original waste dataset, which will be
used as the waste value for each category. This dataset contains the absolute waste per week in
grams while the relative amount of waste is desired. The relative waste is desired so that products
can get a waste probability. This probability indicates the likelihood of a product ending up as food
waste.
To get the relative waste data, the consumption data from the average Dutch person is used [18].
With absolute waste and absolute consumption, the relative waste is calculated. The relative food
waste will later be used to create a waste column that takes into account the waste probability.

3.2.2 Connecting the datasets

Connections are made between the three datasets to give each record in the nutrition dataset the
most appropriate CO2 value and waste probability. The data comes from three different sources with
no identification column to connect easily. So, to give each nutrition record the most appropriate
CO2 value, three methods, TF-IDF, Levensthein distance, and spaCy, are tested to see which method
is the best solution for the connection of the different data sources.

Firstly a match is made with the highest TF-IDF score. Term frequency-inverse document frequency
(TF-IDF) is one of the most common vectorizer methods in natural language processing [19]. It
determines how important a term is relative to the whole corpus. This will result in a vector that is
unique for each word. TF-IDF vectorizes a word by calculating the term frequency (TF) and multiply-
ing that with the inversed document frequency (IDF) [19]. The term frequency counts the number of
times the word occurs in the document. The inverse of the document frequency is the inverse of how
many documents contain a particular word. These papers [20] [21] give more in-depth information
about TF-IDF.
The results are checked manually to check the performance of the TF-IDF method since there is no
artificial method to evaluate it. The TF-IDF method did not give satisfying results. This is because
TF-IDF is not exactly suited for matching strings. Therefore, another approach is needed.

The Levensthein distance is an algorithm to determine how similar two strings are. The higher the
Levensthein score, the more different the two strings are [22]. The Levenstein distance is calculated
by going through each string on a character base and checking whether the exact or next character
is identical. Based on that, the Levensthein score will increase or stay the same. These [23] [24] [25]
papers will give additional information about the Levensthein distance.
The Levensthein should give better results from a theoretical point of view since the Levensthein
distance is more appropriate for this problem than the TF-IDF distance. Furthermore, empirically
based, the Levensthein distance gives better results than TF-IDF, but there were still major mistakes
in the results. The performance of the different models on 50 randomly selected products can be
seen in the appendix in figure 15. The method still has major mistakes, and therefore improvements
in the approach are still needed.
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One improvement is to add guidance. To guide the model in the right direction, the 85 categories
from the CO2 dataset are manually divided into the 27 categories from the nutrition dataset. With
this manual guidance, a sub-dataset is created for each nutrition product, and in that sub-dataset,
the Levensthein distance is calculated for each of the records. When the Levensthein algorithm does
not find any match at all, the spaCy library is used to find a match.
SpaCy is a freely available open-source library that contains algorithms and linguistic data that can
be used for Natural language processing [26]. SpaCy is built for processes that require text under-
standing since it can be used for information extraction. This tool can be particularly useful when
products have to be classified. The SpaCy library supports more than 72 languages and has 80 pre-
trained pipelines for 24 different languages [27]. These papers or books[26] [28] [29] give additional
information about spaCy and the usage of spaCy.

Figure 1: SpaCy usage

As shown in figure 1, spaCy is not used that much compared to the Levensthein approach. In total,
spaCy is used 214 times for making a connection in not-mixed dishes, and spaCy has been used once
for making a connection in mixed dishes.

With the guided approach, the model is manually guided in the right direction while being able to
select all the CO2 values. After the guidance, the model can still select the correct CO2 value, and
with all the different sub-datasets, all the different CO2 values are available beforehand. After running
the model, there are 60 different CO2 values, which is not close to the ideal 323 different CO2 values.

As shown in Figure 2, the distribution is not normally distributed over the values. Still, with the
guided approach method, the CO2 data density is higher than when it is done manually, and there-
fore this method is kept.

The waste dataset has fifteen rather general categories, and the nutrition dataset has 27 categories
that do not match one on one. To connect the datasets properly, spaCy is used to find matches
between the nutrition product names and the waste categories. The distribution of the nutrition
products can be seen in figure 3.

As shown in figure 3, not all categories contain the same number of products. This can be caused by

8



Figure 2: Distribution of CO2 values
Figure 3: Distribution of waste values

misclassification or by the structure of the original data. Here it is a combination of both. There are
misclassifications; take, for example, the highest peak. In the nutrition dataset, two categories can be
classified as vegetables: vegetables and legumes. The Vegetable category has 253 records, and the
legumes category has 36 records. This together does not come close to the over 3000 classifications
with spaCy. On the other hand, it is unlikely that over 100 different products are classified as soup
in the data.

Furthermore, a CO2 column that takes into account the waste is made. This column contains a CO2

value plus the CO2 values multiplied by the waste probability. The waste probability is calculated by
dividing the absolute waste per week by the absolute consumption of a category per week. From now
on, when reference is made to the CO2 value, the corrected CO2 value is referred to.
Finally, the nutrition columns that contain only zero values are dropped because there is no useful
data in these columns.
The final dataset has 2832 records and 132 columns containing necessary product information, the
nutrition values, the CO2 that is needed to produce one kilogram of the product, and the percentage
of what is thrown away per food product.

3.3 Dimension reduction

The goal of dimension reduction is to reduce the complexity of the data while keeping as much
information as possible in the data. This is done to reduce running time and to make the model as
interpretable as possible for customers. This is both desired because it is desired
The dimension of a dataset can be reduced by either creating new features that combine existing
features or keeping only the columns that contain the most information [30].
Both reduction methods and additional approaches are used in this project. The method that creates
new features will be used to reduce the dimensionality of the data for clustering. The second method,
which keeps the original values, will be used to reduce the dimensionality for linear optimization.
This section will explain three different dimensionality reduction approaches and the advantages and
disadvantages of each method.

One of the most common methods when new features are created is principal component analy-
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sis (PCA). PCA is an unsupervised machine-learning algorithm to reduce the dimensionality of the
dataset [31], which still contains the necessary dataset information. Firstly the covariance matrix
is made to identify correlations between columns. Secondly, the eigenvectors and eigenvalues are
used to identify the principal components. Lastly, a feature vector is made to decide which principal
components have the most variance and should be kept [32]. In conclusion, PCA trades a bit of data
accuracy for simpler data. These papers [31] [33] [32] give more in-depth information about principle
component analysis.
PCA is used on the 124 columns that contain nutrition data. The first eight principle components
already explain 99.12% of the variance of the whole dataset. The percentage of what each of the
first ten principal components explains can be seen in figure 4.

Figure 4: The ten principal components that explain the most variance

The remaining 114 principal components explain 0.88% of the variance in the data.
Two major disadvantages of PCA are that it creates new data instead of keeping the original data and
that the results are hard to interpret. The creation of new values is no issue for clustering. Still, PCA
is not suited for linear optimization since the linear optimization constraints are not interpretable when
constraints are made for the principal components. So, PCA will only be applied to data for clustering.

The other dimension reduction method only keeps the data’s most important feature columns. The
data is not modified with this approach. Thus, this method can be applied before linear optimization.
To achieve this, the SelectKBest from sklearn is used. The SelectKBest selects the most important
features based on univariate statistical tests [34]. The ten most important columns are selected to
keep enough information in the data while keeping it interpretable for customers. SelectKBest is
applied to the dataset, and the ten most important columns are: Calcium, Vitamin K2, five types
of acids saturated total, one Fatty acid trans-cis, and one fatty acid unidentified. These columns
are apparently important for the explainability of the CO2 distribution, but the components are not
significantly present in most of the products. However, these columns are not easily distinguishable
for customers. A third dimensionality reduction method is applied to keep it as explainable as possible
for customers.

The third and final method that is applied to reduce the data is based on the presence of a component
in the product. Examples of components in products are: Fat, Sugar, and Water. The ten components
that are most prominent in the products are selected. The sum of each component is taken, and
the ten products that have the highest sums are selected. These products are Protein total, Protein
animal, Sugar, Fatty acids total, Starch total, Fat total, Carbohydrate available, Water, Energy in
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Kj, and energy in kcal. A correlation matrix is plotted to check if certain columns describe the same
phenomenon, as shown in figure 5.

Figure 5: Correlation matrix of the ten columns

As it is known, animal-based protein is a subset of the whole category of proteins. Therefore, the
animal-based category is dropped from the ten most relevant components group. As shown in figure
5, both energy columns display the same phenomenon but in a different quantity. Therefore only the
energy in kcal is kept. Finally, fatty acid total is a subgroup of fats. The correlation between both
columns is 1. Therefore fatty acids total is dropped, and the reduced dataset contains only seven
columns that indicate the nutritional characteristics of the product. So the reduced dataset contains
the following seven columns to describe the product: protein, sugar, starch, fat, carbohydrate, water,
and energy.

In conclusion, the PCA method is used to reduce the dimensionality that is used in the clustering
approach. This method is a better dimensionality reduction method, but the results are hard to
interpret. Furthermore, the constraints for linear optimization are hard to make on the principal
components. SelectKBest is applied to the data to reduce the dimensionality while keeping the
original columns, but this approach is not easily useable for customers and, therefore, not used.
The dataset for clustering contains eight principal components describing the products. Keeping
the most present components is the method that is used for dimensionality reduction for linear
optimization. After dropping the correlating columns, the dataset for linear optimization contains
seven columns that describe the products.
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3.4 Clustering

The idea of CO2 reduction with clustering is to replace products with products that are nutritionally
similar but less polluting. Clustering will be applied on the nutritional columns that describe the prod-
ucts to create clusters with products that are similar nutritional-wise. For example, when a product
is selected from cluster 23, the product in that cluster with the lowest CO2 value is suggested. The
CO2 value is not taken into account when clustering.
Three different clustering approaches are applied. Firstly the affinity propagation method, which is
able to self-identify the number of clusters in the data. This method is applied to the original 124 data
columns. Secondly, the K-means approach to the 124-column data. Thirdly, the K-means approach
is applied to the PCA-reduced data.
One disadvantage of clustering is the running time when the replacement is not one-to-one. All three
clustering methods replace one product for one product. When clustering is applied to many-to-one,
one-to-many, and many-to-many replacements, the running time will be n2.

Firstly the affinity propagation method. This clustering method aims to identify clusters and can self-
determine the number of clusters present in the data [35]. It is a so-called exemplar-based clustering
method [36]. The method is derived from a standard inference method, and several experiments have
shown that it performs consistently [36], but research found that this method can lead to suboptimal
clustering solutions [35]. However, this method is able to self-identify the number of clusters in the
data. This literature [36] [37] [38] gives additional information about affinity propagation clustering.
The affinity propagation clustering has been applied to the data. It is tried to get the maximum
number of clusters so that the replacements are nutritionally as close as possible to the original point.
The damping parameter, which indicates the extent of the previous value being maintained compared
to the new value, influences the number of clusters. The damping variable is optimized to get the
maximum number of clusters.
With the damping variable corresponding to the highest number of clusters, 189 clusters are made,
and the nutrition products are divided over the 189 clusters. The distribution over the clusters is
displayed in figure 6.
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Figure 6: Distribution of products over the Affiliation clusters

As can be seen, the products are not evenly distributed over the clusters. The optimal distribution
over the clusters would be that each cluster has a few assigned products, and the number of assigned
products should be as equal as possible over the clusters. Currently, in the biggest cluster, over 200
products will have the same alternative. When the products are evenly distributed over the clusters,
the replacements will be more diverse, given that each product has the same likelihood of being
replaced.
To achieve this, K-means clustering is applied to the data. K-means is one of the most straightforward
clustering algorithms. For each point in the data, it calculates the squared distance to the centroids.
After that, the centroids are updated again to the middle of each cluster, and this process continues
until it stabilizes or after a number of runs [39]. One major drawback of the K-means clustering
algorithm is that the performance relies heavily on the initial randomly generated centroids [40]. This
problem can be solved by running the algorithm over the same data multiple times. These papers
[39] [41] [42] provide more information about K-means.
There are 2832 products in the dataset, and clusters of four points are created. Therefore 708 clusters
are made, and each cluster contains four data points. The cluster size of four is selected to create
equal cluster sizes while keeping them small. 1416 clusters also meet the requirements, but with 1416
clusters, 50% of the products are not improbable with the clusters, while only 25% of the products
can not be improvable.

3.5 Linear optimization

Linear optimization is the second approach to suggest alternative products given a bag of products.
One advantage of linear optimization is its running time, which is at most n2 when replacing one
product with a bag of products and vice versa.
Linear optimization, also called linear programming, is the approach of obtaining the best result by
maximizing or minimizing in a mathematical model whose requirements are represented by linear
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relationships [43].
So, for example, the function that needs to be minimized is the following function: f(x1, x2, ..., xn) =
k1x1 + k2x2 + ... + knxn with these constraints: a11x1 + a12x2 ≤ w1, a21x1 + a22x2 ≤ w2 and
with the following non-negative variables:x1 ≥ 0, x2 ≥ 0, xn ≥ 0 [44].
To apply this concept to reduce the CO2 emission of the bag of products, the goal is to minimize
the CO2 variable. The restrictions are based on the other nutrition values of the product in such
a way that the suggestion should have a similar composition or it should be healthier. The linear
optimization method has the following restrictions:

• Protein: The protein in the suggestion should have at least as many proteins as the original
product. Research from Biomed Central has found that the satiety after a 60% meal was
significantly higher than after a meal with 19% proteins [45], which reduces the need for
unnecessary overconsumption.

• Sugar: The suggestion should have at most as much sugar as the original product. The WHO
strongly recommended reducing the sugar consumption of both children and adults[46].

• Starch: Starch has a lower and upper bound, so the suggestion should contain at least 80%
and at most 120% compared to the original product. This is because starch is a crucial part of
a healthy diet; however, it can cause health issues if it is consumed too much [47].

• Fat: Fat has an upper bound, so the suggestion should contain less fat than the original
product. There are several reasons why a low-fat diet is preferred. Diets heavy in fat have a
weak satiating impact [48]. Furthermore, low-fat diets reduce the chances of coronary heart
diseases [48].

• Carbohydrate: Carbohydrate has a lower and upper bound, so the suggestion should contain
at least 80% and at most 120% compared to the original product. This is because carbohydrate
is an important part of a healthy diet because it provides glucose to the body [49]. However,
too much carbohydrate increases insulin resistance, which is adverse for type 2 diabetes [50].

• Water: Water has a lower and upper bound, so the suggestion should contain at least 80% and
at most 120% compared to the original product. Water is essential for life and should therefore
not be reduced too much, but when customers do not select a drink, a drink should not be the
suggestion.

• Energy: Energy has a lower and upper bound, so the suggestion should contain at least 80%
and at most 120% compared to the original product. Energy is essential for life, but a high-
density diet is linked with an increased chance of Alzheimer’s disease [51].

Given P , the set of all products, given original products OP ⊂ P , which is a subset of P , and given
replacement products RP ⊂ P which is a subset of P . The mathematical objective is:

• min
∑

f∈RP CO2[f ] ∗ x[f ]

Where x[f ] is the decision variable representing the quantity of food item f to be selected, each x[f ]
is a non-negative integer indicating the amount of food item f to include in the optimal solution.
CO2[f ] is the CO2 emissions coefficient for food item f . It represents the environmental impact
associated with producing one unit of food item f .

With constraints:

• Protein constraint:
∑

f∈RP Proteinf ∗ xft ≥ Proteint∀t ∈ OP

• Sugar constraint:
∑

f∈RP Sugarf ∗ xft ≤ Sugart∀t ∈ OP
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• Starch constraint:
∑

f∈RP Starchf ∗ xft ≥ 0.8 ∗ Starcht∀t ∈ OP ∧
∑

f∈RP Starchf ∗ xft ≤
1.2 ∗ Starcht∀t ∈ OP

• Fat constraint:
∑

f∈RP Fatf ∗ xft ≤ Fatt∀t ∈ OP

• CHO constraint:
∑

f∈RP CHOf ∗ xft ≥ 0.8 ∗ CHOt∀t ∈ OP ∧
∑

f∈RP CHOf ∗ xft ≤
1.2 ∗ CHOt∀t ∈ OP

• Water constraint:
∑

f∈RP Waterf ∗ xft ≥ 0.8 ∗Watert∀t ∈ OP ∧
∑

f∈RP Waterf ∗ xft ≤
1.2 ∗Watert∀t ∈ OP

• Energy constraint:
∑

f∈RP Energyf ∗xft ≥ 0.8∗Energyt∀t ∈ OP ∧
∑

f∈RP Energyf ∗xft ≤
1.2 ∗ Energyt∀t ∈ OP

3.5.1 Data modification

There are two additional data modifications applied to the preprocessed data to prepare the data for
linear optimization. Firstly a new dataset, a filler dataset, is created with the fifty least polluting
products. Secondly, the original and the filler dataset are expanded for better results.
The filler dataset is created with the fifty least emissive products from the whole dataset. The fifty
least polluting products are separated into a new dataset to see what the influence of the proportion
of these fillers is in the suggestions. This will be used to see the influence on, for example, the CO2

reduction when 10% instead of 70% of the product replacements are fillers. One disadvantage of this
approach is that, for example, for herbs, 10% is already a lot. Examples from the filler dataset are:
lettuce raw, and parsnip raw.
Both datasets are expanded to ten times the original size. Each record in the original dataset is present
in the new dataset in 10%, 20%, till 100% of the original product. Both datasets are extended to
prevent linear optimization from picking proportions that are less than 10% of the product. So, this
dataset contains ten times more records than the original dataset.
During the expansion of the dataset, a new column is created, which indicates the partion of the
original product. For example, it is the second part of the product, which is 20%. All the records are
multiplied by 0.2, and the newly formed column will get 0.2 as a value.
With expanded data, linear optimization can be run with integers instead of percentages. This will
result in partitions of products that are at least 10% of the original product instead of fractions of
products.
For example, the record brandy in the original dataset is one record with its nutritional characteristics.
In the extended dataset, there are ten records with brandy. The first record is brandy∥0.1 with ten
percent of each of the nutritional characteristics. The second record for brandy is brandy∥0.2 with
twenty percent of each of the nutritional characteristics. This continues until brandy∥1 with the
original characteristics of brandy.
The dataset without the fillers now has 21580 records, while the filler dataset has 500 records.

3.5.2 Research setup

For the linear optimization approach, three items are researched. Firstly, the influence of fillers in
the suggestion is researched with a restriction of at least m% fillers. m has the values 0, 0.1 until
1 representing 0%, 10%, till 100%. Secondly, the influence of fillers in the suggestion is researched
with a restriction of at most u%. u has the values 0, 0.1 until 1 representing 0%, 10%, till 100%.
Thirdly the influence of the number of products in a bag on CO2 reduction is researched.
When one product is replaced using linear optimization, the linear optimization should be within the
restrictions. When researching the influence of the fillers, the optimization should also take into
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account at least m% of fillers or, at most, u% of fillers. For the research with at least boundary, the
following constraint is added:

∑
f∈RP fractionf ∗xft ≥ m ∀t ∈ OP . Where m indicates the fraction

of products in RP that should at least be from the same category. When the at-most boundary is
needed for the experiment, the following constraint is added:

∑
f∈RP fractionf ∗ xft ≤ u ∀t ∈ OP

Where u indicates the fraction of products in RP that should at most be from the same category.
A running time threshold is added to prevent long running times. The maximum running time is 60
seconds per optimization.
When a customer selects, for example, meat, it is assumed that the customer wants something that
is at least similar to meat and not something completely different. When a product is selected from
vegetables, a new dataset is made with all the products that belong to the vegetable group and the
filler group so that there are products in the dataset with a similar taste and products that potentially
have the highest impact on the CO2 reduction. To keep track of the percentage of fillers in the
suggestions, a new column is added with a decimal indicating the size of the product. For example,
the row with medlar 10% has a 0.1 in the column and the medlar 50% has a 0.5 in the corresponding
column. Another column with the same principle as the filler category is made for the products in
the same category.

16



4 Results

To find the best alternatives for different products, multiple methods are applied. Firstly three differ-
ent clustering methods are applied and evaluated.
The three clustering methods do a one-to-one replacement. This means that one product is replaced
by one other product. The first two parts of linear optimization, the part with an at-least and an
at-most boundary, do a one-to-many replacement. This means that one product can be replaced
by multiple products. The third part of linear optimization does a many-to-many replacement. The
products in the bag can be replaced by multiple products.
Finally, the best cluster method is compared to the linear optimization method.

4.1 Clustering

There are three different clustering methods applied to the data. Firstly, the Affinity propagation
clustering method does not require a number of clusters. The number of clusters is automatically
determined based on the data. Secondly, K-means is applied with 708 clusters. Finally, K-means is
applied to the first eight principal components of the data. The methods are evaluated by calculating
the Euclidean distance between the original and suggested products in the grid. The grid is based
on the nutritional characteristics of the products. Each nutritional characteristic is one dimension in
the grid. The Euclidean distance is plotted against the difference in CO2 between the two products.
As can be seen in the figures, the x-axis represents the nutritional similarity between the original and
the alternative product. The y-axis represents the pollution difference between the products. The
optimal replacement is when the products are nutritionally as similar as possible and, from a pollution
point of view as different as possible.

The scatterplot, as shown in figure 7, shows the distribution of the suggestions based on the affinity
propagation clustering method. The relative difference in CO2 is visualized in figure 16, which is in
the appendix. Figure 7 shows that most of the alternatives reduce at-most five kg CO2. There are
a few points with a distance smaller than 50, which means that the products are nutritionally seen
close to each other. Most suggestions have a distance smaller than 800. More about the distribution
of the reduction can be seen in table 1.
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Figure 7: Affinity propagation method

Secondly, the performance of the suggestions that are made with K-means on the original data can
be seen in figure 8. The relative difference in CO2 is visualized in figure 17, which is in the appendix.

Figure 8 shows that the distance between the suggested points and the original is closer than the
affinity clustering method. This is because the clusters are smaller. Most of the CO2 reduction is
fewer than five kg. This is approximately the same compared to the affinity method. More statistics
about the distribution of the reduction can be found in table 1.
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Figure 8: K-means method on original data

Thirdly, the distribution of how the clustering performs on data that is created with the first eight
principal components of the data. The scatterplot can be seen in figure 9. The relative difference
in CO2 is visualized in figure 18, which is in the appendix. The calculated distance for this method
is the distance between the PCA points and not the original points. Therefore, the distance results
can not be compared one on one with the two other clustering methods. More statistics about the
distribution can be found in table 1.
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Figure 9: K-means method on the first eight principle components

When comparing figure 7, figure 8, and figure 9, it is seen that the different approaches have different
performances. This is also visible in table 1.
What can be seen from the figures is that there is a bunch of points at (0,0). This is due to each least
emitting product of each cluster. For that item, there is no better alternative. Thus, the distance
between the original and the alternative is 0. So, when the product that is already the least emitting
product in the cluster is selected to select the least emitting product in its group, it selects itself, or
both products have the same CO2 value, which is the lowest of that cluster. Therefore the distance
between the two points and the CO2 reduction is zero.
The first method, the affinity method, has been compared to the two K-means with the least points
at (0,0) because that model has fewer clusters than the two K-means methods, which both have 708
clusters.
The affinity method reduces, on average, the most CO2 per alternative. However, the mean Euclidean
distance between the original product and the suggested alternative is also the biggest compared to
the two k-mean approaches. So, the trade-off between the distance and the CO2 reduction is not
optimal.
The suggested nutritional characteristics from the K-means approach with the original data are the
closest to the original based on the nutritional characteristics of the product. On the other hand, this
method, on average, reduces the least CO2 per alternative.
The K-means PCA approach and the affinity approach both have a few outliers in the cluster data.
This influences the mean. However, it shows that the model does not perform as constant as the
K-means on the original data.This can be seen both in the responsible figures and in table 1. This
should be kept in mind while comparing the different approaches.
Considering the mean values of each list, the k-mean performed on the original data still performs
better. Still, the difference between K-means original and K-means PCA is smaller.
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Affinity
propagation

K-means
original
data

K-means
PCA
data

Euclidean
distance

CO2

difference
Euclidean
distance

CO2

difference
Euclidean
distance

CO2

difference
Mean 336.92 1.60 82.87 0.78 105.46 1.17
Std 234.52 1.77 86.35 1.39 128.57 1.48
Min 0.0 0.0 0.0 0.0 0.0 0.0
25% 187.53 0.40 0.0 0.0 1.53 0.0
50% 290.67 1.24 83.62 0.16 95.21 0.86
75% 447.67 2.38 153.87 1.15 159.35 1.76
Max 2116.57 30.70 462.80 29.53 3318.14 29.39

Table 1: Table with descriptive statistics about the distributionof the clustering performance

In conclusion, the three different approaches are capable of reducing CO2 while using products
that are as closely as possible related based on nutrition. As can be seen in table 1, the Affinity
propagation method has the highest mean reduction compared to the other methods. However, the
mean Euclidean distance is the highest as well for affinity propagation. On average, to reduce one kg
of CO2 with this method, the alternative product is at a distance of 174.4.
The K-means method on the original data has the lowest mean Euclidean distance but has the lowest
CO2 reduction compared to the other two methods. On average, to reduce one kg of CO2 with this
method, the product is at a distance of 71.4.
The K-means on the PCA data has a mean Euclidean distance of approximately 1.5 times the mean
distance of K-means on the original data. In contrast, the CO2 reduction is approximately 1.25 times
higher. On average, to reduce one kg of CO2 with this method, the product is at a distance of 90.1.
When the highest CO2 reduction is needed, the best method is the affinity propagation method. The
downside of this method is that the alternatives are the furthest away on average compared with the
other methods. So, when the best trade-off is desired, under the assumption that the trade-off trend
is linear, the K-means method on original data should be used.
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4.2 Linear optimization

This section contains the results regarding the linear optimization approach to reduce the CO2

emissions by replacing food products with less emitting products. The first part will contain results
when one product is replaced, and the second part will contain the results when fewer emitting
products replace a bag of products. It should be kept in mind that the number of replacements is
not considered.

4.2.1 One product

One big consideration when replacing one product with products that either belong to the same
category or are considered fillers is the balance between the two groups of products. Two different
approaches are taken to see the influence of the balance between both groups. Firstly, with at-least
x% of products that are in the same category, and secondly, with at-most y% fillers in the replace-
ment. To check the performance of each concept, fifty products are randomly selected, and the CO2

minimization is run for each of the fifty products.
The decrease of CO2 per replacement percentage within the same category can be seen in figure
10. While running the code, not every minimization problem converted within sixty seconds. For
the eleven box plots in figure 10, the number of non-convergence within sixty seconds is displayed
in the following list: [2, 2, 2, 8, 10, 13, 15, 19, 24, 29, 33]. Each number of the list indicates the
number of non-convergences within 60 seconds. So, the first number two, corresponds with two non-
convergences when 0% of the product should be replaced within the same category. The higher the
replacement percentage within the same group, the higher the number of non-convergence. This can
be seen in the list. It should be kept in mind that when the number of non-convergences increases,
the statistical significance of the results decreases.
As it can be seen in figure 10, the model performs the best when 0% should be replaced within the
same category. This is reasonable because the product can be fully replaced with filler products. The
performance decreases when the percentage of replacements within the same category increases until
80%. But 80% of the replacements within the same category, already almost 50% of the runs did
not convert within 60 seconds.
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Figure 10: Distribution with at-least boundary

When working with an at-most boundary instead of an at-least boundary, more products converge
within sixty seconds. 2 out of the 50 products do not converge for all the percentages. These two
products are identical for all the cases. It should be remembered that the eleven different situations
return similar values for all the products except for one product. The distribution is shown in figure
11. As can be seen, the at-most boundary does not influence the results significantly. This should be
investigated further.
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Figure 11: Distribution with an at-most boundary

4.2.2 Bag of products

The size of the bags is investigated for replacing a bag of products with a bag of new products.
For a bag of products, replacing products within the same category is no longer possible since a bag
of products can contain products from multiple categories. Because of that, only the bag’s size is
considered. The model is run on fifty bags with a size of two, fifty bags with a size of three, fifty bags
with a size of four, and finally, fifty bags with a size of five. The composition of the bags is generated
randomly. All the 200 bags did convert within sixty seconds except for one bag in the group of bags
with bag size two. This can be explained since when there are more products in a bag, there is more
space to find optimal solutions. The results can be seen in figure 12.

The size of the bags impacts the amount of CO2 that can be reduced by replacing products. As
shown in figure 12, the mean difference between bags with size two is approximately three, while the
mean reduction on bags of size is approximately nine. This makes sense because, in bigger bags,
there is more space to fit products in.
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Figure 12: Distribution of CO2 reduction per bag size

4.3 Comparing the methods

In this last result section, the best-performing clustering method, the K-means with original data,
and the linear optimization method are compared to each other. Even though the two methods
are fundamentally incomparable, the comparison might give useful insights. Clustering performs a
one-to-one replacement, while linear optimization performs a one-to-many replacement.
To compare both methods, the most polluting fifty products are replaced using the K-means without
PCA. The fifty most polluting products are used as well for the evaluation of linear optimization
method.
The performance of the best clustering method is visualized in figure 13. The mean reduction is 3.81
kg CO2, and the mean distance is 123.36. The distribution of this plot has similarities compared to
the distribution when the whole dataset is processed. Still, the cluster that has around nine kilograms
of CO2 reduction is relatively seen more represented in this subset.
The clustering method has similar mean CO2 reductions compared to the replacements that are done
using linear optimization. The results are similar to the results with the at-least boundary of 70%
and higher.
Thus, the clustering approach has a similar mean CO2 reduction level compared to the linear opti-
mization approach.
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Figure 13: Fifty most polluting product replacements with clustering
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5 Discussion

There are multiple considerations and assumptions that should be kept in mind while analyzing the
results. The first part of the discussion contains considerations regarding the data and the connection
between the data sources. The second part contains considerations regarding the clustering methods.
The third part contains considerations regarding linear optimization. The fourth and final part contains
general considerations about the idea as a whole.

5.1 Data

There are mainly three different issues regarding the data and its quality. The first issue is regarding
the quality and dimensionality of the data. The second remark concerns the quality of the connections
from the different datasets. The third and final remark on the data is creating a new data frame for
linear optimization.

The CO2 data is based on literature research and, for many products, the mean of several CO2

values is taken. The production of certain products is not equally emissive throughout the year. Take
the production of tomatoes during the summer and winter. The CO2 pollution varies between 0.1
kg CO2 during the summer and 10.2 kg CO2 per kilogram of tomatoes during the winter [52]. The
seasonal trend is not taken into account in this research.
One additional aspect that should be considered is the product’s origin during the year. Transport
pollution is considered for these CO2 values, which can vary significantly during the year. For the
UK to import products from Morocco to the UK by boat, it pollutes on average 70 grams of CO2

per kilogram of food. When Moroccan products are imported by car, a CO2 value of approximately
350 grams per kilogram should be considered. Local products pollute less than 10 grams CO2 per
kilogram for transport [53]. This data dimensionality is not available in the data, but it could poten-
tially impact the results significantly. The variation of origin is not taken into account either in this
research.
The waste data is based on a survey about what people consciously throw away. However, waste
disposal can be considered an unconscious, habitual process that happens without much thought [54].
Even though the participants of the waste survey were encouraged to be very alert about their waste
disposal, the unawareness phenomenon should be taken into account while processing the data.
The issues regarding data can be solved by using more detailed data.

The waste dataset categorized the waste into fifteen different waste probabilities while other datasets
divided their products into more categories. This causes issues with the connection of the different
datasets. The best and final method that is used to connect the different datasets still has some
wrongly connected products. This can be seen in appendix 8.1. These mismatches between nutri-
tional, waste, and CO2 products severely limit the methods’ performance.
This issue can be solved by using better connection methods like pre-trained neural networks. With
well performing pre-trained neural network, there will be fewer misclassifications.

The new dataset for linear optimization is created to solve the issue of requiring fractions of prod-
ucts. One of the disadvantages of linear optimization is that the coefficients are either continuous
or integers. Generally, it is not desired to require a lot of fractions of products, but this dataset is
made to at least get slices of products. Now the model can select a part of the product that is not
a fraction of the product the part of the product is either 10%, 20% till 100% of the product. One
additional remark that should be taken into account is that all the products are now separated into
ten new records, while it can differ per product what partitions are desired.
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5.2 Clustering

There is no straightforward method to evaluate the performance of the different clustering methods.
As already explained, the current method calculates the difference in CO2 and measures the Euclidean
distance between both points in the grid. This method relies on one important assumption which
assumes that each dimension is equally important for the calculation of the Euclidean distance between
the two data points. However, this is not the case because nutrients that occur in small proportions are
measured in µg while more common nutrients are measured in grams, and the energy is measured in
either kcal or kJ. The current measurement for performance is the best option, but this consideration
should be kept in mind.

5.3 Linear optimization

Three considerations should be kept in mind while analyzing the results of the linear optimization
approach. The first consideration is regarding the quality of the low CO2 dataset. The second
consideration is regarding the constraints that are made for linear optimization. The third and final
consideration is regarding the limitation in the running time of the linear optimization approach.

The first consideration that should be kept in mind while interpreting the results from the linear
optimization is the quality and accuracy of the fifty products with the lowest CO2 values. This
dataset contains one product that is labeled as fruit, eleven products that are labeled as legumes, and
38 product that are labeled as mixed dishes. Examples of products that are labeled as mixed dishes
in the low CO2 dataset are: babi pangang without rice, lasagna bolognese, pizza with frozen fish,
and soup clear with meat. These four products have a corrected CO2 label of 0.342 kg CO2 per
kilogram of the product. 0.342 kg CO2 per kilogram of the product is one of the lowest ratings for
CO2 in the original CO2 dataset. Products in the original CO2 dataset with a CO2 rating of 0.342
are: Soy meal, banana, pear, carrot, potato, and barley.
When the mixed dishes are removed from the data, the results show a similar trend, but not identical.
The results can be seen in figure 14. The number of optimizations that are not increased within the
sixty seconds gap are: [1, 1, 1, 4, 6, 8, 10, 14, 23, 29, 34]. Each number of the list indicates the
number of non-convergences within 60 seconds. The first number, number one, corresponds with
one non-convergences when 0% of the product should be replaced within the same category. When
the replacement percentage within the same category increases, the CO2 reduction decreases. This
trend continues until 80%, and at that point, the results become unreliable because almost 50% of
the products are not replaced within sixty seconds. As shown in figure 14, the results have a similar
trend when the mixed dishes are left out.
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Figure 14: Distribution of CO2 reduction when no mixed dishes are included

The second consideration that should be kept in mind is the constraints that are made for linear op-
timization. The current constraints are all separated per food characteristic. For example, given two
products, one product that scores high on fat and low on sugar, and the second product that scores
a fraction higher on sugar, but 80% lower on fat. Currently the second product is not recommended
because there is a strict border to reduce sugar. The restrictions would be better if a new overall
badness factor is introduced, which should also be minimized.

The third and final consideration that should be kept in mind is the limitation of the running time. This
concept of replacing products or bags of products with less polluting products should be used during
online shopping, so extreme running times are not desired. Therefore the running time is capped at
sixty seconds. Sixty seconds is still quite high for real-life application but suited for experimenting.
There is not always a CO2 reduction achieved on the products. This is either due to the fact that the
input was already optimal or due to the longer running time. The values without CO2 reduction are
not considered during the evaluation. So the results are biased toward the success results. The with
no improvement are left out because it is not possible to distinguish whether they are not improving
because of the running time or that they are already optimal.
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5.4 General considerations

The most important reason why humans consume food is to obtain nutrition from the food for a
healthy body. One often overlooked reason is that customers want to enjoy the food. Furthermore,
a significant part of the weekly consumption is entirely consumed for pleasure. Products such as ice
cream, alcohol, coffee, and chocolate are commonly consumed to promote a positive mental state
[55]. Both methods that are presented in this work to reduce the CO2 pollution leave the whole
aspect of consuming food for pleasure out of sight. Customer satisfaction is likely to increase when
the consumption for pleasure is taken into account. This can be applied when data is available about
how products taste and their function.
The quality of the replacements will increase when this is taken into account. With that, there is
another issue that should be taken into account, and that is that food taste preference is always closely
linked to cultural development [56]. This means that every cultural background and subcultures have
different preferences for replacements.
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6 Conclusion

In short, the three data sources are brought together in the new dataframe. The new dataframe
contains products with their respective nutrient characteristics, the waste probability, and the CO2

emission for its production.
With the new dataframe, three different clustering methods are applied to reduce the CO2 emission
while suggesting products that are as closely related as possible. The best-performing clustering
method is the K-means on the original data.
After that, linear optimization is applied to the dimensionality-reduced dataset. The linear optimiza-
tion is applied with at least m% within the same category, and the linear optimization is applied
with at most u% of filler products. Finally, the influence of the bag size on the CO2 reduction is
investigated.
The purpose of this research is to find out if there is an alternative composition for a bag of products
with similar nutritional values and in balance with the recommended amount, but with less climatic
impact. This paper shows that there is indeed an alternative composition for a bag of products with
similar nutritional values, which is guided toward the recommended daily amount, with less climatic
impact. This can be achieved by using the discussed clustering or linear optimization techniques.
One major issue which needs to be taken into account in this research is that people consume food
not only for nutrients, but for pleasure as well. So, alternatives, where the taste is not taken into
account, can be used, but it is not likely that customers will be satisfied with it.
To improve this conceptual design, the taste of the product should be taken into account. This can
either be done with data about the taste of products, but a disadvantage is that taste perception
differs per culture and per person. Another approach to tackle the issue of taste is to use data about
how people have replaced products in the past.
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8 Appendix

8.1 Performance comparison of different linguistic models

Figure 15: Table with the comparison of the performance of the different models

8.2 Relative CO2 difference
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Figure 16: Relative difference Affinity propagation method

Figure 17: Relative difference with k-means method on original data
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Figure 18: Relative difference with K-means method on the first eight principle components
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