
 Eindhoven University of Technology

MASTER

Manipulation of Risk and Goal Activation on Cyber Security Risk Preventive Behaviour
Motivation
Investigating the Mediating Role of Security Fatigue

Pineda, Samantha N.M.

Award date:
2023

Link to publication

Disclaimer
This document contains a student thesis (bachelor's or master's), as authored by a student at Eindhoven University of Technology. Student
theses are made available in the TU/e repository upon obtaining the required degree. The grade received is not published on the document
as presented in the repository. The required complexity or quality of research of student theses may vary by program, and the required
minimum study period may vary in duration.

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain

https://research.tue.nl/en/studentTheses/fea1764c-2db3-4f90-b402-3020ecf944b7


 1 

 Eindhoven, July 2023 
 
 
 
 
 
 
 

           
 

 
 
 

Manipulation of Risk and Goal Activation on Cyber Security Risk Preventive 

Behaviour Motivation: Investigating the Mediating Role of Security Fatigue 

 

by Samantha Pineda 

 
 
 
 
 
 
 
 

0955723 
 

 
in partial fulfilment of the requirements for the degree of 

 
Master of Science 

in Human-Technology Interaction 
 

 
 

 
Supervisors: 
Dr. Jaap Ham 
Dr. Uwe Matzat 
Dr. Peter Ruijten-Dodoiu 

 
  



 2 

Abstract 

This research aimed to investigate the impact of manipulating risk and goal 

activation on risk-preventive motivation behaviour, including the mediating role of 

security fatigue. A 2x2 factorial design of experiments between subjects was 

conducted. Participants were randomly assigned to one of four conditions (high/low 

risk activation combined with high/low goal activation). The participants' motivation 

for risk preventive behaviour, risk perception, risk awareness, goal specificity, goal 

difficulty, and security fatigue were measured. Research has shown how risk awareness 

can increase security fatigue through overwhelming and tiring information. Unlike 

previous works, we use goal setting theory which is new in the context of cyber 

security. Expectations are that goal activation can bypass security fatigue and positively 

influence risk preventive motivation behaviour, and that risk activation be adversely 

impacted by security fatigue. Our findings revealed no significant effects of the risk or 

goal activation manipulations on risk preventive behaviour motivation. However, the 

study uncovered a significant correlation between all variables, among them, risk 

perception and awareness show a significant interaction with security fatigue on risk-

preventive behaviour motivation. These results are in line with expectations arguing 

that security fatigue is triggered through risk activation, and not triggered by goal 

activation. These findings have valuable implications for the design of future 

cybersecurity campaigns since increasing a user's risk awareness also increases a user's 

security fatigue. Thus, when campaigns want to bypass security fatigue, goal orientated 

focus in cyber security could be a solution to increase risk preventive motivation 

behaviour among people. 
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Introduction 

The use of technology has rapidly grown in the present world. People use social 

networks, store and manage (private) data via the Internet, perform online transactions 

and automate all kinds of processes (Bendovschi, 2015). Although using all these 

technologies certainly has many benefits, using them is not always safe. Li and Liu 

(2021) discuss the main cyber risks organisations can encounter such as, malware 

phishing and ransomware. These risks are aimed at disrupting and/or collecting 

sensitive data, shutting down computer systems and servers and holding files hostage. 

That is, along with the increased online activity, cybercrime increases too. Cybercrime 

includes spreading viruses or other malware, hacking and distributed denial of service 

(DDoS) attacks (McGuire & Dowling, 2013). As Demirkan and colleagues (2020) 

state: "Cyber Security attacks today have become so common that it is no longer 

characterised as an “if it” is going to happen, but it is now a “when will it” happen.". 

These attacks on companies result in negative effects such as, intruding on business 

continuity, information security, and customer trust (Bendovschi, 2015).  For the 

prevention of cyber-attacks, companies should closely monitor new cyber trends and 

threats and proactively protect their data and assets. Companies can use several 

techniques to increase cyber security. Hard-coded measures such as firewalls, malware 

scanners, and anti-virus software help to prevent cyber-attacks and risks (Reddy & 

Reddy, 2014). In addition, companies are implementing mandatory security policies 

that ensure safe behaviour of employees. These measures dictate specific requirements 

that employees should follow to ensure security. For example, password control 

demands that passwords must contain different kinds of characters and numbers and 
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must be changed every few months. Another popular intervention tool is two-factor 

authentication, where the employee must follow two steps before any login can occur 

on the device (Kemmerer, 2003). Nevertheless, technology alone is not enough. It is 

not possible for companies to anticipate and address every behavioural safety risk 

through hard coding (Pfleeger & Caputo, 2012). 

 That is, as good as online security can be, human behaviour is one of the main 

factors causing risks in cyber security (Evans et al., 2016). Companies are not only 

dependent on security systems but also vulnerable to the unsafe behaviour of 

employees. Many times, people create cyber risks because they have too little/no 

knowledge, skills and/or awareness (Zimmermann & Renaud, 2019). There are several 

techniques to increase cyber security through human behaviour. One way to improve 

the behaviour of your employees in terms of cyber security is through security, training, 

and awareness (SETA) programs (Coventry et al., 2014; Telstra Corporation, 2018). 

This is to make employees aware of the existing cyber risks and the preventive 

measures that should be taken.  Alshaikh and colleagues (2021) argue the importance 

of risk awareness and knowledge of risk for the employee to comply with secure 

behaviour. As for the Dutch government, guidelines are given on how to increase safe 

behaviour among your employees. They indicate the importance of awareness of risks 

and suggest stimulating constant alertness (Cyberbewustwording, n.d.). Thus, all this 

shows that currently campaigns often rely on risk awareness and risk perception as 

main factors for increasing risk preventive behaviour motivation. 

 The reasoning behind most of these campaigns seems to be based on many 

theories trying to explain and manipulate employees' intentions and actual behaviour in 
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cyber security. Theories often used are the Technology Acceptance Model (Dash & 

Ansari, 2022), the Drive Model (Bada et al., 2019), and Protection Motivation Theory 

(Lebek et al., 2014; Li et al., 2019). These theories have in common that they use costs 

and benefits in explaining human behaviour. For example, the Protection Motivation 

Theory is a psychological model that explains how individuals perceive and respond to 

threats and adopt protective behaviour. It suggests that people are motivated to protect 

themselves from potential harm or adverse outcomes by assessing the threat and their 

coping ability (Rogers, 1975). Kahneman (2003) explains how people assess the 

likelihood and severity of a risk through the availability heuristic, indicating it depends 

on how well someone is to recall or knows the risk in their mind. According to Pfleeger 

and Caputo (2012), risks that are easily remembered by people are perceived as more 

probable and serious. This suggests that people tend to perceive less noticeable risks as 

less common and less serious than they truly can be (Pfleeger & Caputo, 2012). 

Deploying this information in the context of cyber security, Tsai and colleagues (2016) 

showed that the severity of the online threats predicts the user’s risk preventive 

behaviour motivation. That is why, to increase gains and so protective behaviour, 

companies choose to increase risk perception and risk awareness. 

 However, studies have shown that grounding interventions solely on these 

theories are not always effective; Ng and Xu (2007) show that risk perception did not 

affect actual behaviour, possibly because security is often seen as an inconvenience by 

people. Pattinson and colleagues (2016), showed a weak relationship between the 

amount of cyber security training and employees' ability to avoid a cyber threat. This 
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could indicate that awareness of cyber security training is not the ideal influence for 

increasing risk preventive behaviour motivation. 

 An important reason for the ineffectiveness of interventions focussing on risks 

and risks awareness might be that people who receive too much information about risks 

and security during training may experience security fatigue. Security fatigue can 

diminish the effectiveness of all cybersecurity interventions (Stanton et al., 2016). 

Security fatigue refers to the mental and emotional exhaustion that individuals 

experience when dealing with security measures, requirements, and decisions in their 

daily lives (Furnell & Thomson, 2009). Stanton and colleagues (2016) showed the 

negative impact of security fatigue on cyber behaviour. This is because the employee 

may either lack interest or feel overwhelmed by the information presented in cyber 

security campaigns. Security fatigue can lead to employees no longer engaging with 

cyber security advice (D’Arcy et al., 2014) and disregarding security-related protocols 

(Choi et al., 2018). Furnell and Thomson (2009) argue that elaborate explanations of 

cyber security and the activation of severe risk awareness and risk perception will 

increase the possibility of security fatigue. Which means, companies attempting to 

enhance an employee's risk preventive behaviour motivation through risk activation 

may lead to potentially negative outcomes. 

 As human behaviour is a key element in cyber security, it remains important to 

continue raising awareness of cyber risks. However, we should also find ways to 

diminish the impact of security fatigue. One effective method is to present information 

in a variety of ways, which can help people to stay vigilant (Anderson 2015). But still, 

by the 'overwhelming and tiresome' information flow that descends from previous 
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awareness campaigns there is a possibility that security fatigue is increased (Reeves et 

al., 2021).  

 In the current research, we argue that interventions to stimulate cybersecurity 

should try to avoid difficult and long explanations of cyber security information. We 

suggest exploring alternative methods to encourage risk prevention behaviour 

motivation. We argue that another strategy to diminish security fatigue can be goal 

priming. Goal priming involves bringing goals or motivations to the surface of one's 

consciousness by using external cues or stimuli. These cues can be explicit or implicit 

and can be presented through various means, such as words, images, or environmental 

cues. When these goals are activated, priming has the ability to affect how individuals 

make decisions. (Bargh, 2006). Moreover, psychological research shows that goal 

priming significantly affects behaviour motivation and persistence towards goal-

relevant tasks (Custers & Aarts, 2010). Taking Goal Setting Theory, this theory 

outlines how setting specific and challenging but attainable goals can lead to higher 

performance and motivation levels (Locke & Latham, 2019). In order to follow the goal 

setting theory, it is important that the goals meet specific criteria. These criteria include 

being specific and challenging, yet achievable (Lunenburg, 2011). Nevertheless, goal-

setting theory has yet to be applied in the context of cyber security and security fatigue. 

 We suggest that instead of solely raising risk awareness and risk perception, it is 

more effective to (also) focus on attainable goals and behaviour in cyber security. This 

approach can reduce or eliminate security fatigue and ultimately motivate individuals to 

engage in risk preventive behaviour. To compare the effectiveness of goal activation to 
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the effectiveness of risk activation on risk preventive behaviour motivation, the current 

research will study the question: 

What is the influence of risk activation and goal activation on cyber security 

risk preventive behaviour motivation, and what is the mediating role of security fatigue 

in this relation? 

 We will study this question using a 2x2 design of experiment between subjects 

for employees of the same company manipulating high or low goal activation and high 

or low risk activation. The aim of goal activation will be increasing risk preventive 

behaviour motivation by increasing goal specificity and goal achievability. The aim of 

risk activation is to improve employees' risk awareness and risk perception. Participants 

will be asked to read a goal activating text which increases the goal of correct 

behaviour through explanations of goal specificity and goal achievability. Besides, 

participants will also be asked to read a risk activating text explaining risks and 

consequences when behaving risky. This manipulation will be checked by the 

perceived risk awareness and risk perception of the participant. 

 We expect that participants who have received high risk activation will show 

higher risk preventive behaviour motivation than participants who have had low risk 

activation. This is because research has shown that high-risk perception can increase 

motivation to avoid adverse outcomes, whereas low-risk perception can lead to reduced 

motivation to avoid adverse outcomes (Weinstein, 1989).  

 Also, taking security fatigue into account, we expect a mediation effect of 

security fatigue on the relationship between risk activation and the user’s motivation to 

perform cybersecurity behaviour. That is, as previously described, research showed that 
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security fatigue increases when information is overwhelming and when the participant 

lacks interest (Stanton et al., 2016). Since cyber security risks are often outside the 

employees' field of knowledge and interest, we expect that risk activation will increase 

security fatigue. With the increase of security fatigue, we expect the consequence of a 

decreasing effect on risk preventive behaviour motivation. Thus, due to security 

fatigue, we expect a negatively mediated effect on the relation of risk activation and 

risk preventive behaviour motivation. 

 Next, we expect that participants who have received high goal activation will 

show higher risk preventive behaviour motivation than participants who have had low 

goal activation. This because previous research has shown an increase in motivation 

when goal specificity and goal achievability are high (Lunenburg, 2011). We expect the 

same result in a cybersecurity context.  

 Relatedly, taking security fatigue into account, we expect no mediation effect 

on goal activation. Since goal activation will focus on behavioural patterns of risk 

preventive behaviour and will not include any difficult terms or expected knowledge in 

cyber security, we do not expect that security fatigue will be triggered. Therefore, we 

do not expect a mediating effect of security fatigue on the relationship between goal 

activation and risk preventive behaviour motivation. 
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 Figure 1 shows a visualisation of the expected effects of risk activation and goal 

activation on risk preventive behaviour motivation, taking the mediating effect of 

security fatigue into account. This shows that goal activation would increase risk 

preventive behaviour motivation more than risk activation, due to the negative effects 

of security fatigue. However, as previous research has shown, we expect that security 

fatigue itself has a negative effect on risk preventive behaviour motivation(Stanton et 

al., 2016). 

 

  

Figure 1 presenting the hypotheses; the influence of risk and goal activation on risk preventive 
behaviour motivation, taking security fatigue into account 
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Method 

Participants and design 

This study involved a total of 261 participants, comprising 191 men, 66 women 

and 4 preferred not to say. The participants had a mean age of 43.8 years (SD = 9.2) 

with a range of 26 to 64 years. All participants were employees of the same company 

and listed as frequent travellers. Participants are randomly assigned to one of four 

experimental conditions: high goal priming/high risk perception, high goal priming/low 

risk perception, low goal priming/high risk perception, and low goal priming/low risk 

perception. 

A 2x2 factorial between subjects design was used, with as dependent variable 

risk preventive behaviour motivation and as independent variables risk activation (high 

or low) and goal activation (high or low). The analysis will consist of an analysis of 

variance (ANOVA), main effects and interactions. Assuming a medium effect size (f = 

0.25), a power of 90% and a significance level of 5%, G*Power (Version 3.1.9.2, 2014) 

indicates a sample size of 232 needed. For this research, we deem that effect size 

enough to provide an interesting insight.  

Materials 

The survey was developed in Microsoft Forms since this was the assigned and 

trusted product for the company with which we worked. The survey was conducted in 

English. The survey showed two cyber security scenarios always in the same order. 

Scenario 1 shows the textual explanation of the risks and expected behaviour of 

Connecting your device to WiFi or Bluetooth. Scenario 2 shows the textual explanation 
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of the risks and expected behaviour of Charging your phone. These texts will also 

highlight some important wordings in bold.  

Participants in the condition of High Goal activation were asked to read an 

elaborate explanation of expected safe behaviour. For example, they are shown the text 

"Check if there is data left behind; if so, please make sure to delete or reset the device" 

Participants in the condition of Low Goal activation were asked to read a short 

explanation of expected behaviour without any steps of how to reach the goal. For 

example, "Check if there is data left behind". Both conditions show some activating 

words in bold text. See Figure 2 for an example of scenario 1 goal activation. The 

overall activation will be measured by 'Goal Specificity' and 'Goal Difficulty'. This 

way, we can test the effect of the manipulation on the participant. 

 

 

Participants in the condition of high risk activation were asked to read a text 

explaining specific consequences and risks that the participants take if they show 

unsafe behaviour. Participants in the condition of low risk activation were asked to read 

a short explanation of consequences if risks are taken such as "Data is leaked". 

Participants in the condition of high risk activation are shown an elaborate explanation 

of risks and consequences of their behaviour for their personal and companies safety. 

See Figure 3 for an example of risk activation in scenario 1. The activation will be 

Figure 2 shows the manipulation of low goal activation (left) versus high goal activation (right) 
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measured by "Risk Awareness" and "Risk Perception" to ensure the manipulation 

influenced the participant. 

 

 

After a scenario was presented, 12 questions were posed. The order of the 

scenarios and questions was consistent for all participants. We employed a 

measurement approach consisting of two questions per scenario for each of the 

following variables: Motivation, Fatigue, Specificity, Difficulty, Awareness and 

Perception. Resulting that each variable was measured by in total four questions taking 

both scenarios together. A variable was calculated through the mean of two questions 

over two scenarios. Consequently, the survey had a total of 24 questions (12 questions 

per scenario), but they were condensed into six variables. An overview of all survey 

questions can be found in Appendix A. 

Figure 3 shows the manipulation of low risk activation (left) versus high risk activation (right). The 
companies name is filtered out in black. 
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To assess participant’s risk preventive behaviour motivation, we averaged four 

questions (2 questions X 2 scenarios) and constructed a reliable measure (Cronbach’s 

𝛼	 = 	0.85). That is, for each scenario, participants were asked to answer the following 

two questions on a 7-point Likert scale ranging from 1 (totally disagree) to 7 (totally 

agree); 'I want to act correctly to prevent cyber risks' and 'I am motivated to take 

preventive measures to reduce risk'. 

To check our goal activating manipulation, we measured specificity and 

difficulty. By averaging these eight questions (2 questions X 2 variables X 2 scenarios), 

we constructed a reliable measure (Cronbach’s 𝛼	 = 	0.79) of the perceived goal 

activation of the participant. To measure specificity (Cronbach’s 𝛼	 = 	0.74), 

participants were asked to answer the following two questions on a 7-point Likert scale 

ranging from 1 (totally disagree) to 7 (totally agree); 'This scenario shows a clear 

explanation of expected behaviour to prevent cyber risks.' and 'I understand what is 

expected from me to prevent risks'. To measure difficulty (Cronbach’s 𝛼	 = 	0.71), 

participants were asked to answer the following two questions on a 7-point Likert scale 

ranging from 1 (totally disagree) to 7 (totally agree); 'It is too difficult for me to behave 

risk preventive in this scenario' and 'I am able to act correctly to prevent cyber risks'. 

Since the first statement of difficulty is in negative sentiment, the score scale is turned 

around when analysing the data. This is to make sure the sentiment of the two 

statements is in the same direction. 

To check our manipulation of risk activation, we measured perception and 

awareness. By averaging these eight questions (2 questions X 2 variables X 2 

scenarios), we constructed a reliable measure (Cronbach’s 𝛼	 = 	0.83) of the perceived 
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risk activation of the participant. To measure perception (Cronbach’s 𝛼	 = 	0.68), 

participants were asked to answer the following two questions on a 7-point Likert scale 

ranging from 1 (totally disagree) to 7 (totally agree); 'This scenario shows a big risk in 

cyber security.' and 'I feel that these security measures are an unnecessary burden on 

my daily activities'. To measure awareness (Cronbach’s 𝛼	 = 	0.69), participants were 

asked to answer the following two questions on a 7-point Likert scale ranging from 1 

(totally disagree) to 7 (totally agree); 'Because the potential consequences I am 

motivated to behave in a secure way' and 'I don't think this scenario is that important in 

cyber security'. Since the second statement both perception and awareness are in 

negative sentiment, the score scale is turned around when analysing the data. This is to 

ensure that the sentiment of the two statements is in the same direction. 

To assess the mediating variable, we measured fatigue. By averaging these four 

questions (2 questions X 2 scenarios), we constructed a reliable measure (Cronbach’s 

𝛼	 = 	0.73). To measure fatigue, participants were asked to answer the following two 

questions on a 7-point Likert scale ranging from 1 (totally disagree) to 7 (totally agree); 

'I feel tired by the security measures I need to follow' and 'I feel overwhelmed when I 

read this information'. 

Procedure 

This study adhered to the Code of Ethics of the NIP (Dutch Institute for 

Psychologists), and was approved by the Ethical Review Board of the Human-

Technology Interaction Department at Eindhoven University of Technology. 

Participants were approached by an online link in their company email. By 

clicking the link, participants could directly participate the survey. Participants were 
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first asked for their agreement to the informed consent of the study. Then participants 

are asked some demographic questions answering their age, gender, work department 

and if they had any previous experience with cyber-attacks. After completing 

demographics, scenario 1 is shown. This scenario was followed by the measurement of 

'Risk Preventive Behaviour Motivation', ' Security Fatigue', ' Risk Awareness', 'Risk 

Perception', 'Goal Specificity' and 'Goal Difficulty', as described under Materials. After 

the assessment of the scenario 1 statements, participants were presented with the 

second scenario. Again, followed up by exactly the same 12 statements as scenario 1. 

After completion, participants were thanked and debriefed. The debrief included 

showing all the information given in the high goal activation and high risk activation to 

make sure that participants were not misled. When the participant was already in the 

high goal activation and high risk activation condition, they were informed that they 

received all information necessary about the scenarios. Participants were not 

compensated since they were all employees of the company.  
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Results 

Prior to testing our hypothesis, we conducted a manipulation check to ensure the 

effectiveness of the manipulation (risk activation and goal activation) in each condition. 

We analysed this by running a t-test for the perceived goal activation in the 

manipulation of goal activation. We found no evidence that participants who had high 

goal activation scored higher on perceived goal activation than participants who had 

low goal activation (p = 0.48, t = 0.71). For the perceived risk activation, we found no 

evidence that participants in the high risk manipulation perceived higher risk activation 

than participants with low risk activation (p = 0.41, t = 0.83). 

Hypothesis testing: 

To test our hypothesis, we submitted the dependent variable, risk preventive 

behaviour motivation, to a 2x2 design of goal activation (high or low) and risk 

activation (high or low). Testing the influence of risk activation on risk preventive 

behaviour motivation, we ran an analysis of variance test (ANOVA). The test did not 

show a significant result (p = 0.54). Testing the influence of goal activation on risk 

preventive behaviour motivation, through an ANOVA, results did not show a 

significant effect (p = 0.50). Checking the interaction effect through the ANOVA of the 

risk activation and the goal activation, no evidence was found for an interaction effect 

(p = 0.97). Since there is no significant effect, we could not analyse the mediation 

effect of security fatigue. 

When not taking risk preventive behaviour motivation into account and 

measuring security fatigue as the dependent variable in the ANOVA, influenced by 

goal activation (high or low) and risk activation (high or low), we do not find any 
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significant effect for goal activation (p = 0.83) and risk activation (p = 0.36) on security 

fatigue.  

The influence of perceived risk activation and goal activation on motivation 

Although our manipulations appear to have been ineffective, we can still 

analyze the naturally occurring relation between participants' risk activation levels, goal 

activation levels and risk preventive behaviour motivation. To explore these 

relationships, we analyzed the correlations between these variables. As shown in the 

correlation matrix presented in Table 1, we find that all five variables (Specificity, 

Difficulty, Awareness, Perception and Fatigue), significantly correlate with Motivation. 

See Table 1 for specific correlation values. All variables, except for Fatigue, correlate 

positively with Motivation. Fatigue shows a negative correlation with Motivation and 

all other variables.  

 

When running a regression analysis on all variables, we created a model which 

explained the variance by 55% (Rs = 0.55). Furthermore, we find a significant effect 

for Awareness (p = 0.01), Perception (p = 0.01), Difficulty (p = 0.01), Specificity (p = 

0.03). We do not find a significant effect of Fatigue (p = 0.30) on Motivation. See 

Appendix B for the complete overview of the regression results.  

 

Table 1 Correlation effects between all variables 



 22 

Since the regression analysis does not provide evidence for a relation between 

Fatigue and Motivation, but we did find a significant correlation, we tested an 

interaction effect of fatigue with Perception, Awareness, Difficulty, and Specificity. 

Taking all interactions in the same regression model, we created a model that explains 

the variance of Motivation by 60% (Rs = 0.60), and we found a significant effect for 

the interaction of Fatigue with Awareness (p = 0.01) but no significant effects for the 

other interactions. See Appendix B for the complete overview of the regression analysis 

values.  However, when analyzing the interactions per activation in a regression model, 

we see that Difficulty (p = 0.93) and Specificity (p = 0.10) show no evidence of a 

significant effect when interacting with security fatigue. Also, this model with solely 

interaction with goal activating variables, the Rs drops to 0.56.  But for the interactions 

of Perception (p = 0.04) and Awareness (p = 0.01) with security fatigue do show a 

significant effect, and this model keeps the Rs = 0.60.  

When we run a regression on the perceived risk activation and perceived goal 

activation on Motivation with an interaction of Fatigue, we do not find a significant 

effect of perceived goal activation with fatigue (p = 0.28). However, we do find 

evidence of an effect between the interaction of fatigue with perceived risk activation 

(p = 0.01). If we look at the perceived risk and goal activation solely in the regression 

model with Motivation, we find no evidence for perceived risk activation as a direct 

effect on Motivation (p = 0.52), but we do find evidence for perceived goal activation 

as an direct effect on Motivation (p = 0.01) 

 

 



 23 

Comparing scenario 1 and scenario 2 

Since the survey consisted of 2 scenarios of both the same questions, we can test 

the difference in results between scenario 1 and scenario 2. Taking scenario 1, running 

an ANOVA on the perceived goal activation in the high goal manipulation shows no 

evidence for a significant effect (p = 0.38) After conducting an ANOVA to test for 

perceived risk activation in the high risk manipulation, no significant results were 

found (p = 0.26). Taking scenario 2, running an ANOVA on the perceived goal 

activation in the high goal manipulation shows no evidence for a significant result (p = 

0.69) After conducting an ANOVA to test for perceived risk activation in the high risk 

manipulation, no significant results were found (p = 0.95). 

Demographics 

Running a t-test for Gender and Motivation, we do not find a significant effect 

(p = 0.48, t = -0.72). 

Running a correlation between Age and Motivation, we find a significant result 

(p = 0.01) for a positive correlation of  r =0.16. Running a regression analysis, we find 

evidence (p = 0.01) for the influence of age on Motivation, showing a Rs =0.03. 

However, when adding more variables in the regression model such as Fatigue, Age 

changes to a non-significant variable in the model on Motivation (p = 0.08). 

Running an ANOVA on Previous Experience (Yes/No) we find a significant 

effect on Motivation (p = 0.01, Rs = 0.03) However, if we rule out all participants that 

encountered a previous experience with a cyber-attack in the complete dataset, we still 

do not find any evidence of an effect when running an ANOVA.  The ANOVA for no-

experience only participants of Motivation and Risk activation then shows a p-value of 
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p = 0.58 and the test on Goal activation also results in non-significant with a p-value of 

p = 0.85.  
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Discussion 

This study investigated the influence of risk activation and goal activation on 

risk preventive behaviour motivation in the context of cyber security, taking the 

mediation of security fatigue into account. Previous research has shown mixed findings 

on the effects of risk awareness and risk perception on risk preventive behaviour 

motivation in cyber security. These mixed findings included security fatigue. Security 

fatigue refers to the feeling of being overwhelmed and disinterested by elaborate and 

complicated security campaigns, leading employees to not comply with security 

standards. (Stanton et al., 2016).  When employees fail to engage in risk prevention 

practices, companies become vulnerable to cyber security risks. Therefore, we 

investigated the effects of goal activation on risk preventive behaviour manipulation. 

Other research has shown significant effects of goal setting theory on behaviour 

manipulation but is not yet investigated in cyber context (Locke & Latham, 2019). 

Currently, security fatigue is one of the main reasons why individuals are not taking 

preventative measures against potential risks(Stanton et al., 2016). With this in mind, 

we also studied how security fatigue impacts goal activation and risk preventive 

behaviour motivation.  

Hypothesis testing 

Contrary to our expectations, results showed no effect of both manipulations 

(risk activation and goal activation) on risk preventive behaviour motivation. Also, 

results suggested that security fatigue did not mediate the relation between risk 

preventive behaviour motivation and one of the manipulations, because there was no 

relation indicated to begin with. 
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Importantly, the manipulation checks suggested that both manipulations were 

not effective. That is, results showed no effect of our risk activation manipulation on 

perceived risk activation, nor an effect of our manipulation of goal activation on 

perceived goal activation by the participant. As a result, we cannot assume that our 

manipulations affected how participants perceived the activations. It is important to 

note that since our manipulations did not significantly increase participants’ risk 

activation and goal activation scores, we should be cautious in interpreting the results 

of the research question. Since it could be seen as a limitation that the manipulations 

were not perceived by participants, and therefore manipulations were not effective in 

relation to risk preventive behaviour motivation. However, it is also possible that the 

manipulations were (perceived or not) not effective in relation to risk preventive 

behaviour motivation. 

The finding that the manipulations were not effective could have several 

reasons. It is possible that the manipulations were too subtle to be detected by the 

participant or to have a significant impact. As Marett, (2015), discusses, manipulations 

should be balanced between being too subtle and too great to be comparable. 

Furthermore, the overall mean of risk preventive behaviour motivation was in all 

conditions very high, which could also make it more difficult to find significant effects 

increasing this number. This might suggest a ceiling effect, this term is used when the 

scores that are measured are at or near the possible upper limit (Everitt, 1998), so that 

variance is not measured or estimated above a certain level (Cramer & Howitt, 2004). 

Additionally, since the sample consisted of participants that were frequently travelling 

employees, participants may have been very well informed and motivated on 
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cybersecurity measures since they could be at higher cyber risk when travelling. It is 

also possible that these employees receive more cybersecurity-related information 

through their (IT-related) department, and thus have more cyber security knowledge to 

begin with. Another reason why maybe the manipulations were not found effective in 

this research is that possibly employees already encountered numerous previous cyber 

security campaigns including risk activation and/or goal activation. Therefore, perhaps 

employees already had increased knowledge of risk or goal activations of cyber 

security. As Kahneman (2013) stated, the perceived severity and likelihood are 

influenced by the recall of knowledge and memories. And possibly the employee 

already experienced security fatigue before starting this experiment.  

Nevertheless, we suggest that future research should pre-test manipulations on a 

random sample before starting the complete research. This way the chances that the 

manipulations are perceived are increased. The pre-test can include several measures of 

subtle and radical manipulations, to check when the manipulations start to be 

perceived. Tackling the above-mentioned possibilities, future research could include a 

'before' measurement that measures the risk preventive behaviour motivation, 

knowledge, and fatigue of a participant before the manipulations take place. This way 

future research makes it more likely to measure the influence before and after a 

manipulation, which we are missing now to make any statements about the effects of 

the manipulations. 

Exploratory Findings 

Although our results did not reveal an effect of the manipulations, our 

explorations presented evidence for correlations of risk activation (risk perception and 
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risk awareness) and goal activation (goal specificity and goal difficulty) scores and risk 

preventive behaviour motivation. That is, in line with the theoretical insights described 

in the introduction, indicating that when goal specificity and achievability (since the 

difficulty score is turned around for positive sentiment means high 'difficulty' actually 

'not difficult' but achievable) increase, risk preventive behaviour also increases 

(Lunenburg, 2011). Next, when risk perception and risk awareness increase, risk 

preventive behaviour motivation also increases which is in line with the findings of 

Rosoff and colleagues (2013). Interestingly, we also find evidence for a negative 

correlation between risk preventive behaviour motivation and security fatigue. 

Indicating that when security fatigue increases, risk preventive behaviour motivation 

decreases. This aligns with the findings of Furnell & Thomson (2009).  

To gain more insights into these correlations, we measured risk preventive 

behaviour motivation in a regression model with security fatigue, goal specificity, goal 

difficulty, risk perception and risk awareness. We find that more than half of the 

variance of risk preventive behaviour motivation is explained by these variables. 

However, we see that security fatigue does not directly influence risk preventive 

behaviour motivation in this model. Although, when we include the interaction between 

risk perception and security fatigue, as well as risk awareness and security fatigue, we 

find that the explained variance of risk preventive behaviour motivation increases. This 

means that including these interaction effects improves the model and thus shows more 

explanation of what risk preventive behaviour motivation influences, indicating that we 

should take the interaction as an effective measure to indicate risk preventive behaviour 

motivation. We also find that when we include these interaction effects, which show a 
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slightly positive effect on risk preventive behaviour motivation, risk awareness changes 

to non-significant. This could indicate that risk awareness is always mediated by 

security fatigue before influencing risk preventive behaviour motivation. This is in line 

with our first hypothesis stating that risk awareness triggers security fatigue. However. 

We also see that if we include goal difficulty, we find that when the goal becomes more 

difficult, security fatigue also increases. Which can be explained by the findings of 

Stanton et al., (2016). However, when we analyse the goal variables, the interaction 

between difficulty and security fatigue disappears when risk activating variables are 

added. Another finding in line with Kahneman (2003), is that we found a significant 

difference in effect on risk preventive behaviour motivation when the participant has 

experienced a cyber-attack before, or when they did not have any cyber-attack 

experience. Possibly indicating that the recall of an experience could increase the risk-

preventive behaviour motivation of a person. 

When we analyse the regression model of perceived risk activation, perceived 

goal activation, security fatigue and the interaction effects on risk preventive behaviour 

motivation. We find that perceived risk activation does not directly show an effect on 

risk preventive behaviour motivation, however, when we take the interaction effect of 

perceived risk activation and security fatigue, we do find a significant effect on risk 

preventive behaviour motivation. This finding is in line with our theoretical insights 

mentioned above and, in the introduction, indicating that participants who receive more 

difficult and technical information about cyber risks show higher security fatigue. This 

security fatigue mediates the effect between perceived risk awareness and risk 

preventive behaviour motivation. This suggests that when risk activating variables are 
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always mediated by security fatigue and do not interact with risk preventive behaviour 

without being mediated.  

We find that perceived goal activation shows an effect on risk preventive 

behaviour motivation. However, the interaction of perceived goal activation and 

security fatigue does not show any effect on risk preventive behaviour motivation. This 

finding is in line with our hypothesis expecting that goal activation does influence risk 

preventive behaviour motivation and does not increase security fatigue.  Meaning that 

goal activating variables do influence risk preventive behaviour motivation positively 

and are not mediated by security fatigue. 

Thus, these findings indicate that there is a mediating effect of security fatigue 

on the relationship between perceived risk activation and risk preventive behaviour 

motivation. Next to, that perceived goal activation does indeed increases risk 

preventive behaviour motivation and does not interact with security fatigue to increase 

risk preventive behaviour motivation. See Figure 4 for a visualization of this finding.  

Figure 4 presenting coefficients between the findings of perceived goal and perceived risk 
activation on risk preventive behaviour motivation mediated by security fatigue 
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Summary 

Overall, the results provided no evidence that our manipulations were effective 

nor that our manipulations were able to influence risk preventive behaviour motivation. 

We need to be careful in interpreting these findings as the perceived activations did not 

show any effect with the manipulations. This suggests that the manipulations may have 

been too weak or there could have been other factors that limited their impact. 

Nevertheless, we did find interesting effects indicating that goal difficulty, goal 

specificity, risk awareness and risk perception do influence risk preventive behaviour 

motivation overall. Also analysing security fatigue, we find strong negative effects on 

awareness and difficulty, which is in line with the theory that if something is difficult 

or overwhelming, security fatigue is triggered (Stanton et al., 2016). We found that 

perceived goal activation influences risk preventive behaviour motivation, but 

perceived risk activation is mediated through security fatigue before influencing risk 

preventive behaviour motivation as also expected in our hypothesis. However, we 

measure that security fatigue overall, always negatively influences risk preventive 

behaviour motivation, which is in line with previous findings (Reeves et al., 2021, 

Furnell & Thomson, 2009) 

Future research should test the manipulation effects more elaborate, meaning 

running pre-tests of manipulation checks and using baseline measures of participants 

before doing the manipulated experiment. This way, future research could ensure the 

manipulation effects of risk activation and goal activation.  

This research presents evidence for the negative influence of security fatigue on 

risk preventive behaviour motivation. It shows how security fatigue can mediate the 
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relationship between risk awareness and risk perception on risk preventive behaviour 

motivation and how it mediates the perceived risk activation of the participant. Next, it 

shows how goal specificity is not directly mediated through cyber security. Meaning 

explaining a clear goal does not trigger security fatigue for the participant. Cyber 

security campaign designers should take security fatigue into account, and make sure 

they are not increasing this phenomenon. Because extreme security fatigue can have 

detrimental effects for cyber security (of companies), campaigns should find a way to 

bypass security fatigue among people. Since this research shows that perceived risk 

activation always interacts with security fatigue, future campaigns should use new 

ways to increase risk preventive behaviour motivation without intervening with 

security fatigue. Such as, we showed that by increasing goal specificity, and goal 

difficulty, risk preventive behaviour motivation is increased and not mediated by 

security fatigue. Meaning if future cyber security campaigns would shift their focus on 

achieving goals of correct behaviour, employees could show more risk preventive 

behaviour motivation without being decreased by security fatigue. This insight can 

have a huge impact on future cyber security knowledge, meaning people will learn how 

to behave instead of why they should behave a certain way. Surely companies who are 

dependent on their employee's cyber behaviour can have huge advantages of using goal 

activation in cyber security campaigns and bypassing employees' security fatigue. 
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Appendix A: 

This appendix shows the overview of asked questions in the survey. Below you 

can find the questions ordered per variable.  

Demographics: 
Please enter your age  
Please enter your gender (Man/Woman/Prefer not to say)  
Please enter your work department  
Have you ever experienced a real cyber-attack before? (Yes/No/I don't know) 
  

1. I feel overwhelmed when I read this information  
2. This scenario shows a big risk in cyber security  
3. Because the potential consequences I am motivated to behave in a secure way 
4. I don't think this scenario is that important in cyber security 
5. This scenario shows clear explanation of expected behaviour to prevent cyber 

risks 
6. I want to act correctly to prevent cyber risks 
7. I feel tired by the security measures I need to follow. 
8. I am able to act correctly to prevent cyber risks 
9. I understand what is expected from me to prevent risks 
10. It is too difficult for me to behave risk preventive in this scenario  
11. I feel that these security measures are an unnecessary burden on my daily 

activities. 
12. I am motivated to take preventive measures to reduce risks  

 
Risk Perception:  
This scenario shows a big risk in cyber security  
I feel that these security measures are an unnecessary burden on my daily activities. 
Risk Awareness:  
Because the potential consequences I am motivated to behave in a secure way 
I don't think this scenario is that important in cyber security 
Goal Specificity: 
This scenario shows clear explanation of expected behaviour to prevent cyber risks 
I understand what is expected from me to prevent risks 
Goal Difficulty: 
It is too difficult for me to behave risk preventive in this scenario  
I am able to act correctly to prevent cyber risks 
Risk preventive behaviour motivation: 
I want to act correctly to prevent cyber risks 
I am motivated to take preventive measures to reduce risks  
Security Fatigue: 
I feel tired by the security measures I need to follow. 
I feel overwhelmed when I read this information  
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Appendix B 

This appendix shows the regression model results done for the exploratory research. 

The following model shows the regression model between all variables on risk 

preventive behaviour motivation. 

The   

 

 

following model shows the regression model between all 6 variables and the interaction 

effect of fatigue with the risk or goal variables. 
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The following model shows the regression model between all 6 variables and the 

interaction effect of fatigue and awareness, and fatigue and perception on risk 

preventive behaviour motivation. 

 

 

 

 

 

 

 

 

 

The following model shows the regression model between risk preventive behaviour. 

motivation and perceived goal and perceived risk activation and their interaction with 

security fatigue. 



 

 

 


