
 Eindhoven University of Technology

MASTER

Trust in human-robot interaction
The influence of transparency on trust repair with different strategies

Zhang, Ruohan

Award date:
2023

Link to publication

Disclaimer
This document contains a student thesis (bachelor's or master's), as authored by a student at Eindhoven University of Technology. Student
theses are made available in the TU/e repository upon obtaining the required degree. The grade received is not published on the document
as presented in the repository. The required complexity or quality of research of student theses may vary by program, and the required
minimum study period may vary in duration.

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain

https://research.tue.nl/en/studentTheses/eed32e6e-cd56-4abb-b4e8-d5bef856e2cd


 Eindhoven, 07-07-2023 
 
 
 
 
 
 
 

           

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 

 

 

identity number 1670433 
 

 

in partial fulfilment of the requirements for the degree of 

 

Master of Science 

in Human-Technology Interaction 

 

 

 
 
 
 
 
 
 
 

Supervisors: 

Dr. Chao Zhang 

Margot Neggers 

  

Trust in human-robot interaction: The 
influence of transparency on trust repair 
with different strategies 
 

by Ruohan Zhang 

 



1 
 

Abstract 

This study investigates trust and trust repair in human-robot collaboration scenarios. 

Robots are playing an increasing role in industry, with more and more scenarios that 

require human-robot collaboration. However, the real working environment is often 

complex and changeable. When the environment changes, the robot may misidentify 

causing the task to fail. The failure of robots can lead to the loss of trust from human. 

Trust plays a vital role in human-robot interaction, and thus repairing trust when it is 

undermined has sparked the research interest. There is already research on trust repair 

between humans and robots, but since this is still a relatively new endeavor, the question 

of what the most efficient trust repair strategy is has not been fully studied. Compared 

to previous studies, this study focused on a specific scenario which is the food-

processing industry. In addition, this study considered a combination of different trust 

repair strategies and test the effect of transparency. By an online experiment with 320 

participants, the result highlighted the effectiveness of trust repair strategy 

combinations, and also found that transparency has little effect on trust repair. This 

study had guiding significance for promoting human-machine collaboration in food 

processing industry and other industries and provided new ideas for future human-robot 

interaction trust research. 

Keywords: Industrial robot, Learning from demonstration, Human-robot interaction, 

Trust, Trust repair, Human-robot trust 
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1. Introduction 

With the great achievement of machine learning research in recent years, advanced 

techniques have been increasingly developed in the domain of robotics and automation 

(Ravichandar et al., 2020). Robots have increasingly shown the potential to be applied 

into several industries to collaborate with humans (Ajoudani et al., 2018). For example, 

manufacturing is where industrial robots could be widely used (Chu et al., 2016; Maeda 

et al., 2017; Zhu & Hu, 2018). Robots can replace humans to complete some highly 

repetitive production line work, which can save high labor costs. The uses of industrial 

robots will also benefit the manufacturing efficiency improvement since it meets the 

multi-task transferability of production (Matheson et al., 2019). Another promising 

application area of industrial robots is healthcare. Machine learning algorithm has been 

shown to be effective in teaching medical robots a variety of specific movements while 

assisting with patient care or rehabilitation (Fong & Tavakoli, 2018; Lauretti et al., 2017; 

Ma et al., 2016; Meng et al., 2016; H. Wang et al., 2016). Robots also demonstrated the 

ability to assist children with intellectual disabilities (Najafi et al., 2017) and train 

people with cognitive disabilities (Moro et al., 2018). 

 

A key determinant of the success of such human-robot interaction (HRI) applications 

is trust (Khavas, 2021). As an important component in human interaction, trust is 

considered to be a function of the objective reliability and performance of robots in HRI 

scenarios (Law & Scheutz, 2021). Compared to other automatic systems, robotic 

systems tend to be less reliable due to the complex and dynamic ways they are expected 

to perform (Baker et al., 2018). As a result, human’s perceived trust on a robot can 

dramatically change (Salem et al., 2015b). In order to further promote the widespread 

of robot application in the industry, trust needs to be investigated in each specific 

industry scenario of human-robot interaction.  

 

Food processing industry is another promising area where industrial robots have great 
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application prospects (Iqbal et al., 2017). This is thanks to the development of learning 

from demonstration (LfD) which is an emerging robotics technology (Argall et al., 

2009). Unlike traditional programming methods, LfD is a robot training method in 

which robots acquire the ability to perform new tasks by imitating teachers (normally a 

human) (Chernova & Thomaz, 2014). It is not necessary for the food processing 

workers to have robot expertise or make extra effort to place the robot's movements, 

they can just work normally, and the robot will learn and perform different tasks through 

passive observation. However, due to the immaturity of technology, robots may make 

mistakes in their works if parameter changes in the environment. The imperfect 

performance of robots may lead to a loss of human trust in them, and the lack of trust 

will affect the quality of the collaboration (J. D. Lee & See, 2004). Hence, it is necessary 

to study when applying this emerging technology that is not yet fully mature, how 

should we deal with the situation of trust reduction in the face of robot instability. 

 

Accordingly, the thesis will investigate trust and trust repair in human robot 

collaboration scenarios. The introduction first provides the discussion about trust 

definition and its measurement. After that, it gives literature reviews on trust in human-

human interaction then transits to trust in human-robot interaction. To the end of 

introduction part, the research questions of the thesis will be provided as well as the 

hypotheses. 

1.1 Trust and trust measurement 

1.1.1 Trust definition 

Before diving into the trust research, it is wise to firstly study how trust is defined and 

measured. The definition of trust is rather complex, and numbers of scholars have made 

a description to it in their own ways (Baker et al., 2018). According to Barber (1983), 

trust is an “expectation of technically competent performance”, which associates trust 

with competence. However, the most accepted definition of trust is made by Mayer et 
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al. (1995), who made a deeper interpretation of trust (Rousseau et al., 1998). In their 

paper, they indicated that trust is “the willingness of a party to be vulnerable to the 

outcomes of another party based on the expectation that the other will perform a 

particular action important to the trustor, irrespective of the ability to monitor or control 

that other party” (Mayer et al., 1995, p.712). As the model described, trust is considered 

to be a state which involves two party within a specific time point, rather than the 

general trait of an individual towards others that some other scholars believe (Rotter, 

1967).  

 

There are many more profound discussions about trust. For example, while some 

scholars believed that trust is just a simple antagonistic relationship between trust and 

distrust (Baker et al., 2018), which means trust is a single dimension, others have 

pointed out that trust is multidimensional (Lewicki et al., 1998), high trust and high 

distrust of something can coexist. As a primarily study, instead of going deeper into this, 

trust will be treated as a simple unidimensional state. That is to say, trust is treated as a 

value on a single segment. The endpoints of the segment are outright distrust and full 

trust, respectively. This study will focus on the violation and repair of trust, and the 

measurement of trust will be represented by a scalar.  

1.1.2 Trust measurement 

If we want to conduct experiment with trust change, understanding the approaches to 

measure trust is indispensable. Before we dive into trust measurement of Human-Robot 

interaction, it is also necessary to have a look at Human-Human interaction first. In 

examples of H-H trust research, there are two main approaches to measure trust, which 

are self-report measures and observational measurement respectively (Baker et al., 

2018). Both the two methods have their advantages and limitations. 

 

Self-report method has the most obvious advantage of its ease of implementation and 

its flexibility. Participants are asked to fill in questionnaires consists of several trust-



7 
 

measure-related questions to report their perceived trust. The most common type of 

question is scales. Another advantage of this method is that it directly measures the 

participant, rather than through other intermediaries (WHEELESS & GROTZ, 1977). 

Also, the format of self-report can be used to follow up measurements at different stages 

of an experiment, such as at different time points (Couch et al., 2010). The drawback 

of this measurement method is that it relies on the subjective response of the participant, 

and it is impossible to obtain accurate measurement results assuming that the participant 

is unaware. From another perspective, however, trust itself is a subjective concept, 

which may be why many studies still use this measurement method (Baker et al., 2018). 

 

The method of observing does not directly make the conversation with the participant, 

instead measures through other references. The common practice is to map trust with 

the behavior of the participant and express the trust by observing and quantifying the 

behaviors. In the experiment of Glaeser et al. (2000), they informed subjects that 

envelopes containing dollars were randomly dropped in several public areas and 

measured the subjects' trust in pedestrians who might take some money from the 

envelopes by calculating the subjects' valuation of the amount inside the envelopes. The 

advantage of observational methods is that it eliminates the influence of subject bias on 

the outcome because it measures objective data on participant behavior rather than 

subjective perceptions. However, the premise of this benefit is that participants are not 

aware of being measured, and behaviors that measure trust are also not always easy to 

find. 

 

Despite the relatively small number of studies, the current H-R interaction trust 

experiments generally adopt the same measurement approaches as H-H empirical 

research (Baker et al., 2018). That is to say, the measurement are no more than 

subjective measurement (self-report format) and objective measurement (observation 

methods). Freedy et al. (2007) evaluated trust through the observation to human 

behaviors in a H-R collaboration scenario in their experiment. They hypothesized that 

trust is reflected in the expectation of willingness to hand over control to the robot and 
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measured it through observing the number of times a human operator handed over to 

the robot under the expected benefit target. This is a good attempt to establish objective 

measurements, but it cannot be a universal method because it only works for such 

specified interaction scenarios. Generality is also required in subjective methods, as the 

items in the measurement scale should not be scenario specific. The measurement scale 

developed by Charalambous et al. (2016) has the effectiveness in measuring trust in an 

industry setting of H-R interaction, but it is too context-limited. “Trust Perception 

Scale-HRI” provided by Schaefer (2016) could be applied to a wider range of scenarios, 

it is also widely recognized for its ability to identify the basic components of trust 

(Baker et al., 2018). However, due to its versatility, some items in the scale may need 

to be adjusted for specific scenarios. 

1.2 Trust violation and repair in Human-Human Interaction  

Trust violation is a common phenomenon in H-H interaction (Gillespie, 2017), and the 

trust changes in human relationships are very complex (Baker et al., 2018). Along with 

this, there are many behaviors that can lead to a loss of trust between humans, including 

mistakes and betrayals (Wildman, 2011), or incompetence (P. H. Kim et al., 2013a). 

The factors of these violations of trust can be summarized into two categories, which 

are competence and integrity (P. H. Kim et al., 2013b; Mayer et al., 1995). Competency-

related violation behaviors relate to the person's own abilities, that is, the violation is 

due to a lack of capacity. Integrity-related violation behaviors have nothing to do with 

human ability, people have the ability to complete tasks but violate good faith, such as 

conventions. When a trust violation occurs, the party causing the loss of trust will often 

want to adopt strategies to repair the other's trust. For different types of trust violations, 

the most effective trust repair strategies are also different (P. H. Kim et al., 2009). 

 

Corresponding to the two basic categories of trust violation mentioned above, there are 

also two basic trust repair strategies (Sebo et al., 2019). When a competency-related 

trust violation is committed, there is evidence shows that apology is the most effective 
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strategy (P. H. Kim et al., 2004). In the experiment conducted by Kim et al. (2004), 

participants will be asked to imagine themselves as hiring managers, and the results 

shows that they were more willing to trust candidates who apologized for their mistakes 

rather than denied them. In this context, the candidate's trust violation behaviors are 

related to competency.  

 

In another case, where trust violations are integrity-related, apology may not be the 

most effective strategy, but denial (P. H. Kim et al., 2004). In the study of (Sigal et al., 

1988), it is found that if politicians deny some of their personal and financial problems 

instead of acknowledging and apologizing, it will make it easier for them to get votes. 

This may be due to the greater weight of negative information that is included in the 

trustworthy assessment criteria on integrity-related trust issues and an apology confirms 

the existence of this negative information (Skowronski & Carlston, 1987). However, as 

(P. H. Kim et al., 2006) pointed out, the prerequisite for the success of denials is that 

the violator also provides a convincing additional explanation to get rid of suspicion. 

They also suggested that integrity-related in itself is a more serious trust violation, so 

probably all strategies are worth trying. 

 

In addition to the remediation strategies corresponding to these two types of trust 

violations, other repair strategies are mentioned, such as trustworthy action (Schweitzer 

et al., 2006). After a loss of trust, a series of behaviors that do not violate trustworthiness 

persisting for a period of time may be enough to restore the trust. This approach requires 

that the two parties continue to interact after the trust violation occurs. Another strategy 

is promise (Schweitzer et al., 2006). Commitment to change in behavior will speed up 

the process of rebuilding trust, but this strategy will be less effective if deception occurs 

in previous interactions.  

 

Determining the type of trust violation is critical to the choice of trust repair strategies. 

However, as Schweitzer et al. (2006) pointed out, a single repair strategy may not be 

sufficient in the process of repairing trust. Associating with daily-based human 
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interaction, it is inspired that human normally use the combination of strategies instead 

of one to repair trust violation. Rethinking about H-R interaction, we may also envisage 

the possibility of multiple strategy combinations.  

1.3 Trust in Human-Robot Interaction 

After the discussion about trust research in H-H interaction domain, we now come to 

the H-R interaction scenarios. The interaction process is not quite same in H-R since 

the success of interaction is affected by many factors (J. D. Lee & See, 2004). To 

investigate how trust change in human robot collaboration, the factors that may affect 

the interaction as well as the learning from demonstration method will be reviewed first, 

then the trust violation behaviors and corresponding repair strategies in H-R research 

will be summarized. Finally, the last section of this chapter will explain the effective 

trust measurement methods in H-R interaction experiment design.  

1.3.1 Factors that affect trust in H-R Interaction 

Trust perceived in H-R interaction can be influenced by factors from multiple 

perspectives. According to the meta-analysis by (Hancock et al., 2011), there are three 

main categories of factors that may have an impact on trust, which are human-related, 

robot-related, and environment-related factors accordingly. However, the study also 

concluded that among the three categories robot-related factors plays the most 

significant roles in the development of trust, while environmental factors are only 

moderately associated, and there are little evidence shows that human-related factors 

also have effects. The existing research of robot-related factors mainly fall on three 

aspects, which could be summarized as robot’s appearance, reliability, and system 

transparency. 

 

Compared to humans, the most intuitive difference when interacting with a robot can 

probably be the appearance (Rau et al., 2010). Also, the unique point of robotics 

compared to other forms of automatic might be its life-like characters (Prendinger & 
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Ishizuka, 2004). Robots are often designed to have different appearances in different 

application areas, such as service robots often have an anthropomorphic appearance 

(Riek et al., 2008), while industrial robots have a machinelike appearance (Ravichandar 

et al., 2020). Human’s perception of robot’s appearance look is even influenced by a 

variety of factors, including cultural background (Rau et al., 2010). In fact, the effect 

of robot appearance on human perception can be developed into a separate area of 

research. Notably, there is evidence that the physical form of robots does affect human 

perception of robot trustworthiness (Schaefer et al., 2012).  

 

The second widely cited factor affecting trust in robot is the reliability. In other words, 

the ability of robot to complete assigned tasks results in the difference in level of trust 

(de Vries et al., 2003). Much research has shown that reliable automation leads to a 

greater degree of human trust (de Vries et al., 2003; J. Lee & Moray, 2007; Ross et al., 

2008). Although some researchers argued that occasional errors do not significantly 

reduce human trust in a highly reliable automation if not successively failed 

(Parasuraman, 1997), there is sufficient evidence that robot errors do reduce human 

trust in the short term and have been applied to H-R interaction research as a condition 

for manipulating trust (Esterwood & Robert, 2021, 2022; Sebo et al., 2019). However, 

from another point of view, it is the incompetence of robots that creates new spaces for 

human assisting robot in completing tasks (Ullman et al., n.d.), which may eventually 

lead to the result of enhancing human trust in robots. 

 

Another factor that cannot be ignored is transparency. In order to improve the 

collaboration between human and robot, humans need to understand the scope of their 

work partners' capabilities and when they need their own help, and then the robot's 

interpretability to their own behavior is particularly important (Wachter et al., 2017). 

The explainability, the ability to help humans understand the logic of their decision-

making process and the principles of their functions, is described as the transparency of 

robots (Hoff & Bashir, 2015). Robot transparency has been shown to impact trust in a 

number of areas, including manufacturing (T. Kim & Hinds, 2006), autonomous driving 
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(Verberne et al., 2012), and the military (Boyce et al., 2015; Dzindolet et al., 2003). In 

the LfD process being discussed in this thesis, transparency is even more noteworthy 

since the human plays the role of teacher to help robot execute its tasks (Ravichandar 

et al., 2020). However, there is still not enough research on how transparency 

specifically affects trust, and whether it can affect trust in any type of human-robot 

interaction scenarios. 

 

 

 

Figure 1. Factors of trust development in human-robot interaction (Hancock et al., 2011, 

p.521). These factors were identified a priori via literature review and subject matter 

expert guidance. 

 

Since trust in H-R interaction is a relatively new field of study, there might be other 

factors that may have an influence and still not be discovered yet. In addition to the 

impact of these factors on human trust in robots, it is curious whether they will also 

affect the repair of trust after robots have committed trust-violating behaviors. To have 
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a clear view, the common types of trust-violating behaviors are needed to be studied as 

well as known effective trust repair strategies. 

1.3.2 Trust repair strategies in H-R Interaction 

Compared to H-H trust research, there are few studies that have explored trust violation 

and repair in H-R interaction. In order to identify different types of trust violation 

behaviors as well as corresponding repair strategies, Marinaccio et al. (2015) have 

developed a framework to summarize the findings of previous empirical studies. In the 

framework, trust violation behaviors are considered to be equivalent to robot errors and 

are divided into four types, which are slips, lapses, mistakes, and violations accordingly. 

Slips refers to errors of commission that an intend action was wrongly executed, and 

the most suitable repair strategy for this type of error is denials. Lapses is errors of 

omissions and apologies can be the best solution. Apologies also works for mistakes 

which stands for errors of planning or judgement. For violation errors, which means an 

intentional commission error, the best way to repair trust would also be denials. The 

difference between slips error and lapses is that the former is the wrong execution of 

an appropriate action, usually associated with attention deficits, while the latter is not 

performed at all, associated with memory deficits (Reason, 1990). And the difference 

between mistakes and violations lies in initiative. 

 

It is not hard to recognize that the framework is based on the previous competence and 

integrity categorization provided by H-H empirical research (P. H. Kim et al., 2013a; 

Mayer et al., 1995). Slips and violation involve with integrity-based trust violation 

behaviors so denials would be the most effective repair strategy, while competency-

related behaviors like lapses and mistakes need the strategy of apologies more. Even 

though the model is based on H-H research and there are few H-R research has verified 

this, there is still evidence that could be found that the model also works with H-R 

interaction (Sebo et al., 2019). The strategies of apologies and denials were proved to 

have effect on repairing trust when trust violation behaviors were committed by robots 
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in this study, and the suitable appliable cases are also corresponding with H-H situation.  

 

The strategies of explanations and promises which have also been mentioned in H-H 

studies may also have effects on H-R trust repair (Esterwood & Robert, 2021, 2022; 

Robinette et al., 2015; N. Wang et al., 2018). However, there were no studies combined 

them with the competency-integrity framework. In the experiment of Robinette et al. 

(2015), a virtual 3D office environment was built, and participants were asked to follow 

the navigation robot to the exit when a simulated dangerous situation occurred. The 

robot made obvious detours during the lead, and then took different strategies to repair 

trust. The result of the experiment shows that promises is actually a more effective 

strategy in repairing trust compared to apologies and denials. Their study also 

investigated the best time for robots to adopt trust repair strategies, and it was found 

that robots should take actions before the trust decision is made by human for a larger 

efficacy, instead of right after the trust violation behavior. The effectiveness of promises 

was also verified by Esterwood & Robert (2021), where explanations was also found 

to have a large impact on trust repair when the robot is anthropomorphic. However, in 

other studies, explanations have been found to have no effectiveness to repair trust (Kox 

et al., 2021; M. K. Lee et al., 2010). 

 

Through these literatures, it is discovered that the validity of apologies and denials and 

the conditions for their application are less controversial, in which apologies apply more 

to competency-related violations, and denials work better for integrity-related 

violations. But there does not seem to be a uniform conclusion on explanations and 

promises, neither enough evidence to show their effectiveness, nor to integrated them 

with the competency-integrity framework. Although these H-R trust repair studies have 

already given us some inspiration and can serve as a good starting point, there is still a 

lack of evidence on what is the most effective trust repair strategy, and there is no 

systematic summary of various situations and corresponding repair means. More 

empirical studies still need to be conducted in H-R settings.  



15 
 

1.4 Research gap and current study 

There is some research that already explored the effectiveness of different trust repair 

strategies after trust violation in H-R interaction scenarios. The extent to which 

apologies, denials, explanations, and promises affect trust repair are compared 

(Esterwood & Robert, 2021, 2022), while apologies and denials are specifically 

compared based on the competency-based and integrity-based errors (Sebo et al., 2019). 

However, these studies only compared the performance of single strategy, and none of 

them have investigated the combination of strategies. Thinking back to H-H situations, 

people do not always use a single strategy when trying to save trust, but use a 

combination of them, and as Schweitzer et al. (2006) suggested, a combination of 

strategies tends to be more effective than a single strategy. In H-R contexts, the 

combination of explanations and promises has already been revealed to outperform the 

single promises strategy (N. Wang et al., 2018). However, this study only investigated 

the combination of explanations and promises and did not consider the other possible 

combinations. It will be interesting to compare and find the most effective combinations 

of repair strategies. In this way, we may further improve the solidity of H-R 

collaboration by applying the findings into robot design. 

 

In addition to this, transparency has already been shown to increase trust in robots on 

trust (Boyce et al., 2015; Dzindolet et al., 2003; T. Kim & Hinds, 2006; Verberne et al., 

2012). However, it is still not clear how it will have an influence on trust repair 

effectiveness. This is also an important area of study, especially in the context of LfD. 

Therefore, it is necessary to conduct a related study to reveal the importance of 

transparency in H-R interaction with robot LfD. 

 

Finally, no such trust study has been conducted in the scenarios of LfD. The LfD 

approach has a unique approach to human-robot collaboration, with humans playing 

the role of teachers, unlike conventional programming methods for robots used in 

previous studies (Ravichandar et al., 2020). So there is reason to believe that there will 
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be a difference in the change in trust in LfD process as well. As an emerging technology, 

its full potential depends on whether applications can foster appropriate trust on these 

robots.  

 

This study explores the possible combinations of known effective single trust repair 

strategies to find out if they can help rebuild trust or decrease trust loss after trust 

violation in H-R collaboration scenarios. Specifically, the study will compare the 

effectiveness of strategies combinations apologies & explanations, apologies & 

promises, and explanations & promises. According to the classification by Marinaccio 

et al. (2015), there only exists competency-based errors in the industry setting. Based 

on the evidence found by Sebo et al. (2019), denials are only effective after integrity-

based violation behaviors. Due to this reason, denials will not be taken into account in 

this study. The scenario will be specified to a food processing industry setting where 

the LfD method is applied. As a preliminary study, the combination of all three single 

strategies as well as per single strategy will not be included into the comparison. 

Meanwhile, transparency as an important factor will also be induced into the study, and 

it will be manipulated as an experimental condition. 

 

In this way, participants will observe different types of trust repair behaviors with 

whether a transparent setting or a nontransparent setting after the observation of robot 

trust violation behaviors. The main research question of the study can be formulated as 

follows:  

 

Which combination of strategies will be the most effective to repair trust after trust 

violation in the robot LfD process? 

 

The second research question cares about the effects of transparency. The research 

question is summarized as follows: 

 

How will transparency of the robot learning process influence the effectiveness of 
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trust repair strategies? 

 

Considering that transparency has already been shown to affect trust in H-R interaction 

(Boyce et al., 2015; Dzindolet et al., 2003; T. Kim & Hinds, 2006; Verberne et al., 2012), 

we have a good reason to infer that it will being a similar effect on trust repair efficiency. 

As such the hypothesis for this question will be: 

 

 Trust repair strategies with high transparency have overall higher effectiveness in 

repairing trust compared to low transparency. 

 

Besides the two main research question, the study also will explore some other sub 

questions of interest. First sub question would be, is the effect of transparency on 

different trust repair strategies combinations the same? And since we are curious about 

whether the perceived trust is influenced by how well people know about robots, the 

second sub question is, is the effectiveness of the trust repair strategy affected by the 

robot expertise level of participants? Last but not the least, we plan to collect 

participants' subjective suggestions on the most acceptable means of trust repair, which 

will also inspire future research and promote human-robot collaboration. 
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2. Method 

To test our hypothesis, an online experiment was conducted using pre-recorded videos 

to create a simulated human-robot collaboration scenario in a food processing factory.  

2.1 Design 

The experiment was a 2 (transparency: transparent vs. nontransparent) x 4 (trust repair 

strategies: non-strategy vs. apologies & explanations vs. apologies & promises vs. 

explanations & promises) between-subjects design. The independent variable were 

transparency and trust repair strategies. The dependent variable of the study is perceived 

trust on the robot. The transparency conditions were transparent and nontransparent, in 

which participants were introduced the working principle of the robot or not. For trust 

repair strategies conditions, it included a control group without any trust repair strategy, 

and the other three groups of conditions under which the robot will adopt combination 

strategies of apologies & explanations, apologies & promises, and explanations & 

promises to repair trust. Table 1 provides an overview of each condition that participants 

were assigned to and the experimental design of the study. 

 

Table 1 

Experimental design to study the effect of repair strategies and transparency on 

perceived trust 

 

Transparency 

Trust repair strategies 

Non-strategy 
Apologies& 

explanations 

Apologies& 

promises 

Explanations& 

promises 

Transparent 1.1 1.2 1.3 1.4 

Nontransparent 2.1 2.2 2.3 2.4 
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2.2 Participants 

The required sample size of this study is calculated through R Superpower package. 

The desired alpha value of the study is 𝛼 =  .05, and the target power is 1 − 𝛽 = .90. 

The smallest effect size of interest for this study was based on an assumption of 

detectable difference on the 7-point Likert scale that was used to measure perceived 

trust to the robot. The smallest interest effect size of the study was . 50 perceived trust 

scale points between different strategies, and a pooled stand deviation of 1.50  was 

assumed. Under such design, a sample size of 40 participants per condition, which 

meant 320 in total, would achieve a minimal power of 1 − 𝛽 = .96 and 1 − 𝛽 = .90 

respectively for the two assumptions of the study. Therefore, a sample size of 320 

participants (40 per condition) was required for the study. 

 

The experiment was completed by 320 participants (133 females, 186 males, and 1 third 

gender) from 30 countries, most of them (224) from Europe. Their ages ranged from 18 

to 75 ( 𝑀 = 34.3, 𝑆𝐷 = 11.8 ). The sample consisted of 44 students, 42 part-time 

employees, 171 full-time employees, 7 employers, 30 unemployed, 12 retired, and 14 

other occupation participants. All participants were recruited through the online 

research platform Prolific. Participants were required to be sufficiently skilled in 

English and should have the minimal approval rate of . 90  provided by Prolific. 

Participants were paid £2 for their participation. 

2.3 Experiment settings 

2.3.1 Robot 

The robot used in the experiment is developed by Wageningen University & Research 

(WUR). Figure 2 shows an image of the working robot. The robot has the appearance 

of a robotic arm, drove by motors. The torso of the 6-axis robotic arm is provided by 

Universal Robots which has a working radius of 850 mm. The gripper at the front end 
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of the robotic arm is the product RG2 Gripper produced by Onrobot. With these 

components, the robot can flexibly pick and move objects. To implement the LfD 

function, the robot is also equipped with a camera (Intel® RealSense™ D435) that can 

capture fast movements. 

 

 

 

Figure 2. The robot is gripping a banana. 

 

The fruit and human pose detection function of the robot is realized by Python, based 

on the “cascade maskRCNN” model (fruit recognition model) and “HRNet” (human 

pose estimation model). Human activity recognition function of the robot is based on 

temporal convolutional networks. These functions allow the robot to apply LfD method 

to imitate human behaviors. The robot could also be manipulated manually through 

Python scripts, which allows us to create different experimental scenarios by 

manipulating its actions. 
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Figure 3. An experimental scene 

 

The robot itself has no communication function, and in order to enable it to implement 

the trust repair strategies, a screen and speaker are installed next to it. Through a 

program written in Python, a bright red button will appear on the screen with the text 

"You got it wrong" on it. When the robot makes an error, the robot can be informed by 

clicking the button, so as to realize the dialogue between the human and the robot. The 

statement made by the robot will also be displayed on the screen, while the speaker will 

play the statement of the robot at the same time. 

2.3.2 Stimuli 

The eight experimental conditions were determined by a combination of transparency 

and trust repair strategies. Half of the participants were in the transparent group, 

watched a video showing the robot's learning process (figure 4), which included a 

human demonstration of two tasks (sorting oranges by their sizes and sorting bananas 

by their ripeness). The other half of participants, as nontransparent group, did not watch 

this video, but continued the rest of the experiment instead. 
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All participants were asked to watch the two robot normal working videos. In the first 

video, the robot placed large oranges in a box on one side of the table, while small 

oranges were placed in a box on the other side. The difference in size of oranges was 

very obvious and could be easily observed. The robot completed the task perfectly 

without any errors. In the next video, the robot also performed perfectly with no 

mistakes, placed the highly ripe bananas in the box on one side of the table and the low-

ripe bananas on the other side. The ripeness of bananas could be easily observed by the 

difference in color (yellow and green). 

 

 

 

Figure 4. A screen in the transparency video 

 

The video watched by all the participants also included the robot making an error. There 

were two versions of the video where the robot made a mistake, one that made a mistake 

in picking oranges and one that made a mistake when picking bananas. Participants 

watched one of them randomly. The robot put the fruits that should be distinguished 

into boxes on the same side, which was achieved by a Wizard-of-Oz method of remotely 

controlling the robot to make intentional mistakes by program to simulate possible 

errors in the real working situation of the robot. In these robot making mistakes 
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scenarios, the box on the side of the table was different from the normal operation 

situation, which simulated the trigger for the robot to make a mistake in a real 

environment, but participants were not required to notice this. 

 

Right after the mistakes, a human worker clicked on the “You got it wrong” button and 

then the robot adopted trust repair strategies. In the four different conditions of trust 

repair strategies, the robot made various statements according to each condition. In the 

condition of Apologies & Explanations, the robot stated “I am sorry I did not put the 

fruits into right boxes this time. I failed to do it correctly because the boxes are changed.” 

In the Apologies & Promises condition, the robot stated “I am sorry I did not put the 

fruits into right boxes this time. I will do better next time and get my job done.” In the 

Explanations & Promises condition, the robot stated “I failed to do it correctly because 

the boxes are changed, I will do better next time and get my job done.” These statements 

were displayed on the screen next to the robot and were presented to the participant by 

voice simultaneously. 

 

All videos were recorded in the laboratory in Phenomea building on Wageningen 

University & Research campus. The shooting location was set as a fruit processing 

factory in the videos, however, not too much environment information was recorded. 

The main shot was a table with fruits and a robot fixed to one side of the table. The left 

and right sides of the robot were placed with the same or different boxes (corresponding 

to normal work and error situations).  

2.4 Measurements 

The main measurement object of the experiment was trust perceived by participants 

during the human-robot interaction process. This was done by self-report questionnaires 

based on the “Trust Perception Scale-HRI” developed by Schaefer (2016), since the 

scale was designed to measure perceived trust after observing robot’s behaviors, and 

the usability of this scale is widely recognized ((Baker et al., 2018). The original scale 
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contains 40 items, since trust needs to be measured multiple times, overly long 

questionnaires may degrade the quality of responses. Based on this consideration, 

fifteen items on the scale were selected and adjusted into a 7-point scale to fit the 

experiment scenario, including three reversed coded items. Items like “know the 

difference between friend and foe” and “warn people of potential risks of the 

environment” were not selected since they were not appliable to the experiment scene. 

The trust measurement questionnaire was also subjected to a Cronbach’s alpha scale 

reliability test to generate the perceived trust variable. The trust measurement 

questionnaire could be seen in table 2. 

 

Each participant was asked to indicate the extent they want to continue hiring these 

robots by choosing answers on a 5-point scale from never again to definitely. The result 

could further evaluate participant’s trust on the robot. Three open questions included 

“To what extent will you continue hiring these robot workers and the reason”, “do you 

think it is necessary for a robot to do something to repair your trust after making 

mistakes”, and “what would you like the robot to do after making a mistake to restore 

your trust in it” followed.  

 

The demographic questions include age, gender, occupation, and self-reported expertise 

level of robot based on a 5-point scale where 1 corresponded to “I have never touched 

anything robot-related”, 2 to “My knowledge of robots only stays in non-scientific 

works”, 3 to “I have limited knowledge and a few experiences with robot”, 4 to “I have 

systematically learned about robots and have several working experiences”, and 5 to 

“I am a robot expert and perhaps work on robot currently”, since it provided the 

information of the variety of the participants, also the experiment not only wants to find 

effects in students or people with high robot experience level, but also people in 

different groups. 

 

Table 2 

Trust measurement questionnaire 
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Please indicate to what extent you felt this robot will be … 

Number Item    

1 Dependable    

2 Reliable    

3 Unresponsive    

4 Predictable    

5 Act consistently    

6 Have errors    

7 Provide feedback    

8 Meet the needs of the mission/task    

9 Provide appropriate information    

10 Communicate with people    

11 Perform exactly as instructed    

12 Follow directions    

13 Incompetent    

14 A good teammate    

15 
Perform a task better than a novice human 

user 
   

2.5 Online survey setup 

The online survey was built by software Qualtrics Core XM (Appendix X). The 

software enabled us to integrate videos into the survey and had the randomizer function 

that was convenient to assign participants into different experimental conditions. Two 

randomizers were used before and after the transparency video. Participants were first 

randomly assigned to transparent or nontransparent group. After this, including the 
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control group, taking into account the random assignment of the task of picking fruits 

in the experimental conditions, participants were assigned to one of eight conditions 

(one of four repair strategies, orange task or banana task). The randomizers could 

evenly assign participants to make sure each condition had same number participants. 

 

The experiment interface was presented in a brief and intuitive design with clear 

feedback on participants' clicks. While the experiment is in progress, the participant's 

progress was displayed on the top of the interface with the format of a visualization 

progress bar. Once participated, the IP address of the participant was recorded. Despite 

the responsive design of the online survey, participants were expected to participate in 

the experiment on a computer or tablet whenever possible for the best experience. 

 

In order to filter good quality responses, several means were used in the survey. First, 

in all the pages with videos displaying of the experiment, the Next button was not 

displayed when the time set to stay on the page reached the length of the video, 

preventing participants from skipping watching the video and going directly to the next 

step of the experiment. Second, in the pages of trust measurement questionnaires, the 

total time participants stayed on the page and the number of clicks will be recorded. If 

participants spent little time, we had reason to question the quality of the answers. 

2.6 Procedure 

Figure 5 shows the overview of the experiment process. First, participants were 

welcomed to participate in the experiment, they were also asked to fill in their Prolific 

ID. As the only personal information collected, it enabled us to filter good quality 

responses. As the experiment started, participants were asked to imagine themselves as 

managers of a food processing factory and inspect the robots working. Then, 

participants in transparent group were given a video of robot training, while participants 

in nontransparent group did not watch this video. Then the video began by showing 

participants two scenarios where the robot is working, and participants were asked to 
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fill out a trust measurement questionnaire after each. Then a video of the robot's failure 

was played. At this time, according to different experimental conditions, the robot made 

different statements, and the statements were transmitted to the participants (through 

video footage) in the form of text and audio at the same time. Each statement was 

followed by another trust measurement questionnaire. Next, participants were asked to 

answer some general open questions about the human-robot interaction scenarios. In 

the end of the experiment, some demographic information was collected. The 

experiment lasted approximately 10 minutes, in the last page of the survey, a completion 

code was provided, and the participants could copy and paste the code on Prolific 

website to inform the platform that they had completed the study, in this way they were 

sent to the waiting approval list and their responses could be checked by the 

experimenter. Once approved on the website, the platform automatically sent 

participants the compensation of £2. 

 

 

 

Figure 5. The procedure of the experiment 

2.7 Statistical analysis 

All the experiment data were exported from Qualtrics Core XM to an excel file as well 

as a STATA readable dataset. Then statistical analyses were done by software STATA 

17. First, Cronbach’s alpha test was done to generate the perceived trust variables. After 

this, the data were checked if there existed missing values or outliers using the general 

indicator that whether the absolute z-score is higher than 3.00 or not. The normality of 

the data per condition was checked by Shapiro-Wilk tests as well as skewness and 
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kurtosis tests. Paired t-tests were conducted to check the manipulation to the experiment.  

For research question exploration and hypothesis testing, instead of directly using trust 

change as the dependent variable in the statistical test, a more suitable approach 

according to Lüdtke & Robitzsch (2020) was used. A factorial analysis of covariance 

(ANCOVA) was conducted with the perceived trust in measurement 3 as the dependent 

variable, trust in measurement 2 as a covariance, and transparency and group as 

independent variables. This was followed by several contrast analysis to look the results 

into details. The visualization of the result was implemented by ggplot library in R.  

 

What’s more, the responses to general open questions were analyzed by the method of 

thematic analysis (the likelihood of continue hiring the robot was summarized in excel 

and tested the correlation between the last perceived trust). The analysis was conducted 

in the online software tool Miro. First, the initial codes were generated based on the 

answers of participants on each question. Next, the codes were collected and analyzed 

to form different themes under each question. The themes were then reviewed again to 

find connection between our main research question and hypothesis. 
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3. Result 

3.1 Data quality check 

In total, the study collected all the 320 responses from 320 participants. Ideally, there 

should be equal participants under all eight experimental conditions. However, the 

randomizer feature of Qualtrics Core XM was applied to all people who enter the online 

questionnaire, including some who fail to complete all of the experiments, and their 

presence resulted in the final unevenly distributed responses. Table 3 shows the detail 

of number of participants per condition.  

 

Table 3 

Number pf participants per condition 

 

Transparency 

Trust repair strategies 

Total 
Non-

strategy 

Apologies 

& 

explanations 

Apologies 

&promises 

Explanations 

&promises 

Transparent 41 39 43 39 162 

Nontransparent 42 41 38 37 158 

Total 83 80 81 76 320 

3.2 Descriptive statistics 

To have a brief overview at all the variables, a descriptive summary was done (Table 

4). The mean of age of participants is 34, while the self-reported expertise on robot 

ranged from 1 to 4. The perceived trust ranged from 2.87 to 7 with the mean of 4.77 in 

the first measurement. For the second measurement, it ranged from 1.67 to 7 and the 

mean was 4.64. The highest value for perceived trust in the last measurement was 6.33, 
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and the lowest was 1.4 while the mean was 3.70. 

3.2.1 Perceived trust change process 

First, a Cronbach’s alpha reliability test was conducted to the items of the trust 

measurement questionnaire to measure the internal consistency between the items. 

Since the trust was measured three times, the response per item was obtained three 

times despite of the scale used. The test resulted in an alpha value of 𝛼 = .82, 𝛼 = .85, 

𝛼 = .88 respectively, which is relatively high. The alpha value could be further increase 

by selectively removing several items from the battery, however, since the alpha was 

already quite high, it was not necessary.  

 

Table 4 

Descriptive analysis of all variables 

 

Variable Obs Mean SD Min Max 

Gender 320 .59 .50 0 2 

Age 320 34.33 11.81 18 75 

Expertise 320 2.47 .81 1 4 

Trust measurement 

1 
320 4.77 .77 2.87 7 

Trust measurement 

2 
320 4.64 .87 1.67 7 

Trust measurement 

3 
320 3.70 1.04 1.4 6.33 

Note. For variable Gender, Female=0, Male=1, Third gender=2. The variables Trust 

measurement 1/2/3 were generated by the item battery using means of Cronbach’s alpha. 

 

The responses on all fifteen items in three measurements are calculated separately, and 



31 
 

the result can be found in Appendix B. Items 3, 6, 13 were reversely coded. For item 

scale calculation and the generation of new variable, these items were also reversed in 

advance. Based on the high internal consistency between the items, the variables trust 

measurement 1/2/3 were generated from the mean of the fifteen items per observation 

(Table 4).  

 

To better observe the process of trust change, a line chart was plotted based on the 

average of the three measurements of all participants and the corresponding 95% 

confidence intervals (figure 6). It is easy to see from the graph that trust gradually 

decreases in the process of human robot interaction, especially after observing robot 

mistake (between trust measurement 2 and 3). This indicates our manipulation of trust 

loss is successful. The result also received statistical support by paired t-tests with a 

𝑡(319) = 3.63, 𝑝 < .001  between trust measurement 1 and 2, and a 𝑡(319) =

15.96, 𝑝 < .001 between trust measurement 2 and 3. 

 

From the distribution of fifteen items in the three measurement it can be observed that 

not all the items in the scale change in the same way. it can be observed that not all the 

items in the scale change in the same way. Therefore, another line chart (figure 7) was 

made to visualize the change process of the score of each item. From the graph it is 

noticed that most of items follow the same trend as overall trust change process, 

however, two items Communicate with people and Provide feedback as well as three 

reversely coded items have errors, incompetent, and unresponsive show a clear upward 

trend conversely. Among them, the upward trend in have errors was most pronounced, 

while the change in unresponsive was very gentle. In addition, item Provide appropriate 

information remains almost same in the second and third measurement. The results 

indicates that the trust repair strategies adopted by the robot indeed influenced 

participants' judgments about whether the robot was competent and whether it provided 

feedback. 
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Figure 6. Overall trust change process of all participants 

3.3 Overall trust change process 

In order to further test our hypothesis, the variables trust measurement 1/2/3 as the main 

dependent variable needs to be statistical analyzed and compared between different 

conditions. Hence, before the statistical test, normality of the distribution of the 

variables should be checked. The trust variables were divided into eight conditions by 

the independent variable transparency and trust repair strategies, as such, normality of 

the trust variables should be checked for each of the conditions. A Shapiro-Wilk test as 

well as a skewness and kurtosis test were conducted, and three trust measurements in 

all the eight conditions had the result of 𝑝 > .05 for both the two normality tests, only 

except for two conditions in which trust measurement 2 did not pass. Therefore, we 

assumed normality for these two conditions as well. In this way, we assumed that trust 

measurements variables are normally distributed for all the experiment conditions. 
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To obtain statistical support for the perceived trust change in the human robot 

interaction process, paired t-tests was conducted between trust measurement 1 and trust 

measurement 2, and a significant result was obtained (𝑡(319) = 3.63, 𝑝 < .001). This 

implies that even without a mistake by robot, participants had a perceived trust loss in 

the process of watching two robot working videos. Another t-test was run between trust 

measurement 2 and trust measurement 3, the result was also significant with a 

𝑡(319) = 15.96, 𝑝 < .001. Therefore, the process of trust change could be described 

as a relatively small decrease at first, and a large decrease after an error was observed. 

 

Figure 7. Trust change process of each item 

3.4 Trust repair strategies 

To answer the first research question that which combination strategies has the largest 

effect on repairing trust among all the strategies after trust violation behavior, two line 

graphs (figure 8) were made to show the trust change process under four repair 

strategies combinations, including the control group, in the condition of transparent or 
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nontransparent. As can be seen from the graph, the three combinations of strategies 

have a similar slope after robot’s error in nontransparent group, clearly higher than 

control group. However, groups apologies & promises and explanations & promises 

have a different upward trend before mistake observed. In transparent group, all the 

four groups follow the similar trend of trust change. The control group with non-

strategy has a clear lower trust level compared to other groups, while groups apologies 

& explanations and explanations & promises are above other groups. The graph 

indicates that trust repair strategies have effects on reducing trust loss after trust 

violation behaviors. Since the normality assumption was already met for all eight 

conditions, further statistical analysis could be conducted. 

 

A factorial ANCOVA was conducted with trust measurement 3 as the dependent 

variable, trust measurement 2 as a covariance, and transparency and group as 

independent variables. The model run by ANCOVA was significant with an 

𝐹(8, 311) = 13.04, 𝑝 < 0.001, and the adjusted 𝑅2 = 0.23. The combination of trust 

repair strategies also shows a significant effect on trust repair (𝐹(3. 311) = 12.17, 𝑝 <

0.001, 𝜂𝑝
2 = 0.11. The effect of transparency and the interaction effect will be discussed 

in the following sections. 

 

To answer RQ1, a contrast analysis was further conducted between pairs of different 

groups. Table 5 shows the results of the pairwise comparisons. There exists a significant 

difference on trust repair effectiveness between non-strategy group and apologies & 

explanations group (𝑝 < .001 ). Compared with apologies & promises group, both 

apologies & explanations group and explanations & promises group to have a 

significantly larger effectiveness in repairing trust (𝑝 = .045, 𝑝 = .037). However, no 

significant difference was found in between the effectiveness of these two groups (𝑝 =

.91). Also, in addition to comparison with control group, the two significant differences 

between strategies had a contrast of 𝐶 = .29, 𝐶 = .31 scale points respectively on the 

7-point scale, which were smaller than the minimum effect size of interest. The 

differences were considered to be too small to be practically interesting, but they indeed 
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showed that the combination of apologies and explanations as well as the combination 

of explanations and promises had larger effectiveness in trust repair. 

 

 

Figure 8. Trust change process under each combination of trust repair strategies 
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The results show the combination of apologies and explanations, and the combination 

of explanations and promises are the most effective trust repair strategies after robot’s 

trust violation behavior. However, since a significant difference in effectiveness 

between these two strategies was not found, it cannot be stated that the combination of 

explanations and promises is the most effective trust repair strategy. Therefore, the first 

hypothesis was rejected. It at least can be verified that explanations & promises is a 

more effective strategy combination compared to apologies & promises as well as non-

strategy. 

 

Table 5 

The result of contrast analysis in ANCOVA 

 

Comparison Contrast F p 95% CI 

Non-strategy- 

Apologies & 

Explanations 

-.74 26.94 <.001 [-1.03, -.46] 

Apologies & 

Explanations- 

Apologies & Promises 

.29 4.05 .045 [.01, .57] 

Apologies & 

Promises- 

Explanations & 

Promises 

-.31 4.41 .037 [-.59, -.02] 

Apologies & 

Explanations- 

Explanations & 

Promises 

-.02 0.01 .91 [-.30, .27] 
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3.5 Transparency and trust repair strategies 

To test the hypothesis that trust repair strategies with high transparency have overall 

higher effectiveness in repairing trust compared to low transparency, the line graphs 

(figure 9) were firstly observed to compare the trust change process in transparent group 

and nontransparent group, with different repair strategies. The difference between the 

two groups was not clear judged from the graph, a look into the details of statistical 

analysis was needed. 

 

The result of the factorial ANCOVA did not show a significant effect of transparency 

on perceived trust change (𝐹(1, 311) = .46, 𝑝 = .496, 𝜂𝑝
2 = 0.002). Given the small 

effect size and the non-significant result, there is no evidence shows that transparency 

had a direct effect on trust repair effectiveness. Therefore, the hypothesis was rejected. 

Through the observation of the graph, the result of first trust measurement seemed to 

be different between two groups. Hence, a t-test was run to further explore the possible 

influence by transparency on perceived trust. However, the result also did not find a 

significant difference between the two groups on trust measurement 1 with a 

𝑡(317.9) = −.70, 𝑝 = .49. The result indicates that transparency does not affect the 

effectiveness of trust repair after robot’s trust violation behavior.  

 

To further explore the influence of transparency on robot trust repair, the interaction 

effect of transparency and repair strategies might exist was examined. With the factorial 

ANCOVA, a non-significant result was obtained ( 𝐹(3, 311) = .96, 𝑝 = .41, 𝜂𝑝
2 =

0.009). As such, there is also no interaction effect found between the two independent 

variables.  
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3.6 Other exploratory research 

3.6.1 Robot expertise influence on trust 

To investigate the exploratory research question that whether the effectiveness of trust 

repair strategy affected by the robot expertise level of participants or not, the new factor 

expertise was added to the previous factorial ANCOVA model. The expertise of 

participants on robot was measured by means of self-report, with the minimum result 

of 1 and maximum of 4. No participants identified themselves as robot experts (a value 

of 5). In the model, it can only be observed a marginally significant effect of expertise 

on trust repair effectiveness ( 𝐹(3, 308) = 2.30, 𝑝 = 0.078, 𝜂𝑝
2 = .02 ). Hence, we 

could not conclude that expertise is an important factor that might affect trust repair.  

3.6.2 Subjective reviews analysis 

Open questions were set in the experiment to find out the attitude of participants toward 

hiring these industry robots as well as their subjective feeling and expectation to these 

robots. Review of the responses to these questions might give us more inspiration in 

the design of human-robot collaboration scenarios. The first question given to 

participants was the likelihood that they would continue to hire these robots as factory 

managers. Histogram in figure 10 shows the distribution of the number of responses. It 

can be observed that the responses are approximately normally distributed, while more 

participants hold a relatively negative attitude towards the robot workers. It is worth 

mentioning that a correlation test was done to the likelihood of continue hiring robots 

and the last trust measurement, with a significant result (𝑟 = .43, 𝑝 < .001) it shows 

that participants’ attitude is in line with their perceived trust on the robot. 
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Figure 9. Distribution of responses in likelihood of continue hiring the robot 

 

Afterward, participants were asked for the reasons of their responses and whether they 

felt necessary to have the repair strategies or not. They were also asked for their own 

opinions to the effective trust repair methods. From their responses, the themes were 

structured according to the three subjective open questions.  

 

For the first theme Reason to/to not continue hiring robot workers, the most repetitive 

answer was that robots were considered too slow to outperform humans for the same 

job. The answers included “Slower than a human”, “Time wasting”, and “the robot is 

extremely slow” and so on. Besides, some participants were reluctant to continue 

choosing robots because of ethical concerns and worries about robots replacing human 

jobs. Some stated, “On the base that people need to work, more machine labor less jobs 

and more poverty”. In addition, some participants believe that robots need a lot of 

training time to avoid errors, which increases the cost of use. They mentioned, “Robots 

will be expensive in the beginning and require maintenance and checking errors which 

might costs more than hiring humans”. Very few participants felt they could not trust 

the robot for no reason, because they thought robots are just machines and cannot be 
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treated as humans. 

 

For the second theme Necessity of the trust repair strategy, there were obviously more 

participants who thought it was unnecessary for the robot to adopt a trust repair strategy 

after making a mistake. Their main reason was robot itself had no responsibility (“The 

programmer would be the one who needs to improve”). For the ones who thought it 

was necessary, they believed that the robot need to prove that they can handle the job. 

Both participants with the two attitudes agreed that they need to know what lead to such 

errors so that the robot could be improved (“Yes, I think they should explain the reason 

for their mistake so it can be easily fixed”, "No, I think feedback on what led to the 

wrong decision is needed”). 

 

The third theme is Expected robot’s behaviors after mistakes. Participants were asked 

to share their own ideas about the best way to restore their trust on the robot. Most of 

the answers are that the most effective way for robots is to complete the task accurately, 

without resorting to a repair strategy after a mistake. Some also suggested that the robot 

could be asked to perform the same task again to prove its ability (“Perform the task 

correctly for a number of times again to show that it was still competent at doing the 

job”). A quite large portion of the participants pointed out that the most important thing 

for them was to know why the robot made mistakes, so explanation was what they most 

wanted (“Explain its mistake to me”). Very few participants reckoned whatever the 

robot do would not make them trust it. 
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4. Discussion 

Participants were asked to participate in an online experiment which involved several 

robot working videos in the context of fruit processing factory. Participants observed 

robot’s failure in performing a specific task, which could be recognized as a trust 

violation behavior. The robot adopted different repair strategies after the error. The 

perceived trust was measured three times in the experiment to check the trust change 

process of each participant. The effectiveness of different combinations of trust repair 

strategies was investigated, as well as the influence of transparency on these human-

robot collaboration scenario. 

4.1 Effective combination of trust repair strategies  

To answer the first research question, a line graph was made to illustrate the trust change 

process between different repair strategies, and a factorial ANCOVA as well as contrast 

tests were done to test the significance. In line with studies by Esterwood & Robert 

(2021), Robinette et al. (2015), and N. Wang et al. (2018), explanation and promises 

were considered the most effective repair strategies. The results of statistical analysis 

did find a significant difference in the effectiveness between combination apologies & 

explanations and combination apologies & promises, and a significant difference 

between combination explanations & promises and apologies & promises. However, 

the differences were smaller than the defined minimum effect size of interest, so the 

result was not considered to be practically meaningful. Also, a significant difference 

between the two effective combinations apologies & explanations and explanations & 

promises was not found.  

 

According to Wang et al. (2018), the combination of explanations and promises 

outperforms single promises strategy. The result of our experiment did not verify the 

effectiveness of promises since apologies & explanations has a similar effect with 

explanations & promises. However, the effectiveness of explanations was further 
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validated, since the two combinations involved with explanations both performed better 

in repairing trust, which confirmed the studies by Esterwood & Robert (2021). The 

difference from this research is that the validity of explanations was found to apply not 

only to anthropomorphic robots, but also to non-anthropomorphic industrial robots. 

Based on the framework developed by Marinaccio et al. (2015), the type of error robot 

made in this experiment belonged to mistake since it made wrong judgement. 

Accordingly, apologies should also be effective since robot’s failure could be 

recognized as a competency-based trust violation behavior. However, the effectiveness 

of apologies was not verified by the experiment since it did not outperform both 

explanations and promises. In the subjective reviews from the participants, apology was 

also not mentioned to be a strategy that is expected to happen after trust violation. 

Explanations, but was mentioned many times in the open questions by the participants 

because they wanted to know the reason why the robot made a mistake. 

 

We could infer from the result that the reason apologies were not effective could be 

explained by the research result of Sebo et al. (2019). It was pointed out in their study 

that one of highly influential factors on trust repair is a reciprocal relationship between 

human and robot. Once a reciprocal promise is made by human to the robot, that is, 

when humans assume that robots will abide by reciprocal agreements with themselves, 

their perceived trust on the robot after trust violation and apology strategy will be 

increased compared to no agreements made. In the online experiment setting, even 

though participants were asked to imagine themselves as factory managers, it was hard 

for them to convince themselves that the robot would directly affect their benefits. 

Hence, the perceived trust after the violation behavior could not be repair effectively.  

 

To explain the low effectiveness of promise strategy, research by (Robinette et al., 2015) 

provided a reasonable answer. The timing for robot trust repair was carefully discussed 

and it was found that promises would only have effect on repairing trust if it is adopted 

before the next decision to trust by human, instead of taking the strategy immediately 

after the trust violation. In our experiment, the process stopped right after the robot’s 
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error, with no further robot working scenarios, and the trust repair strategies were 

adopted right after the trust violation. Given this condition, the promise strategy did not 

make the difference it was supposed to do. 

4.2 The impact of transparency on trust repair 

To answer the second research question that whether transparency will have an effect 

on trust repair effectiveness, similar analysis as the repair strategies study was 

conducted. The result of perceived trust neither showed a significant difference in 

different transparency group, nor found interaction effect of transparency with repair 

strategies. The result did not confirm our hypothesis that robot with higher transparency 

will be more effective in repairing trust. The hypothesis was made based on the 

consideration that transparent condition allowed participants to have preliminary 

knowledge about the possible errors might occur, and the explanations provided by the 

robot after trust violation corresponded to this knowledge. The result implies that 

transparency will not have an effect on trust repair. 

 

Since transparency was found to have significant positive effect on perceived trust in 

several research (Boyce et al., 2015; T. Kim & Hinds, 2006; Verberne et al., 2012), this 

study came to a different conclusion. However, it exists the possibility that our 

manipulation on transparency was not successful or not convincing enough. To 

distinguish between different transparency, the only manipulation is providing a 

demonstration video of robot working principle. It is likely that the video did not catch 

too much attention from participants and there was also not a transparency perception 

check in the experiment. Hence, it is hard to tell if the transparency level of the two 

groups was unequal. 

 

Another conjecture that may provide an explanation is that transparency in the system 

might lead to the perception of participants on some other defects in the robot. In the 

research by J. Wang et al. (2021), transparency was discovered not to be the higher the 
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better, too much transparency can even affect user pleasure. Several subjective reviews 

by participants mentioned the concern about high time cost on training the robot, which 

also indicated that the training process shown in the transparency video sometimes 

received negative impression. Therefore, with such bias on robot cognition might 

interfere with the impact of transparency on perceived trust itself. 

4.3 Implications for future human-robot collaboration design 

Instead of comparing single trust strategies, the study explored the effectiveness of 

different combinations of strategy in repairing trust in human-robot interaction process 

for the first time. The results show that the combination of strategies can indeed 

effectively repair the loss of human trust in robots after observing mistake. Although 

experiments did not find a strategy combination that was significantly superior 

compared to others, it found the importance to adopt explanations in the application of 

repair strategy combination. Therefore, in future robot work scenarios that require 

human supervision, industrial robot developers can add functions that provide feedback 

to the robot and allow the robot to explain the cause of its errors. 

 

For the first time, a trust study in robot LfD application was conducted. Specifically, 

the study investigated whether the transparency of LfD process is an important factor 

in trust repair. The results show that transparency in the human demonstration process 

did not increase trust in robots. Hence, for the development of future industrial robots 

with LfD techniques, transparency should not be the main consideration, but more 

attention should be paid to the accuracy and efficiency of the robot. 

 

In the study we also observed a significant loss in trust even the robot was normally 

working. This shows that in human-robot collaboration in industrial environments, it is 

not only the robot's mistakes that cause the loss of human trust, but also the robot's 

performance and the efficiency it demonstrates. As shown in the subjective questions 

section of the experiment, people show expectations for robotics techniques and 
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question the efficiency of robots. This makes us realize that in the context of completing 

industrial tasks, the functionality of robots is always the most important condition for 

promoting the widespread application of human-robot collaboration in the future. 

 

The finding of the study is not only relevant with food processing industry, but also 

other industries that require relatively simple and highly repeatable human execution. 

For instance, it has implications for manufacturing and health care which are both 

promising application area for LfD methods (Fong & Tavakoli, 2018; Zhu & Hu, 2018). 

4.4 Implications for trust measurement 

The trust measurement method used in the study was self-report questionnaires based 

on the general HRI trust measurement scale developed by Schaefer (2016). The results 

of the study results suggested that this commonly used trust measure scale reflected 

different aspects of trust, since the items within the scale showed different temporal 

developments in the trust change process. Therefore, the factor structure of the scale 

could be further analyzed in the future, so that the scale could be developed to measure 

different components of trust. Besides, the method of objective measurement 

(behavioral measure) of trust could be adopted in the future study to compare its validity 

with the self-report measurement. 

4.5 Limitations and future research 

The first limitation of this study is as the previous section mentioned, the manipulation 

of transparency might not be successful. Future research is suggested to adopt more 

convincing methods to manipulate such variables or add a manipulation check in the 

experiment. According to Vigni et al. (2022), transparency of a non-humanoid robot 

could be expressed in a multi-model form which could be one option. 

 

The second limitation is that this study only compared the difference between different 

combinations of trust repair strategy, instead of adding single strategies into the 
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comparison. Considering the feasibility of the experiment, no more conditions were 

added. In the future research, it is expected that the comparison between single strategy 

and combination of strategy could be made, to further investigate if combination truly 

improved the effectiveness in repairing trust after trust violation behaviors. 

 

What’s more, as Esterwood & Robert (2022) pointed out, the robot might not only have 

tasks performed wrong once in the real working context. However, the robot working 

scenarios in this experiment ended directly after the only trust violation behavior by 

robot. Since some participants suggested in the subjective questions that the 

performance of the robot after first trust violation was expected to be observed, future 

study could extend the experiment process to have more working as well as error 

scenarios of robot corresponding with trust measurements. The idea is also in line with 

the study of Robinette et al. (2015), and also provide the opportunity to find effects on 

timing to trust repair. 

 

Another limitation of this study is the experiment was conducted online. Compared 

with physically interacting with robots, watching videos of human-robot collaboration 

scenarios will not enable participants to have a real immersive experience. Despite of 

the challenge to gather a large number of participants into the laboratory, it is 

recommended to conduct experiments in the real world setting as much as possible if 

the conditions are met in order to achieve the largest effect. 

 

Last but not the least, it is encouraged to add more factors that might affect trust repair 

into the experiment in future research. In this preliminary research, only transparency 

was discussed with the trust repair strategies in repairing trust. Robot-related factors 

such as appearance, human-related factors such as expertise level on robotics, as well 

as environment-related factors such as noise, all of these could be the object of future 

human-robot interaction trust research. 
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5. Conclusion 

With the development of robot technology, more and more robots are applied in the 

industry, bringing more human-robot collaboration scenarios. Faced with the inevitable 

trust loss problem in these scenarios, this study aims to find the most effective trust 

repair strategies that robots can take after violating trust, and the impact of system 

transparency on trust changes. In this online experiment of 320 participants in fruit 

processing factory setting, different combinations of trust repair strategies and different 

level of transparency were manipulated, and the process of participants' trust changes 

was tracked. The results show that the most effective trust repair strategies are 

Apologies & Explanations and Explanations & Promises. Contrary to expectations, 

transparency does not show the ability to influence changes in trust. This study is the 

first to explore the effectiveness of different strategy combinations, combined with the 

application of LfD method, which brings new inspiration for promoting human-robot 

collaboration and provides new ideas for human-robot interaction trust research. 
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Appendix A Informed consent form 

 

Information form for participants 
This document gives you information about the study “Trust repair in an HRI scenario of a food 

processing factory”. Before the study begins, it is important that you learn about the procedure 

followed in this study and that you give your informed consent for voluntary participation. Please 

read this document carefully.  

 

Aim and benefit of the study 

The aim of this survey is to investigate which combination of trust repair strategies of the robot 

is the most effective after trust violation in learning from demonstration process. The results of 

this survey will give useful insights into rebuilding trust in human-robot collaboration scenarios.  

 

This study is performed by R. Zhang, students under supervision of Chao Zhang and Margot 

Neggers of the Human-Technology Interaction group. 

 

Procedure  

You do this experiment using your web browser on your own laptop. The online experiment is 

performed by software Limesurvey. During the experiment, it is important to remain seated and 

minimize distractions from your surroundings. You will only start the experiment if you consent. 

Once you start, you will firstly be asked to imagine yourself as a manager of a food processing 

factory and inspect the robots working. Then, depending on the experimental conditions, you 

will be assigned to one of them and watch the corresponding videos. After viewing each video, 

you will be asked to answer a series of questions about your trust perception. Then, you will be 

asked to answer some general questions about the experiment. Finally, you will be asked to 

provide some demographic information and your Prolific ID as the only personal data.  

 

Risks 

The study does not involve any risks, detrimental side effects, or cause discomfort.  

 

Duration 

The experiment will take approximately 10 minutes, including reading instructions, watching 

videos, and filling out questions.  

 

Participants 

You were selected because you are registered as a participant in the participant database of the 

online platform Prolific and you are aged above 18 with fluent English proficiency. 

 

Voluntary 

Your participation is completely voluntary. You can refuse to participate without giving any 

reasons and you can stop your participation at any time during the study. You can also withdraw 

your permission to use your data up to 24 hours after they were collected. None of this will have 

any negative consequences for you whatsoever. 

 

Compensation 

You will be paid £ 2 for your participation. 
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Confidentiality and use, storage, and sharing of data.  

All research conducted at the Human-Technology Interaction Group adheres to the Code of 

Ethics of the NIP (Nederlands Instituut voor Psychologen – Dutch Institute for Psychologists), and 

this study has been approved by the Ethical Review Board of the department.  

 

In this study demographic data (age, gender, occupation, expertise level of robot) and 

experimental data (responses to questionnaires) will be recorded, analyzed, and stored. Besides, 

your Prolific account ID will be collected to enable filtering good quality responses. This 

information will be stored in an encrypted environment and will be deleted after payment. The 

goal of collecting, analyzing, and storing this data is to answer the research question and publish 

the results in the scientific literature. To protect your privacy, all data that can be used to 

personally identify you will be stored on an encrypted server of the Human-Technology 

Interaction group for at least 10 years that is only accessible by selected HTI staff members. No 

information that can be used to personally identify you will be shared with others. 

 

The data collected in this study might also be of relevance for future research projects within the 

Human Technology Interaction group as well as for other researchers. The aim of those studies 

might be unrelated to the goals of this study. The collected data will therefore also be made 

available to the general public in an online data repository. The coded data collected in this study 

and that will be released to the public will (to the best of our knowledge and ability) not contain 

information that can identify you. It will include all answers you provide during the study, 

including demographic variables (e.g., age and gender) if you choose to provide these during the 

study.  

 

At the bottom of this consent form, you can indicate whether or not you agree with the use of 

your data for future research within the Human Technology Interaction and the distribution of 

your data by means of a secured online data repository with open access for the general public. 

You are not obliged to let us use and share your data. However, you must give your consent to 

share your data in this way in order to participate in this study. If you do not give your consent, 

you cannot participate in this study.  

 

No video or audio recordings are made that could identify you. 

  

Further information 

If you want more information about this study, the study design, or the results, you can contact 

Ruohan Zhang (r.zhang@student.tue.nl). 

  

If you have any complaints about this study, please contact the supervisor, Chao Zhang 

(C.Zhang.5@tue.nl). You can report irregularities related to scientific integrity to confidential 

advisors of the TU/e. 
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Informed consent form 

 

Responses to a working industrial robot 

 

- I have read and understood the information of the corresponding information form for 

participants.  

 

- I have been given the opportunity to ask questions. My questions are sufficiently answered, 

and I had sufficient time to decide whether I participate.  

 

- I know that my participation is completely voluntary. I know that I can refuse to participate 

and that I can stop my participation at any time during the study, without giving any 

reasons. I know that I can withdraw permission to use my data up to 24 hours after the 

data have been recorded. 

 

- I agree to voluntarily participate in this study carried out by the research group Human 

Technology Interaction of the Eindhoven University of Technology. 

 

- I know that no information that can be used to personally identify me or my responses in 

this study will be shared with anyone outside of the research team. 

 

- □ I want and provide consent to participate in this study. 

 

- □ I give permission to make my anonymized recorded data available to others in a public 

online data repository, and allow others to use this data for future research projects 

unrelated to this study. 
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Appendix B Distribution of items in three trust 

measurement 

Table 6 

The distribution of all the fifteen items in trust measurement 1 

 

Please indicate to what extent you felt this robot will be … 

Number Item Mean SD Sign 

1 Dependable 5.05 1.44 + 

2 Reliable 5.29 1.24 + 

3 Unresponsive 2.29 1.41 - 

4 Predictable 5.6 1.14 + 

5 Act consistently 5.73 1.10 + 

6 Have errors 2.57 1.37 - 

7 Provide feedback 2.73 1.80 + 

8 
Meet the needs of the 

mission/task 
5.62 1.22 + 

9 
Provide appropriate 

information 
4.12 1.91 + 

10 Communicate with people 2.12 1.51 + 

11 Perform exactly as instructed 5.76 1.18 + 

12 Follow directions 5.86 1.14 + 

13 Incompetent 1.91 1.16 - 

14 A good teammate 3.53 1.96 + 

15 
Perform a task better than a 

novice human user 
2.85 1.80 + 
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Table 7 

The distribution of all the fifteen items in trust measurement 2 

 

Please indicate to what extent you felt this robot will be … 

Number Item Mean SD Sign 

1 Dependable 5.00 1.44 + 

2 Reliable 5.21 1.31 + 

3 Unresponsive 2.34 1.49 - 

4 Predictable 5.43 1.26 + 

5 Act consistently 5.46 1.34 + 

6 Have errors 2.55 1.42 - 

7 Provide feedback 2.64 1.71 + 

8 
Meet the needs of the 

mission/task 
5.48 1.31 + 

9 
Provide appropriate 

information 
3.71 1.97 + 

10 Communicate with people 2.16 1.55 + 

11 Perform exactly as instructed 5.64 1.26 + 

12 Follow directions 5.71 1.27 + 

13 Incompetent 2.08 1.38 - 

14 A good teammate 3.32 1.96 + 

15 
Perform a task better than a 

novice human user 
2.86 1.80 + 

 

  



63 
 

Table 8 

The distribution of all the fifteen items in trust measurement 3 

 

Please indicate to what extent you felt this robot will be … 

Number Item Mean SD Sign 

1 Dependable 3.61 1.69 + 

2 Reliable 3.38 1.56 + 

3 Unresponsive 2.48 1.44 - 

4 Predictable 3.95 1.57 + 

5 Act consistently 3.89 1.71 + 

6 Have errors 4.33 1.65 - 

7 Provide feedback 3.72 1.97 + 

8 
Meet the needs of the 

mission/task 
3.62 1.63 + 

9 
Provide appropriate 

information 
3.7 1.81 + 

10 Communicate with people 3.37 1.89 + 

11 Perform exactly as instructed 3.50 1.73 + 

12 Follow directions 3.92 1.74 + 

13 Incompetent 3.19 1.69 - 

14 A good teammate 2.75 1.63 + 

15 
Perform a task better than a 

novice human user 
2.03 1.35 + 

 

 


