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## Chapter 1

## Introduction

### 1.1 Motivation

To quote the Nobel Laureate Werner Karl Heisenberg (1967): "I wish to emphasize again that the progress of physics certainly will depend to a large extent on the progress of nonlinear mathematics, of methods of solving nonlinear equations" [40]. Our particular interest lies in one such nonlinear mathematical problem, viz. the Monge-Ampère equation and, more specifically, the design of freeform optical surfaces.

Since the introduction of light emitting diodes (LEDs) the luminous efficacy has increased from 10.3 lumen per watt $(\mathrm{lm} / \mathrm{W})$ for the modern incandescent light bulbs [63] to over $210 \mathrm{~lm} / \mathrm{W}$ for LED replacement bulbs [64]. In a traditional incandescent light bulb a wire filament is heated until it glows. This requires a different physical setup to produce light efficiently compared to typical LED systems, because LEDs are comparatively small and produce less heat. This requires us to rethink the design of optical systems.

It has been found that the design of freeform optical systems, in which the light of a given light source distribution is transferred to a desired target distribution, can be mathematically described by the Monge-Ampère equation [65]. This equation has in recent years been subject to increasing research [5]. One reason for this is its wide applicability to, for example, differential geometry, calculus of variations, economics, meteorology, optimal transport, fluid dynamics, mathematical finance, aerodynamics, hydrodynamics, filtration theory, mesh generation and geometrical optics [9, 13, 49, 58].

For the design of freeform optical systems sixteen base cases have been derived [3]. These base cases are fundamental components for developing complex freeform optical systems. These base cases satisfy either a MongeAmpère equation or a generalization of the Monge-Ampère equation viz. a
generated Jacobian equation. In this thesis we focus on the Monge-Ampère equation. For the design of freeform optical systems the Monge-Ampère equation comes in two variants, an elliptic and a hyperbolic one. Furthermore, for each variant and each system multiple distinct optical surfaces can be calculated. For elliptic solutions the freeform surfaces are either convex or concave and for hyperbolic solutions the surfaces are saddle shaped. Figure 1.1 shows three of these examples.

The increasing interest in the Monge-Ampère equation did significantly boost the number of numerical methods for the elliptic Monge-Ampère equation, some of which have successfully been used to construct freeform optical systems (see [68] for example). Unfortunately, the hyperbolic counter variant has received little attention. For optical systems, these solutions are relevant for, among others, reducing glare and light pollution. To see this, consider a lens array. Such an array consist of multiple LEDs, arranged in a grid-like structure, with lenses on top. In Figure 1.2 the freeform optical surfaces of two such structures are shown. On the left only concave elements are used, while on the right convex, concave and saddle elements are used. Using solely convex or concave elements, i.e., elliptic solutions, leads to an optical surface with discontinuities in the gradient, i.e., cusps. These cusps are hard and thus expensive to manufacture and are prone to manufacturing errors. Furthermore, even error-free cusps lead to unwanted scattering of light which in term contributes to light pollution and may cause glare. The addition of saddle shaped optical surfaces, and hence hyperbolic solutions to the MongeAmpère equation, allows for surfaces with continuous gradients as shown on the right in Figure 1.2. These surfaces allow for smoother light profiles and better control of the light output of the optical systems.

A second application of such continuous surfaces arises from satellite communication. In this field light has to be sent over fast distances requiring immense precision and accurate detection. Cusps in the optical system of both a sending and receiving satellite may scatter the light in such a way that the message is irretrievable from the signal.

In this thesis the design of better optical systems is the main reason to develop numerical methods for the hyperbolic Monge-Ampère equation. The wide applicability of the Monge-Ampère equation proves to be a beneficial secondary effect for the scientific community at large.


Figure 1.1: Optical surfaces which are either convex (left), concave (middle) or saddle shaped (right).


Figure 1.2: Lens array consisting of solely concave surfaces (left) and a lens array consisting of convex, concave and saddle surfaces (right).

### 1.2 Outline of this thesis

This thesis is organized as follows.
In Chapter 2, we introduce a few general properties of the Monge-Ampère equation. We start with a classification of quasi-linear PDEs in two variables as parabolic, elliptic or hyperbolic type. Subsequently we expand this categorization to nonlinear PDEs. This has proven to be non-trivial and thus we introduce multiple classifications which, for the Monge-Ampère equation, turn out to be equivalent. With these classifications in hand we consider
the null space of the Hessian, which is equivalent to a particular parabolic Monge-Ampère equation and derive solutions. Next, we consider solutions to the hyperbolic Monge-Ampère equation via complex functions. These analytical solutions are later used to test our numerical methods. One additional method of generating solutions is found via an integral formulation of the Monge-Ampère equation, which we derive next. The solutions to the parabolic Monge-Ampère equation and the solutions to the hyperbolic Monge-Ampère equation all show a lot of symmetry. Furthermore, if the relevant domains and the boundary conditions contain certain symmetries, we can find multiple solutions to the same Monge-Ampère equation. This is shown next. We conclude the chapter by a literature overview on numerical methods for the elliptic and hyperbolic Monge-Ampère equation.

In Chapter 3, we introduce the fundamentals to the method of characteristics. We first define characteristics and derive the characteristic condition. From this we derive the evolution of the solution along the characteristics, which, for a general second-order hyperbolic PDE, results in two mutually coupled systems of ordinary differential equations (ODEs). Afterwards we derive the ODE systems for the hyperbolic Monge-Ampère equation and discuss the necessary boundary conditions for the Monge-Ampère equation.

Three numerical methods for the coupled systems of ODEs are presented in Chapter 4. These methods are based on explicit one-step methods, viz. forward Euler, modified Euler and Runge-Kutta. We integrate the ODEs from one (vertical) grid line to the next and subsequently interpolate the solution along this second grid line. By repeating this process a numerical solution can be computed on the whole domain. Because analytical solutions are not always known, we utilize an integral formulation of the Monge-Ampère equation to evaluate the error of the numerical approximation of the solution. The numerical errors, that is both the error obtained by the integral formulation and the global discretization error, depend on both the one-step method and the spline interpolant used. We introduce a method to determine the distance between grid lines such that neither of those errors dominates the other. This allows us to estimate and test the rate of convergence for the numerical method for integration and interpolation combined. We present various examples, among which an example where all boundary segments require different boundary conditions, one example where the number of required boundary conditions varies along the boundary, and one example with discontinuous third derivatives, for which no analytical solution is known. Lastly, we also show three cases for the general Monge-Ampère equation where we not only consider integration in the positive $x$-direction, but integration in all four cardinal directions.

For designing optical systems the Monge-Ampère equation needs to satisfy the transport boundary condition, requiring that the gradient of the solution is mapped from the boundary of the domain to the boundary of an a priori fixed codomain. In Chapter 5, we introduce a least-squares method for the hyperbolic Monge-Ampère equation with transport boundary condition. The least-squares method is known in the literature and used to solve the elliptic Monge-Ampère equation. First, we discuss the theory of the least-squares method for the hyperbolic Monge-Ampère equation and subsequently adapt parts of the method, viz. the optimization in the interior domain, the boundary methods and we introduce two grid-shock correction methods. We present numerical results and compare three boundary methods, show their weaknesses and strengths and elaborate on the convergence of the algorithm for various test cases.

In Chapter 6, we discuss the design of optical systems. We first introduce the fundamentals of geometrical optics. Because light is an electromagnetic wave, it behaves according to the Maxwell equations. By applying a shortwavelength approximation, we find that light satisfies the so-called eikonal equation and thus behaves as rays when the optical elements are much larger than the wavelength of light. From the eikonal equation we subsequently derive the ray equation, describing the path of the ray. The ray equation is not ideal to work with in practice, and therefore we introduce the equivalent Fermat's principle, also known as the principle of shortest optical path. By the Euler-Lagrange equations for Fermat's principle, we move to Hamiltonian optics. With the use of Hamilton's characteristics, we are able to formulate the design of four optical systems as a Monge-Ampère equation. These systems satisfy a so-called cost balance, which stems from optimal transport theory.

In Chapter 7 we present an adaptation of the least-squares solver of Chapter 5 to include the cost balance. This adjusted least-squares solved is subsequently used to calculate optical designs of four distinct optical design problems. We show that for each optical design problem multiple solutions exists. We verify the optical designs by ray-tracing the obtained solution and compare the error of the ray-traced and exact target distribution.

In Chapter 8, we conclude this thesis with a summary and give recommendations for further research.

## Chapter 2

## The Monge-Ampère Equation

In this chapter we introduce the Monge-Ampère (MA) equation, a fully nonlinear partial differential equation (PDE). Applications of the Monge-Ampère equation are found, a.o., in fluid dynamics to compute the velocity of an incompressible fluid from the pressure using the streamline formulation [48], in mathematical finance to determine optimal portfolio strategies [14] and in Riemannian geometry to compute the surface of a manifold given the Gauss curvature [18]. Furthermore, as we discuss in Chapter 6, the MA equation has applications in freeform optical design. For a good introduction to the MongeAmpère equation, the different classes of solutions and some applications, we refer to Figalli's book [30].

The general Monge-Ampère equation for a variable $u$ in two independent variables $x, y$ is of the form

$$
\begin{equation*}
A_{0}\left(u_{x x} u_{y y}-u_{x y}^{2}\right)+A_{1} u_{x x}+A_{2} u_{x y}+A_{3} u_{y y}+A_{4}=0 \tag{2.1}
\end{equation*}
$$

where $A_{0}, A_{1}, A_{2}, A_{3}$ and $A_{4}$ are functions, possibly dependent on $x, y, u, u_{x}$ and $u_{y}$. The linearity in the Hessian $u_{x x} u_{y y}-u_{x y}^{2}$ is the defining feature of the Monge-Ampère equation and henceforth we assume $A_{0}=1$, unless specified otherwise. We adhere to the notation originally introduced by Monge, viz.

$$
\begin{equation*}
p=u_{x}, \quad q=u_{y}, \quad r=u_{x x}, \quad s=u_{x y}, \quad t=u_{y y} . \tag{2.2}
\end{equation*}
$$

Instead of discussing (2.1) in its full generality, we often simplify it to the case $A_{0}=1, A_{i}=0$ for $i=1,2,3$ and $A_{4}= \pm f^{2}$ with $f \in C\left(\mathbb{R}^{2}\right)$ and $f=f(x, y)$. We call (2.1) for this simplified case the standard Monge-Ampère equation.

For quasi-linear PDEs, i.e., partial differential equations which are linear with respect to all the highest order derivatives of the unknown function, standard definitions for classification as either elliptic, parabolic or hyperbolic
type exist. We present a generalization of those classifications to the nonlinear case here, that is, a generalization to PDEs which contain at least one term that is not linear in the highest order derivative. Next, we present parabolic solutions to the standard MA. These solutions are also known as the nullspace of the Hessian as for this case $f \equiv 0$ and the Monge-Ampère operator coincides with the Hessian. We continue with a method to construct solutions for the hyperbolic Monge-Ampère equation via complex-valued functions. Subsequently, we present an equivalent integral formulation for the hyperbolic Monge-Ampère equation and use it to construct more solutions. Afterwards, we discuss symmetries of the Monge-Ampère equation where we also briefly elaborate on the elliptic variant. We conclude with a literature overview on numerical methods for the MA equation.

### 2.1 Classification

PDEs are often classified as either elliptic, hyperbolic, or parabolic. The classification proves useful as PDEs of the same type share characteristic traits, both mathematical and physical. For example, proving existence of solutions for elliptic PDEs often involves variants of the Lax-Millgram theorem, while the method of characteristics only works for hyperbolic PDEs. Furthermore, stability of finite difference methods varies per type when numerically solving the PDE. Physically, we have for hyperbolic PDEs wave-like behavior, where discontinuities in the boundary conditions propagate as discontinuities in the solution. Each point in the domain is only influenced by its so-called domain of dependence. Also, if the PDE is nonlinear, then shocks may develop even though the boundary conditions are smooth [55, p. 120]. In contrast, the solutions of elliptic PDEs are generally smooth even if the boundary conditions are not and the boundary conditions influence each point in the domain. Parabolic PDEs are usually time-dependent phenomena, representing diffusion-like processes including heat conduction and particle diffusion. Solutions are often smooth but singularities, e.g., due to point sources, may exist in space or time.

Before we classify the Monge-Ampère equation, let us consider the quasilinear second order PDE

$$
\begin{equation*}
A_{1} u_{x x}+A_{2} u_{x y}+A_{3} u_{y y}+A_{4}=0 \tag{2.3}
\end{equation*}
$$

where $A_{i}=A_{i}(x, y)$ and $A_{4}=A_{4}(x, y, u, p, q)$. Replacing $u_{x x}, u_{x y}$ and $u_{y y}$ by $x^{2}, x y$ and $y^{2}$ in (2.3), respectively, we obtain

$$
\begin{equation*}
A_{1} x^{2}+A_{2} x y+A_{3} y^{2}+A_{4}=0 \tag{2.4}
\end{equation*}
$$

which describes either an ellipsoid, paraboloid or hyperboloid. We henceforth classify the PDE (2.3) as elliptic if (2.4) is an ellipsoid and similar for the other cases. We thus obtain the classification based on $\Delta=A_{2}^{2}-4 A_{1} A_{3}$, viz.

$$
\begin{cases}\text { elliptic } & \text { if } \Delta<0  \tag{2.5}\\ \text { parabolic } & \text { if } \Delta=0 \\ \text { hyperbolic } & \text { if } \Delta>0\end{cases}
$$

Different but equivalent definitions exist, see for example [24, p. 312, 372, 399].
As the focus of this thesis is the hyperbolic Monge-Ampère equation, which is a fully nonlinear equation, we next define hyperbolicity in the context of general second order PDEs, which proves to be no simple matter. We quote, regarding linear versus nonlinear PDEs: "The mathematical methods devised to deal with these two classes of equations are often entirely different, and the behavior of solutions differs substantially." [55, p 8]. These difficulties have brought forth multiple different definitions for hyperbolicity, see for example [ $80, \S 4]$ for a thorough consideration and the accompanying subtleties. Here we present a classification by linearizing the PDE and subsequently applying the classification for quasi-linear PDEs.

Let $F(x, y, u, p, q, r, s, t)=0$ be a general second order nonlinear PDE. We classify $F=0$ by classifying the linearization of the principle part, i.e., we classify $F=0$ by classifying the second order nonlinear differential operator $L(u):=F\left(u_{x x}, u_{x y}, u_{y y}\right)$, which formally represents $F(x, y, u, p, q, r, s, t)$ with $x, y, u, p$ and $q$ fixed. The Gateaux derivative [74, p. 121] of $L$ reads

$$
\begin{equation*}
L_{u}(v)=F_{r}\left(u_{x x}, u_{x y}, u_{y y}\right) v_{x x}+F_{s}\left(u_{x x}, u_{x y}, u_{y y}\right) v_{x y}+F_{t}\left(u_{x x}, u_{x y}, u_{y y}\right) v_{y y} \tag{2.6}
\end{equation*}
$$

at the solution $u$, where the derivatives $F_{r}, F_{s}$ and $F_{t}$ are to be understood as derivatives of $F$ w.r.t. the first, second and third argument of $F\left(u_{x x}, u_{x y}, u_{y y}\right)$, which we identify with the derivatives of $F(x, y, u, p, q, r, s, t)$ w.r.t. $r, s$ and $t$, respectively. The equation $L_{u}(v)=0$ is a linearization of the principle part of $F=0$ and is a quasi-linear second order PDE in $v$. It can therefore be classified as before, yielding

$$
\begin{equation*}
\Delta=F_{s}^{2}-4 F_{r} F_{t}, \tag{2.7}
\end{equation*}
$$

and the classification (2.5). For the Monge-Ampère equation (2.1) we find

$$
\begin{align*}
F_{r} & =A_{0} t+A_{1},  \tag{2.8a}\\
F_{s} & =-2 A_{0} s+A_{2}  \tag{2.8b}\\
F_{t} & =A_{0} r+A_{3} \tag{2.8c}
\end{align*}
$$

and thus we have

$$
\begin{align*}
\Delta & =\left(-2 A_{0} s+A_{2}\right)^{2}-4\left(A_{0} t+A_{1}\right)\left(A_{0} r+A_{3}\right) \\
& =4 A_{0}^{2} s^{2}+A_{2}^{2}-4 A_{0} A_{2} s-4\left(A_{0}^{2} r t+A_{0} A_{1} r+A_{0} A_{3} t+A_{1} A_{3}\right)  \tag{2.9}\\
& =A_{2}^{2}-4 A_{1} A_{3}+4 A_{0} A_{4},
\end{align*}
$$

where we used (2.1) in the last equality. This classification is equivalent to the classification based on the method of characteristics to be presented in Section 3.1.4. The main theoretical results for the hyperbolic Monge-Ampère equation are found in the study of geometric structures on smooth manifolds. For the interested reader, a classification of the Monge-Ampère equation based on geometrical arguments is discussed in [49].

### 2.2 Null space of the Monge-Ampère operator

Unique and existence of solutions to the hyperbolic Monge-Ampère equation remains thus far an open problem. In this section we provide some background to this by introducing a range of functions in the null space of the Monge-Ampère operator:

$$
\begin{equation*}
L[u]=\operatorname{det}(H(u))=u_{x x} u_{y y}-u_{x y}^{2}, \tag{2.10}
\end{equation*}
$$

where $H(u)$ denotes the Hessian matrix of $u$. Note that the null space of $L$ contains solutions to the Monge-Ampère equation for the case $A_{0}=1$ and $A_{i}=0$ for $i=1, \ldots, 4$; being the parabolic case. For brevity we use the notation $\partial^{\alpha}=\partial^{\left(\alpha_{1}, \alpha_{2}\right)}=\frac{\partial^{\alpha \alpha \mid}}{\partial x^{11} \partial y^{\alpha_{2}}}$ with $|\boldsymbol{\alpha}|=\|\boldsymbol{\alpha}\|_{1}=\alpha_{1}+\alpha_{2}$.

We start with a trivial case. Let $\mathcal{N}$ denote the null space. If a first derivative of a function $g$ vanishes, i.e., if $g \in \mathcal{N}\left(\partial^{\alpha}\right)$ for a certain $|\alpha|=1$, then they also vanish under the Monge-Ampère operator, i.e., $g \in \mathcal{N}(L)$. By linearity of the derivative operators we can apply superposition and find that $\{a x+b y+$ $c \mid a, b, c \in \mathbb{R}\} \subset \mathcal{N}(L)$.

For a non-trivial case let $\phi \in C^{1}(\mathbb{R})$; if $g(x, y)=\phi(a x+b y)$ for $a, b \in \mathbb{R}$ then $g \in \mathcal{N}(L)$, viz.

$$
L[g]=\left|\begin{array}{ll}
a^{2} \phi^{\prime \prime}(a x+b y) & a b \phi^{\prime \prime}(a x+b y)  \tag{2.11}\\
a b \phi^{\prime \prime}(a x+b y) & b^{2} \phi^{\prime \prime}(a x+b y)
\end{array}\right|=\left(a^{2} b^{2}-(a b)^{2}\right) \phi^{\prime \prime}(a x+b y)=0 .
$$

Consequently we have a similar result for convoluted functions. To see this we first introduce the convolution and some basic properties. Let $f$ and $g$
be functions such that their product is continuous and integrable. Then the convolution $(f * g)$ is given by:

$$
\begin{equation*}
(f * g)(x, y)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f\left(\tau_{x}, \tau_{y}\right) g\left(x-\tau_{x}, y-\tau_{y}\right) \mathrm{d} \tau_{x} \mathrm{~d} \tau_{y} \tag{2.12}
\end{equation*}
$$

Let $\lambda \in \mathbb{R}$, then for convolutions the following basic properties hold:

$$
\begin{align*}
(f * \lambda g)(x, y) & =(\lambda f * g)(x, y)=\lambda(f * g)(x, y)  \tag{2.13a}\\
(f * g)(x, y) & =(g * f)(x, y)  \tag{2.13b}\\
\frac{\partial}{\partial x_{i}}(f * g) & =\frac{\partial f}{\partial x_{i}} * g=f * \frac{\partial g}{\partial x_{i}} \tag{2.13c}
\end{align*}
$$

Consequently, if $g \in \mathcal{N}\left(\partial^{\alpha}\right)$ for any $\alpha$ with $|\boldsymbol{\alpha}|=1$, then

$$
L[f * g]=\left|\begin{array}{cc}
\frac{\partial^{2}}{\partial x^{2}}(f * g) & \frac{\partial^{2}}{\partial x \partial y}(f * g)  \tag{2.14}\\
\frac{\partial^{2}}{\partial x \partial y}(f * g) & \frac{\partial^{2}}{\partial y^{2}}(f * g)
\end{array}\right|=\left|\begin{array}{cc}
f * \frac{\partial^{2} g}{\partial x^{2}} & f * \frac{\partial^{2} g}{\partial x \partial y} \\
f * \frac{\partial^{2} g}{\partial x \partial y} & f * \frac{\partial^{2} g}{\partial y^{2}}
\end{array}\right|
$$

Because either $\frac{\partial g}{\partial x}=0$ or $\frac{\partial g}{\partial y}=0$, we find $\frac{\partial^{2} g}{\partial x \partial y}=0$ and either $\frac{\partial^{2} g}{\partial x^{2}}=0$ or $\frac{\partial^{2} g}{\partial y^{2}}=0$, so $\frac{\partial^{2} g}{\partial x^{2}} \frac{\partial^{2} g}{\partial y^{2}}=0$ and $L[f * g]=0$ follows.

Analogously, if we let $\phi \in C^{1}(\mathbb{R}), a, b \in \mathbb{R}, g(x, y)=\phi(a x+b y)$ and $\tilde{g}(x, y)=\phi^{\prime \prime}(a x+b y)$, we have:

$$
\begin{align*}
L[f * g] & =\left|\begin{array}{ll}
\frac{\partial^{2}}{\partial x^{2}}(f * g) & \frac{\partial^{2}}{\partial x \partial y}(f * g) \\
\frac{\partial^{2}}{\partial x \partial y}(f * g) & \frac{\partial^{2}}{\partial y^{2}}(f * g)
\end{array}\right| \\
& =\left|\begin{array}{ll}
f * \frac{\partial^{2} g}{\partial x^{2}} & f * \frac{\partial^{2} g}{\partial x \partial y} \\
f * \frac{\partial^{2} g}{\partial x \partial y} & f * \frac{\partial^{2} g}{\partial y^{2}}
\end{array}\right|  \tag{2.15}\\
& =\left|\begin{array}{ll}
f * a^{2} \tilde{g} & f * a b \tilde{g} \\
f * a b \tilde{g} & f * b^{2} \tilde{g}
\end{array}\right| \\
& =\left(a^{2} b^{2}-(a b)^{2}\right)(f * \tilde{g})^{2} \\
& =0
\end{align*}
$$

There is a larger set of functions for which the Hessian is zero. To show this, let $r \in \mathbb{R}, r>0$ and $a, b \in \mathbb{R}$. Then

$$
\begin{equation*}
g(x, y ; r, a, b):=\left(a x^{r}+b y^{r}\right)^{\frac{1}{r}} \quad \Rightarrow \quad L[g]=0 \tag{2.16}
\end{equation*}
$$

To see this we calculate the derivatives of $g$, viz.

$$
\begin{align*}
& g_{x}(x, y ; r, a, b)= a x^{r-1}\left(a x^{r}+b y^{r}\right)^{\frac{1}{r}-1},  \tag{2.17a}\\
& g_{y}(x, y ; r, a, b)= b y^{r-1}\left(a x^{r}+b y^{r}\right)^{\frac{1}{r}-1},  \tag{2.17b}\\
& g_{x x}(x, y ; r, a, b)= a^{2}(1-r) x^{2 r-2}\left(a x^{r}+b y^{r}\right)^{\frac{1}{r}-2} \\
&+a(r-1) x^{r-2}\left(a x^{r}+b y^{r}\right)^{\frac{1}{r}-1}  \tag{2.17c}\\
&= a b(r-1) x^{r-2} y^{r}\left(a x^{r}+b y^{r}\right)^{\frac{1}{r}-2}, \\
& \quad+b(r-1) y^{r-2}\left(a x^{r}+b y^{r}\right)^{\frac{1}{r}-1} \\
& g_{y y}(x, y ; r, a, b)= b^{2}(1-r) y^{2 r-2}\left(a x^{r}+b y^{r}\right)^{\frac{1}{r}-2}  \tag{2.17d}\\
&= a b(r-1) x^{r} y^{r-2}\left(a x^{r}+b y^{r}\right)^{\frac{1}{r}-2}, \\
& g_{x y}(x, y ; r, a, b)=a b(1-r) x^{r-1} y^{r-1}\left(a x^{r}+b y^{r}\right)^{\frac{1}{r}-2} \tag{2.17e}
\end{align*}
$$

Collecting powers of $x$ and $y$ then yields $g_{x x} g_{y y}-g_{x y}^{2}=0$.
This result can easily be generalized to sums of $g(x, y ; r, a, b)$. To show this, let $\mathbf{r}, \mathbf{a}, \mathbf{b} \in \mathbb{R}^{N}$ with $N \in \mathbb{N}, N \geq 1$, such that for fixed $n=1, \ldots, N$ we have $r_{n}>0$. For $k=2, \ldots, N$ define $G^{k}(x, y ; r, a, b)=\sum_{n=1}^{k} g\left(x, y, r_{n}, a_{n}, b_{n}\right)$. It then holds that

$$
\begin{equation*}
L\left[G^{N}\right]=0 \tag{2.18}
\end{equation*}
$$

We prove the above statement by induction on $N$. To ease the reading, define $g_{n}=g\left(x, y ; r_{n}, a_{n}, b_{n}\right)$ and the derivative of $g_{n}$ w.r.t. $x$ by $g_{n, x}$, and likewise for the other derivatives. For the case $N=2$ we have

$$
\begin{equation*}
G^{2}(x, y ; r, a, b)=g_{1}+g_{2}=g\left(x, y, r_{1}, a_{1}, b_{1}\right)+g\left(x, y, r_{2}, a_{2}, b_{2}\right) \tag{2.19}
\end{equation*}
$$

and by applying the Monge-Ampère operator we find

$$
\begin{align*}
L\left[G^{2}\right]= & \left(g_{n_{1}, x x}+g_{n_{2}, x x}\right)\left(g_{n_{1}, y y}+g_{n_{2}, y y}\right)-\left(g_{n_{1}, x y}+g_{n_{2}, x y}\right)^{2} \\
= & g_{n_{1}, x x} g_{n_{1}, y y}-g_{n_{1}, x y}^{2}+g_{n_{2}, x x} g_{n_{2}, y y}-g_{n_{2}, x y}^{2}+ \\
& \quad g_{n_{1}, x x} g_{n_{2}, y y}-g_{n_{1}, x y} g_{n_{2}, x y}+g_{n_{2}, x x} g_{n_{1}, y y}-g_{n_{1}, x y} g_{n_{2}, x y} \\
= & L\left[g_{1}\right]+L\left[g_{2}\right]+g_{n_{1}, x x} g_{n_{2}, y y}-g_{n_{1}, x y} g_{n_{2}, x y}+g_{n_{2}, x x} g_{n_{1}, y y}-g_{n_{1}, x y} g_{n_{2}, x y} . \tag{2.20}
\end{align*}
$$

By (2.16) we have $L\left[g_{1}\right]=L\left[g_{2}\right]=0$. Evidently, if $g_{n_{1}, x x} g_{n_{2}, y y}-g_{n_{1}, x y} g_{n_{2}, x y}=0$, then also $g_{n_{2}, x x} g_{n_{1}, y y}-g_{n_{1}, x y} g_{n_{2}, x y}=0$, implying $L\left[G^{2}\right]=0$. Explicitely writing out $g_{n_{1}, x x} g_{n_{2}, y y}$ and $g_{n_{1}, x y} g_{n_{2}, x y}$ using equations (2.17) yields the result, viz.

$$
\begin{align*}
g_{n_{1}, x x} g_{n_{2}, y y}= & \left(a_{1} b_{1}\left(r_{1}-1\right) x^{r_{1}-2} y_{1}^{r}\left(a_{1} x_{1}^{r}+b_{1} y_{1}^{r}\right)^{\frac{1}{r_{1}}-2}\right) \\
& \left(a_{2} b_{2}\left(r_{2}-1\right) x^{r_{2}} y^{r_{2}-2}\left(a_{2} x_{2}^{r}+b_{2} y_{2}^{r}\right)^{\frac{1}{r_{2}}-2}\right) \\
= & a_{1} b_{1} a_{2} b_{2}\left(r_{1}-1\right)\left(r_{2}-1\right) x^{r_{1}+r_{2}-2} y^{r_{1}+r_{2}-2} \\
& \cdot\left(a_{1} x_{1}^{r}+b_{1} y_{1}^{r}\right)^{\frac{1}{r}-2}\left(a_{2} x_{2}^{r}+b_{2} y_{2}^{r}\right)^{\frac{1}{r_{2}-2}}  \tag{2.21}\\
= & \left(a_{1} b_{1}\left(r_{1}-1\right) x^{r_{1}-1} y^{r_{1}-1}\left(a_{1} x_{1}^{r}+b_{1} y_{1}^{r}\right)^{\frac{1}{r}-2}\right) \\
& \left(a_{2} b_{2}\left(r_{2}-1\right) x^{r_{2}-1} y^{r_{2}-1}\left(a_{2} x_{2}^{r}+b_{2} y_{2}^{r}\right)^{\frac{1}{r_{2}}-2}\right) \\
= & g_{n_{1}, x y g_{n_{2}, x y}} .
\end{align*}
$$

Note that this result implies that for fixed $n_{1}, n_{2} \in \mathbb{N}$ with $n_{1}, n_{2} \geq 1$ we have

$$
\begin{equation*}
g_{n_{1}, x x} g_{n_{2}, y y}-g_{n_{1}, x y} g_{n_{2}, x y}=g_{n_{2}, x x} g_{n_{1}, y y}-g_{n_{1}, x y} g_{n_{2}, x y}=0 \tag{2.22}
\end{equation*}
$$

with the second equality due to re-indexing. Assume $L\left[G^{k-1}\right]=0$ holds for $k=3, \ldots, N$, we show $L\left[G^{k}\right]=0$ which finalizes the proof. We have

$$
\begin{aligned}
L\left[G^{k}\right]= & L\left[G^{k-1}+g_{k}\right] \\
= & \left(G_{x x}^{k-1}+g_{k, x x}\right)\left(G_{y y}^{k-1}+g_{k, y y}\right)-\left(G_{x y}^{k-1}+g_{k, x y}\right)^{2} \\
= & G_{x x}^{k-1} G_{y y}^{k-1}-\left(G_{x y}^{k-1}\right)^{2}+g_{k, x x} g_{k, y y}-\left(g_{k, x y}\right)^{2} \\
& \quad+\left(G_{x x}^{k-1} g_{k, y y}-G_{x y}^{k-1} g_{k, x y}\right)+\left(g_{k, x x} G_{y y}^{k-1}-G_{x y}^{k-1} g_{k, x y}\right) \\
& =L\left[G^{k-1}\right]+L\left[g_{k}\right]+\sum_{n=1}^{k-1}\left(g_{n, x x} g_{k, y y}-g_{n, x y} g_{k, x y}\right) \\
& \quad+\sum_{n=1}^{k-1}\left(g_{k, x x} g_{n, y y}-g_{n, x y} g_{k, x y}\right) \\
= & 0 .
\end{aligned}
$$

By the induction hypothesis we have $L\left[G^{k-1}\right]=0$, by (2.16) we have $L\left[g_{k}\right]=0$ and by (2.22) the two summations equal zero due to each of the terms equaling zero.

As a last example, let $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{N}, \phi_{n} \in C^{2}(\mathbb{R})$ for all $n=1, \ldots, N$. Then functions of the form $\phi(x, y)=\sum_{n=1}^{N} \phi_{n}\left(a_{n} x+b_{n} y\right)$ satisfy $L[\phi]=0$ if

$$
\begin{equation*}
a_{n_{1}} b_{n_{2}}-a_{n_{2}} b_{n_{1}}=0, \quad \text { or } \quad \phi_{n_{1}}^{\prime \prime}\left(a_{n_{1}} x+b_{n_{1}} y\right) \phi_{n_{2}}^{\prime \prime}\left(a_{n_{2}} x+b_{n_{2}} y\right)=0, \tag{2.24}
\end{equation*}
$$

for all $n_{1}, n_{2}=1, \ldots, N$ with $n_{1} \neq n_{2}$. More precisely, we have

$$
\begin{equation*}
L[\phi](x, y)=\sum_{n_{1} \neq n_{2}}\left(a_{n_{1}} b_{n_{2}}-a_{n_{2}} b_{n_{1}}\right)^{2} \phi_{n_{1}}^{\prime \prime}\left(a_{n_{1}} x+b_{n_{1}} y\right) \phi_{n_{2}}^{\prime \prime}\left(a_{n_{2}} x+b_{n_{2}} y\right) \tag{2.25}
\end{equation*}
$$

implying $L[\phi]=0$ if (2.24) holds. The proof is analogous to that of (2.18) and will therefore be omitted.

### 2.3 Generating problem-solution pairs

Finding solutions to the Monge-Ampère equation can be problematic due to the nonlinear nature. Therefore we introduce a method* based on complex functions to quickly obtain a problem-solution pair $(u, f)$ for the standard hyperbolic Monge-Ampère equation $u_{x x} u_{y y}-u_{x y}^{2}=-f^{2}<0$ with $f \neq 0$. To this end let $w$ be a complex analytical function and let $u(x, y)=\operatorname{Re}(w(x+i y))$, with $i$ the imaginary unit. Differentiation then yields

$$
\begin{align*}
& u_{x x}=\operatorname{Re}\left(w^{\prime \prime}\right) \\
& u_{x y}=\operatorname{Re}\left(i w^{\prime \prime}\right)=-\operatorname{Im}\left(w^{\prime \prime}\right)  \tag{2.26}\\
& u_{y y}=-\operatorname{Re}\left(w^{\prime \prime}\right)
\end{align*}
$$

It then follows that

$$
\begin{equation*}
f^{2}=-u_{x x} u_{y y}+u_{x y}^{2}=\left(\operatorname{Re}\left(w^{\prime \prime}\right)\right)^{2}+\left(\operatorname{Im}\left(w^{\prime \prime}\right)\right)^{2}=\left|w^{\prime \prime}\right|^{2} . \tag{2.27}
\end{equation*}
$$

The implications of this are twofold. First, given $w$ we can construct $u(x, y)=$ $\operatorname{Re}(w(x+i y))$ and $f(x, y)=\left|w^{\prime \prime}(x+i y)\right|$, which form a solution. Secondly, if for given $f$ there exists an analytical function $w$ such that $f^{2}(x, y)=\left|w^{\prime \prime}\right|^{2}$, then $u(x, y)=\operatorname{Re}(w(x+i y))$ solves the Monge-Ampère equation.

Alternatively, $u(x, y)=-\operatorname{Re}(w(x+i y))$ and $u(x, y)= \pm \operatorname{Im}(w(x+i y))$ yield the same conclusions as above. We can generalize these results as follows: let $w$ be a complex analytical function, $c_{1}, c_{2} \in \mathbb{C}, \theta \in \mathbb{R}$ and define

$$
\begin{align*}
u(x, y) & :=\operatorname{Re}\left(c_{1} w\left(e^{i \theta}(x+i y)+c_{2}\right)\right),  \tag{2.28a}\\
f^{2}(x, y) & :=\left|c_{1}\right|^{2}\left|w^{\prime \prime}\left(e^{i \theta}(x+i y)+c_{2}\right)\right|^{2} \tag{2.28b}
\end{align*}
$$

[^0]then $u_{x x} u_{y y}-u_{x y}^{2}=-f^{2}$. Proving this is straightforward and the proof is therefore omitted. Comparing (2.27) and (2.28b) shows how scaling, translating and rotating $w(x+i y)$ in the complex plane scales, translates and rotates $f^{2}$. The corresponding scaling, translation and rotation of the solution $u$ is given by (2.28a).

The above methods can be extended to the general hyperbolic MongeAmpère equation (2.1). We show the case for $u(x, y)=\operatorname{Re}(w(x+i y))$. In order to do so, define $R=\operatorname{Re}\left(w^{\prime \prime}\right)$ and $I=\operatorname{Im}\left(w^{\prime \prime}\right)$. The general MongeAmpère equation with $A_{0}=1$ in terms of $R$ and $I$ is then given by

$$
\begin{equation*}
-R^{2}-I^{2}+\left(A_{1}-A_{3}\right) R-A_{2} I+A_{4}=0 \tag{2.29}
\end{equation*}
$$

For the general Monge-Ampère equation we now have the additional freedom of choosing the coefficients $A_{i}$. To do so, we need to incorporate the hyperbolicity condition

$$
\begin{equation*}
\frac{1}{4} A_{2}^{2}-A_{3} A_{1}+A_{4}>0 \tag{2.30}
\end{equation*}
$$

First, we rewrite (2.29) as

$$
\begin{equation*}
A_{4}+\frac{1}{4} A_{2}^{2}+\frac{1}{4}\left(A_{1}-A_{3}\right)^{2}=\left(R-\frac{1}{2}\left(A_{1}-A_{3}\right)\right)^{2}+\left(I+\frac{1}{2} A_{2}\right)^{2} \tag{2.31}
\end{equation*}
$$

Because the right-hand side is a sum of squares, it follows that the left-hand side of (2.31) should be nonnegative, hence the choice of the $A_{i}$ 's should satisfy both (2.30) and

$$
\begin{equation*}
A_{4}+\frac{1}{4} A_{2}^{2}+\frac{1}{4}\left(A_{1}-A_{3}\right)^{2} \geq 0 \tag{2.32}
\end{equation*}
$$

We start by choosing $A_{1}=R+I$, reducing inequality (2.32) to

$$
\begin{equation*}
A_{4}+\frac{1}{4} A_{2}^{2}+\frac{1}{4}\left(R+I-A_{3}\right)^{2} \geq 0 \tag{2.33}
\end{equation*}
$$

which we slightly simplify by choosing $A_{3}=I$. Using $A_{1}=R+I$ and $A_{3}=I$, the hyperbolicity condition (2.30) reads

$$
\begin{equation*}
A_{4}+\frac{1}{4} A_{2}^{2}-I(R+I)>0 \tag{2.34}
\end{equation*}
$$

Choosing $A_{4}=I(R+I)$ yields the hyperbolicity condition $A_{2} \neq 0$. Solving equation (2.29) for $A_{2}$ finally yields $A_{2}=R$. Inequality (2.33) then reads

$$
\begin{equation*}
\frac{1}{2}(R+I)^{2}+\frac{1}{2} I^{2} \geq 0 \tag{2.35}
\end{equation*}
$$

which is automatically satisfied. By the hyperbolicity condition and the choice $A_{2}=R$ we have $R \neq 0$. Hence we require $R \neq 0$ when choosing $\omega$. So in total we have

$$
\begin{array}{rlrlrl}
u & =\operatorname{Re}(w)), & R & =\operatorname{Re}\left(w^{\prime \prime}\right), & I & =\operatorname{Im}\left(w^{\prime \prime}\right),  \tag{2.36}\\
A_{1} & =R+I, & & A_{0}=1 \\
A_{2} & =R, & & A_{3} & =I, &
\end{array}
$$

What remains is to choose $w$ and $\Omega$ such that $R \neq 0$. We choose $w(z)=$ $\cos (z+i)$ and a straightforward calculation using (2.36) shows

$$
\begin{align*}
u & =\cos (x) \cosh (1+y)  \tag{2.37a}\\
R & =-\cos (x) \cosh (1+y)  \tag{2.37b}\\
I & =\sin (x) \sinh (1+y) \tag{2.37c}
\end{align*}
$$

Exact conditions on $x$ and $y$ can be derived such that $R \neq 0$, here we simply choose $\Omega=\left[\frac{1}{5}, \frac{3}{4}\right] \times\left[-\frac{1}{2}, \frac{1}{3}\right]$, which is one of the possible domains satisfying this constraint.

A range of Monge-Ampère equations with solutions and appropriate domains is listed in Table 2.1 for the standard Monge-Ampère equation and in Tables 2.2 and 2.3 for the general case.

| $u(x, y)$ | $f(x, y)$ | $\Omega$ |
| :--- | :--- | :--- |
| $\frac{1}{2} x^{2}-\frac{1}{2} y^{2}$ | 1 | $\mathbb{R}^{2}$ |
| $\frac{1}{12} x^{4}+\frac{1}{3} x^{3}+\frac{1}{2} x^{2}-\frac{1}{2} y^{2}$ | $x+1$ | $[0,1] \times\left[-\frac{1}{2}, \frac{1}{2}\right]$ |
| $\frac{1}{12} x^{4}+\frac{1}{3} x^{3}+x y-\frac{1}{2} y^{2}$ | $x+1$ | $[0,1] \times\left[-\frac{1}{2}, \frac{1}{2}\right]$ |
| $\frac{1}{12}\left((x-1)^{4}-6(x-1)^{2} y^{2}+y^{4}\right)$ | $(x-1)^{2}+y^{2}$ | $\left[-2,-\frac{1}{2}\right] \times[-1,1]$ |
| $\frac{1}{30}\left(x^{6}-y^{6}\right)+\frac{1}{2}\left(x^{2} y^{4}-x^{4} y^{2}\right)-x$ | $\left(x^{2}+y^{2}\right)^{2}$ | $\left[-\frac{1}{4}, \frac{1}{4}\right] \times\left[\frac{3}{4}, \frac{3}{2}\right]$ |
| $x^{3} y^{2}+1$ | $2 \sqrt{6} x^{2} y$ | $\left[\frac{1}{2}, \frac{3}{2}\right] \times[-1,1]$ |
| $\frac{1}{4 \sqrt{3}}\left(x^{2}-y^{2}\right)^{2}$ | $x^{2}-y^{2}$ | $\left[-\frac{1}{2}, \frac{1}{2}\right] \times\left[-1,-\frac{1}{3}\right]$ |
| $\cos (x) \cosh (y)$ | $\frac{1}{2} \sqrt{\cos (2 x)+\cosh (2 y)}$ | $\left[-\frac{1}{2}, \frac{1}{2}\right] \times[-2,2]$ |
| $e^{x} \cos (y)$ | $e^{x}$ | $[-1,1]^{2}$ |
| $e^{x} \cos (x-y)$ | $e^{x}$ | $[-1,1]^{2}$ |
| $\exp \left(2 \frac{y}{x}\right)$ | $\frac{2}{x^{2}} \exp \left(2 \frac{y}{x}\right)$ | $\left[1, \frac{5}{2}\right] \times\left[-2,-\frac{3}{2}\right]$ |

Table 2.1: Problem-solution pairs for the standard Monge-Ampère equation and (a subset of) the domain on which it is hyperbolic.

$$
\begin{align*}
\Omega & =[-1,1] \times\left[1, \frac{3}{2}\right]  \tag{2.38}\\
u(x, y) & =\cos (x) y^{2} \\
A_{1}(x, y, u, p, q) & =0 \\
A_{2}(x, y, u, p, q) & =0 \\
A_{3}(x, y, u, p, q) & =0 \\
A_{4}(x, y, u, p, q) & =\frac{1}{4} q^{2}+p \sin (x)-3 y^{2}
\end{align*}
$$

$$
\begin{align*}
\Omega & =\left[-\frac{1}{4}, \frac{1}{4}\right] \times\left[\frac{1}{2}, 1\right]  \tag{2.39}\\
u(x, y) & =e^{x} \cos (x) \\
A_{1}(x, y, u, p, q) & =e^{x} \sin (y)+q+u-p \\
A_{2}(x, y, u, p, q) & =q e^{x} \sin (y)-u p+e^{2 x} \\
A_{3}(x, y, u, p, q) & =p e^{x} \sin (y)+q u \\
A_{4}(x, y, u, p, q) & =p^{2}+q^{2}
\end{align*}
$$

$$
\begin{align*}
\Omega & =\left[-\frac{1}{4}, \frac{1}{4}\right] \times\left[\frac{1}{2}, 1\right]  \tag{2.40}\\
u(x, y) & =e^{x} \cos (x) \\
A_{1}(x, y, u, p, q) & =1+\frac{u p}{\exp (x) \cos (y)} \\
A_{2}(x, y, u, p, q) & =-\frac{1+u+p}{q}-\exp x \sin (y) \\
A_{3}(x, y, u, p, q) & =1-q \frac{\cos (y)}{\sin (y)} \\
A_{4}(x, y, u, p, q) & =(1+\exp (x) \cos (y))^{2}
\end{align*}
$$

Table 2.2: Hyperbolic Monge-Ampère equation problems with solution and appropriate domain.

$$
\begin{aligned}
\Omega & =\left[\frac{1}{5}, \frac{3}{4}\right] \times\left[-\frac{1}{2}, \frac{1}{3}\right] \\
u(x, y) & =\cos (x) \cosh (1+y) \\
A_{1}(x, y, u, p, q) & =-u-\frac{p q}{\cos (x) \cosh (1+y)} \\
A_{2}(x, y, u, p, q) & =-\frac{q}{\tanh (1+y)} \\
A_{3}(x, y, u, p, q) & =-\cos (x) \cosh (1+y) \cdot \frac{\cosh (1+y)^{2}-u^{2}-\sin (x)^{2}}{p q} \\
A_{4}(x, y, u, p, q) & =p q+p^{2}-\sin (x)^{2} \\
\hline \hline \Omega & =\left[1, \frac{3}{2}\right] \times\left[2, \frac{5}{2}\right] \\
u(x, y) & =\frac{1}{2} \log \left(x^{2}+y^{2}\right) \\
A_{1}(x, y, u, p, q) & =(p+q)(x-y) e^{-2 u} \\
A_{2}(x, y, u, p, q) & =3\left(2 p q-\frac{1}{2 x y}\right) \\
A_{3}(x, y, u, p, q) & =q^{2}-p^{2} \\
A_{4}(x, y, u, p, q) & =4 x y p q e^{-4 u}
\end{aligned}
$$

Table 2.3: Hyperbolic Monge-Ampère equation problems with solution and appropriate domain.

### 2.4 Integral formulation

Next we introduce an integral formulation of the standard Monge-Ampère equation. This allows us to transform a problem-solution pair $(u, f)$ into a new pair $(\tilde{u}, \tilde{f})$, for which we give an example at the end of this section. Furthermore, the integral formulation allows for the construction of a residual method presented in Section 4.1.5.

The standard Monge-Ampère equation can be written as $p_{x} q_{y}-p_{y} q_{x}+$ $f^{2}=0$, which only depends on $f^{2}$ and the derivatives of $p$ and $q$. We can rewrite it in terms of $\nabla p$ and $\nabla q$. To this end let $\mathbf{J}$ be the symplectic matrix $\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$, from which the two equivalent formulations

$$
\begin{align*}
-f^{2} & =\nabla \cdot(p \mathbf{J} \nabla q)  \tag{2.43a}\\
f^{2} & =\nabla \cdot(q \mathbf{J} \nabla p) \tag{2.43b}
\end{align*}
$$

follow, where we used $\nabla \cdot(\mathbf{J} \nabla \phi)=0$ for a scalar function $\phi$, and $\nabla \cdot(\phi \mathbf{v})=$ $\phi \nabla \cdot \mathbf{v}+\mathbf{v} \cdot \nabla \phi$ with $\mathbf{v}$ a vector-valued function. Let $A \subseteq \mathbb{R}^{2}$ be an orientable domain and let $\hat{\mathbf{n}}$ be the outward unit normal on $\partial A$. By subsequently integrating the right-hand side of (2.43a) over $A$ and applying Gauss's theorem we obtain

$$
\begin{equation*}
\iint_{A} \nabla \cdot(p \mathbf{J} \nabla q) \mathrm{d} A=\oint_{\partial A} p \mathbf{J} \nabla q \cdot \hat{\mathbf{n}} \mathrm{~d} s=\oint_{\partial A} p \nabla q \cdot \hat{\boldsymbol{\tau}} \mathrm{~d} s \tag{2.44}
\end{equation*}
$$

where we defined $\hat{\boldsymbol{\tau}}=\mathrm{J}^{\mathrm{T}} \hat{\mathbf{n}}$. Note that $\hat{\boldsymbol{\tau}}$ is the unit tangent vector to the domain taken in the counter clockwise direction. It follows from (2.43) that

$$
\begin{equation*}
\iint_{A} f^{2} \mathrm{~d} A=-\oint_{\partial A} p \nabla q \cdot \hat{\boldsymbol{\tau}} \mathrm{~d} s \tag{2.45a}
\end{equation*}
$$

and in a similar way we find

$$
\begin{equation*}
\iint_{A} f^{2} \mathrm{~d} A=\oint_{\partial A} q \nabla p \cdot \hat{\boldsymbol{\tau}} \mathrm{~d} s \tag{2.45b}
\end{equation*}
$$

Subtracting these equations yields

$$
\begin{equation*}
\oint_{\partial A}(p \nabla q+q \nabla p) \cdot \hat{\boldsymbol{\tau}} \mathrm{d} s=0 \tag{2.46}
\end{equation*}
$$

which trivially holds by Stokes' theorem since $p \nabla q+q \nabla p=\nabla(p q)$ and the gradient of a function is conservative.

For the general Monge-Ampère equation (2.1) with $A_{0}=1, A_{i} \neq 0(i=$ $1, \ldots, 4)$ we can do something similar, but the area integral will depend on the solution itself, viz.

$$
\begin{equation*}
\iint_{A}\left(A_{1} r+A_{2} s+A_{3} t+A_{4}\right) \mathrm{d} A=-\oint_{\partial A} p \nabla q \cdot \hat{\boldsymbol{\tau}} \mathrm{~d} s \tag{2.47}
\end{equation*}
$$

or written in terms of $p, q$ and the outward normal $\hat{\mathbf{n}}=\mathbf{J} \hat{\tau}$ :

$$
\begin{align*}
\iint_{A}\left(p \nabla \cdot\binom{A_{1}}{\frac{1}{2} A_{2}}+\right. & \left.q \nabla \cdot\binom{\frac{1}{2} A_{2}}{A_{3}}+A_{4}\right) \mathrm{d} A=  \tag{2.48}\\
& -\oint_{\partial A}\left(p \mathbf{J} \nabla q+\binom{A_{1}}{\frac{1}{2} A_{2}} p+\binom{\frac{1}{2} A_{2}}{A_{3}} q\right) \cdot \hat{\mathbf{n}} \mathrm{d} s .
\end{align*}
$$

We conclude this section by generating a problem-solution pair $(\tilde{u}, \tilde{f})$ for the standard Monge-Ampère equation by means of an integral formulation. We do so by generalizing equations (2.45) further by introducing functions acting on $p$ and $q$. Let $\Gamma, \Psi \in C^{1}\left(\mathbb{R}^{2}\right)$ with $\Gamma=\Gamma(p, q)$ and $\Psi=\Psi(p, q)$. By definition we have for the standard Monge-Ampère equation $\nabla p \cdot \mathrm{~J} \nabla q=-f^{2}$. Multiplying both sides by $\Gamma_{p} \Psi_{q}-\Gamma_{q} \Psi_{p}$ and applying standard differential rules and $\mathbf{v} \cdot \mathbf{J v}=0$ we find

$$
\begin{align*}
-\left(\Gamma_{p} \Psi_{q}-\Gamma_{q} \Psi_{p}\right) f^{2} & =\left(\Gamma_{p} \Psi_{q}-\Gamma_{q} \Psi_{p}\right) \nabla p \cdot \mathbf{J} \nabla q \\
& =\Gamma_{p} \nabla p \cdot \mathbf{J} \Psi_{q} \nabla q+\Gamma_{q} \nabla q \cdot \mathbf{J} \Psi_{p} \nabla p  \tag{2.49}\\
& =\left(\Gamma_{p} \nabla p+\Gamma_{q} \nabla q\right) \cdot \mathbf{J}\left(\Psi_{p} \nabla p+\Psi_{q} \nabla q\right) \\
& =\nabla \Gamma(p, q) \cdot \mathbf{J} \nabla \Psi(p, q)
\end{align*}
$$

As before, integrating (2.49) over an orientable domain $A$, applying integration by parts and Gauss's theorem, we obtain

$$
\begin{equation*}
\iint_{A}\left(\Gamma_{p} \Psi_{q}-\Gamma_{q} \Psi_{p}\right) f^{2} \mathrm{~d} A=-\oint_{\partial A} \Gamma(p, q) \nabla \Psi(p, q) \cdot \hat{\boldsymbol{\tau}} \mathrm{d} s \tag{2.50}
\end{equation*}
$$

This equation is a more general version of (2.45). Indeed, by choosing $\Gamma(p, q)=$ $p, \Psi(p, q)=q$ we obtain (2.45a) and by choosing $\Gamma(p, q)=q, \Psi(p, q)=p$ we obtain (2.45b).

Furthermore, solutions to (2.50) are equivalent to the standard MongeAmpère equation if the integrability condition

$$
\begin{equation*}
\int \Gamma(p(x, y), q(x, y)) \mathrm{d} x=\int \Psi(p(x, y), q(x, y)) \mathrm{d} y \tag{2.51}
\end{equation*}
$$

is satisfied. To see this, let $\tilde{f}^{2}=\left(\Gamma_{p} \Psi_{q}-\Gamma_{q} \Psi_{p}\right) f^{2}, \tilde{p}=\Gamma(p, q)$ and $\tilde{q}=\Psi(p, q)$. Then, if

$$
\begin{equation*}
\int \tilde{p}(x, y) \mathrm{d} x=\int \tilde{q}(x, y) \mathrm{d} y:=\tilde{u} \tag{2.52}
\end{equation*}
$$

we find that $\tilde{u}$ solves the standard Monge-Ampère equation $\operatorname{det}(H(\tilde{u}))=-\tilde{f}^{2}$, which follows from

$$
\begin{align*}
\operatorname{det}(H(\tilde{u}))= & \left|\begin{array}{ll}
\frac{\partial}{\partial x} \tilde{p}(x, y) & \frac{\partial}{\partial y} \tilde{p}(x, y) \\
\frac{\partial}{\partial x} \tilde{q}(x, y) & \frac{\partial}{\partial y} \tilde{q}(x, y)
\end{array}\right| \\
= & \left|\begin{array}{ll}
\frac{\partial}{\partial x} \Gamma(p, q) & \frac{\partial}{\partial y} \Gamma(p, q) \\
\frac{\partial}{\partial x} \Psi(p, q) & \frac{\partial}{\partial y} \Psi(p, q)
\end{array}\right| \\
= & \left|\begin{array}{ll}
\Gamma_{p} p_{x}+\Gamma_{q} q_{x} & \Gamma_{p} p_{y}+\Gamma_{q} q_{y} \\
\Psi_{p} p_{x}+\Psi_{q} q_{x} & \Psi_{p} p_{y}+\Psi_{q} q_{y}
\end{array}\right|  \tag{2.53}\\
= & \Gamma_{p} \Psi_{p} p_{x} p_{y}+\Gamma_{q} \Psi_{q} q_{x} q_{y}+\Gamma_{p} \Psi_{q} p_{x} q_{y}+\Gamma_{q} \Psi_{p} p_{y} q_{x} \\
& \quad-\Gamma_{p} \Psi_{p} p_{x} p_{y}-\Gamma_{p} \Psi_{q} p_{x} q_{y}-\Gamma_{q} \Psi_{p} p_{y} q_{x}-\Gamma_{q} \Psi_{q} q_{x} q_{y} \\
= & \Gamma_{p} \Psi_{q}\left(p_{x} q_{y}-q_{x} p y\right)+\Gamma_{q} \Psi_{p}\left(p_{y} q_{x}-p_{x} q_{y}\right) \\
= & \left(\Gamma_{p} \Psi_{q}-\Gamma_{q} \Psi_{p}\right)\left(p_{x} q_{y}-q_{x} p y\right) \\
= & -\left(\Gamma_{p} \Psi_{q}-\Gamma_{q} \Psi_{p}\right) f^{2},
\end{align*}
$$

where we used $p_{x} q_{y}-p_{y} q_{x}=-f^{2}$ and selectively omitted the arguments $(x, y)$ and $(p, q)$ for readability.

In order to construct a problem solution pair $(\tilde{u}, \tilde{f})$, we choose $u=x^{3} y^{2}+1$ and $f^{2}=24 x^{4} y^{2}$, as given by Table 2.1. Furthermore, we choose second order polynomials in $p$ and $q$ for $\Gamma$ and $\Psi$ according to:

$$
\begin{align*}
& \Gamma(p, q)=\gamma_{1} p+\gamma_{2} q+\gamma_{3} p^{2}+\gamma_{4} q^{2}+\gamma_{5} p q,  \tag{2.54a}\\
& \Psi(p, q)=\psi_{1} p+\psi_{2} q+\psi_{3} p^{2}+\psi_{4} q^{2}+\psi_{5} p q, \tag{2.54b}
\end{align*}
$$

with $\gamma_{i}, \psi_{i} \in \mathbb{R}$ for $i=1, \ldots, 5$. A straightforward calculation shows

$$
\begin{align*}
& \int \tilde{p}(x, y) \mathrm{d} x=\gamma_{1} x^{3} y^{2}+\frac{1}{2} \gamma_{2} x^{4} y+\frac{9}{5} \gamma_{3} x^{5} y^{4}+\gamma_{5} x^{6} y^{3}+\frac{4}{7} \gamma_{4} x^{7} y^{2}+C_{1}(y)  \tag{2.55a}\\
& \int \tilde{q}(x, y) \mathrm{d} y=\psi_{1} x^{2} y^{3}+\psi_{2} x^{3} y^{2}+\frac{9}{5} \psi_{3} x^{4} y^{5}+\frac{3}{2} \psi_{5} x^{5} y^{4}+\frac{4}{3} \psi_{4} x^{6} y^{3}+C_{2}(x) \tag{2.55b}
\end{align*}
$$

Matching terms of (2.55a) and (2.55b) by their polynomial order, we find $\gamma_{2}=$ $0, \gamma_{4}=0, \psi_{1}=0, \psi_{2}=\gamma_{1}, \psi_{3}=0, \psi_{4}=\frac{3}{4} \gamma_{5}, \psi_{5}=\frac{6}{5} \gamma_{3}, C_{1}(y)=C_{2}(x)=C$ with $C \in \mathbb{R}$. Consequently, the pair

$$
\begin{align*}
& \tilde{u}(x, y)=\gamma_{1} x^{3} y^{2}+\gamma_{5} x^{6} y^{3}+\frac{9}{5} \gamma_{3} x^{5} y^{4}+C  \tag{2.56a}\\
& \tilde{f}^{2}(x, y)=24 \gamma_{1}^{2} x^{4} y^{2}+120 \gamma_{1} \gamma_{5} x^{7} y^{3}+\frac{1152}{5} \gamma_{1} \gamma_{3} x^{6} y^{4} \\
&  \tag{2.56b}\\
& \quad+144 \gamma_{5}^{2} x^{10} y^{4}+432 \gamma_{3} \gamma_{5} x^{9} y^{5}+\frac{2592}{5} \gamma_{3}^{2} x^{8} y^{6}
\end{align*}
$$

solves the Monge-Ampère equation $\operatorname{det}(H(\tilde{u}))=-\tilde{f}^{2}$ for all $\gamma_{1}, \gamma_{3}, \gamma_{5}, C \in \mathbb{R}$.

### 2.5 Symmetries

In this section we briefly discuss symmetries of the Monge-Ampère equation. As we will see, the symmetries do not only depend on the Monge-Ampère equation, but also on the domain and the range of $\nabla u$.

In this thesis, we encounter two different boundary conditions for the Monge-Ampère equation, Cauchy and transport boundary conditions. The former will be properly introduced in Section 3.4 in relation to the method of characteristics. The latter we encounter in Chapters 5 and 6 . Here we mainly focus on the transport boundary condition and the symmetries it allows for.

Let us consider the standard elliptic and hyperbolic Monge-Ampère equation. We introduce the mapping $\mathbf{m}=\nabla u$ with $\mathbf{m} \in C^{1}(\mathcal{X}), \mathbf{m}: \mathcal{X} \mapsto \mathcal{Y}$ and $\mathcal{X}, \mathcal{Y} \subset \mathbb{R}^{2}$. Let $\operatorname{Dm}$ denote the Jacobi matrix of $\mathbf{m}$, then the Monge-Ampère equation reads $\operatorname{det}(\mathrm{Dm})+A_{4}=0$. The transport boundary condition is given by

$$
\begin{equation*}
\mathbf{m}(\partial \mathcal{X})=\partial \mathcal{Y}, \tag{2.57}
\end{equation*}
$$

meaning each point from the boundary $\partial \mathcal{X}$ is mapped to $\partial \mathcal{Y}$ by the mapping $\mathbf{m}$. First, let us consider a simple case, viz. $\mathcal{X}=[-1,1]^{2}$ and $\mathcal{Y}$ a square domain. Let $\mathbf{x}(s)$ with $s \in[0,1)$ be a bijective parametrization of $\partial \mathcal{X}$. Clearly, there exist distinct $s_{i}$ for $i=1, \ldots, 4$ such that $\mathbf{x}\left(s_{i}\right)$ coincides with the corners of $\mathcal{X}$. Consequently, $\mathbf{x}$ is not differentiable at $s=s_{i}$ and $\mathbf{m}(s):=\mathbf{m}(\mathbf{x}(s))$ is not differentiable at $s=s_{i}$. By the transport boundary condition and an analogous bijective parametrization $\mathbf{y}(s)$ of $\partial \mathcal{Y}$, we have four non differential points on $\partial \mathcal{X}$ and four on $\partial \mathcal{Y}$. By identifying $\mathbf{y}(s)=\mathbf{m}(s)$ we have that the corners of $\mathcal{X}$ are mapped to corners of $\mathcal{Y}$.

Consider the case $f \equiv 1$ with $\mathcal{Y}=\mathcal{X}=[-1,1]^{2}$. By (2.9) and (2.5) the Monge-Ampère equation is elliptic in case $A_{4}=-f^{2}$ and hyperbolic
when $A_{4}=f^{2}$. Starting with the elliptic variant, we have that $\mathbf{m}=\nabla u$ and $\mathbf{m}(x, y)=(x, y)^{\mathrm{T}}$ is a solution to the standard Monge-Ampère equation. By rotational symmetry of $f$, rotational symmetry of both $\mathcal{X}$ and $\mathcal{Y}$ over $k \pi / 2$ $(k \in \mathbb{Z})$ radians, it makes sense to consider mappings of the form

$$
\mathbf{m}(x, y ; \theta)=\left(\begin{array}{cc}
\cos (\theta) & -\sin (\theta)  \tag{2.58}\\
\sin (\theta) & \cos (\theta)
\end{array}\right)\binom{x}{y}
$$

as solutions to the standard MA equation described above. It follows that $H(u)=$ Dm and

$$
\begin{align*}
\operatorname{det}\left(\mathrm{D}\left[\left(\begin{array}{cc}
\cos (\theta) & -\sin (\theta) \\
\sin (\theta) & \cos (\theta)
\end{array}\right) \mathbf{m}\right]\right) & =\operatorname{det}\left(\left(\begin{array}{cc}
\cos (\theta) & -\sin (\theta) \\
\sin (\theta) & \cos (\theta)
\end{array}\right) \mathrm{Dm}\right) \\
& =\operatorname{det}\left(\begin{array}{cc}
\cos (\theta) & -\sin (\theta) \\
\sin (\theta) & \cos (\theta)
\end{array}\right) \operatorname{det}(\mathrm{Dm}) \\
& =\operatorname{det}(\mathrm{Dm}) \tag{2.59}
\end{align*}
$$

meaning rotations of $\mathbf{m}$ automatically satisfy the Monge-Ampère equation if $\mathbf{m}$ does. Because of $\mathbf{m}=\nabla u$, i.e., $m_{1}=u_{x}$ and $m_{2}=u_{y}$, we have

$$
\begin{align*}
& u(x, y ; \theta)=\int m_{1}(x, y ; \theta) \mathrm{d} x=\frac{1}{2} \cos (\theta) x^{2}-\sin (\theta) x y+C_{1}(x)  \tag{2.60a}\\
& u(x, y ; \theta)=\int m_{2}(x, y ; \theta) \mathrm{d} y=\sin (\theta) x y+\frac{1}{2} \cos (\theta) y^{2}+C_{2}(x) \tag{2.60b}
\end{align*}
$$

with scalar functions $C_{1}$ and $C_{2}$. Note that to uniquely determine $u$ from $\mathbf{m}$, additional boundary conditions are required. We come back to this in Section 5.1.1. For now we just remark that if $u$ solves the Monge-Ampère equation, then so do $c_{1} u$ and $c_{2}+u$ with $c_{1}, c_{2} \in \mathbb{R}$. By matching the polynomial terms of (2.60a) and (2.60b), we obtain the solution $u$, given by

$$
\left\{\begin{array}{l}
u=\frac{1}{2} \cos (\theta)\left(x^{2}+y^{2}\right)+c  \tag{2.61}\\
\sin (\theta)=-\sin (\theta)
\end{array}\right.
$$

with $c \in \mathbb{R}$. From the latter equation we have $\theta=k \pi$ with $k \in \mathbb{Z}$, thus we obtain the two solutions

$$
\begin{align*}
& u_{1}(x, y ; \theta)=\frac{1}{2}\left(x^{2}+y^{2}\right)+c  \tag{2.62a}\\
& u_{2}(x, y ; \theta)=-\frac{1}{2}\left(x^{2}+y^{2}\right)+c \tag{2.62b}
\end{align*}
$$

and, given in terms of the mapping

$$
\begin{align*}
& \mathbf{m}_{1}(x, y ; \theta)=(x, y)^{\mathrm{T}},  \tag{2.63a}\\
& \mathbf{m}_{2}(x, y ; \theta)=(-x,-y)^{\mathrm{T}} . \tag{2.63b}
\end{align*}
$$

For $A_{4}=f^{2}$ we have that $\mathbf{m}=(x,-y)^{\mathrm{T}}$ solves the hyperbolic MongeAmpère equation. A similar approach as for the elliptic MA yields

$$
\begin{equation*}
u(x, y ; \theta)=\frac{1}{2} \cos (\theta)\left(x^{2}-y^{2}\right)+\sin (\theta) x y+c . \tag{2.64}
\end{equation*}
$$

Because the corner of the source needs to be mapped to the corner of the target, we have $\theta=k \pi / 2$ with $k \in \mathbb{Z}$. Substituting these values for $\theta$ in (2.64) yields the four distinct solutions

$$
\begin{align*}
& u_{1}(x, y ; \theta)=\frac{1}{2}\left(x^{2}-y^{2}\right)+c,  \tag{2.65a}\\
& u_{2}(x, y ; \theta)=x y+c,  \tag{2.65b}\\
& u_{3}(x, y ; \theta)=-\frac{1}{2}\left(x^{2}-y^{2}\right)+c,  \tag{2.65c}\\
& u_{4}(x, y ; \theta)=-x y+c . \tag{2.65d}
\end{align*}
$$

We thus obtain two elliptic and four hyperbolic solutions to the MongeAmpère equation. Note that if we choose

$$
\begin{equation*}
w(z ; \theta)=\frac{1}{2} \exp (\theta i) z^{2}, \tag{2.66}
\end{equation*}
$$

with $\theta \in \mathbb{R}$, then in accordance with Section 2.3 we have

$$
\begin{equation*}
u(x, y)=\operatorname{Re}(w(x+i y ; \theta))=\frac{1}{2} \cos (\theta)\left(x^{2}-y^{2}\right)-\sin (\theta) x y \tag{2.67}
\end{equation*}
$$

and $\left|w^{\prime \prime}\right|^{2}=f^{2}=1$, where the prime denotes differentiation w.r.t. $z$, yielding the same result as in (2.65) for the hyperbolic problem. To slightly expand upon the previous example, consider $\mathcal{Y}$ to be the square $[-1,1]^{2}$ rotated over $\phi \in(0, \pi) \cup(\pi, 2 \pi)$ radians. Then,

$$
\begin{equation*}
u(x, y)=\frac{1}{2} \cos \left(k \frac{\pi}{2}+\phi\right)\left(x^{2}-y^{2}\right)+\sin \left(k \frac{\pi}{2}+\phi\right) x y+c, \quad k=0,1,2,3 \tag{2.68}
\end{equation*}
$$

solves the hyperbolic problem, but according to (2.61), no elliptic solution exists.

Without considering boundary conditions, (2.67) generates an uncountable set of solutions, parametrized by $\theta \in \mathbb{R}$. In case $\mathcal{X}=\mathcal{Y}$ are balls of fixed radius with their center at the origin, (2.67) also satisfies the transport boundary condition.

Let us now focus on the hyperbolic Monge-Ampère equation. Let $u$ satisfy $u_{x x} u_{y y}-u_{x y}^{2}=-f^{2}$, with mapping $\mathbf{m}=\nabla u: \mathcal{X} \subset \mathcal{Y}$ for $\mathcal{X}, \mathcal{Y} \in \mathbb{R}^{2}$.

Furthermore, we assume $w \in C^{2}(\mathbb{R})$ and $f^{2}(x, y)=\left|w^{\prime \prime}(x+i y)\right|^{2}$ such that $u(x, y)=\operatorname{Re}(w(x+i y))$. We scale $\mathcal{Y}$ by a factor $c_{1}$, rotate it over $\phi$ radians, and translate it over $\left(c_{2}, c_{3}\right)^{\mathrm{T}}$ in $\mathbb{R}^{2}$. We denote the result by $\widetilde{\mathcal{Y}}$ for $c_{1}, c_{2}, c_{3}, \phi \in \mathbb{R}$. It follows that

$$
\begin{align*}
\tilde{u}(x, y) & =\operatorname{Re}(\tilde{w}(x+i y))  \tag{2.69a}\\
\tilde{w}(z) & =\left(c_{2}-c_{3} i\right) z+c_{1} \exp (i \phi) w(z), \tag{2.69b}
\end{align*}
$$

is the solution to $\tilde{u}_{x x} \tilde{u}_{y y}-\tilde{u}_{x y}^{2}=-c_{1}^{2} f^{2}$ such that $\tilde{\mathbf{m}}=\nabla \tilde{u}: \mathcal{X} \mapsto \tilde{\mathcal{Y}}$. The proof relies on basic (complex) calculus. The calculations are straightforward and therefore omitted.

### 2.6 Literature review on numerical methods

Next we present a brief overview of the current literature on numerical methods for the Monge-Ampère equation. In Chapter 6.2 we will consider both elliptic and hyperbolic problems for the design of optical systems. Henceforth, we present references to numerical methods for both types here.

### 2.6.1 The elliptic Monge-Ampère Equation

We start with the elliptic variant. Due to its connection with optimal transport theory [77, Ch. 12] and optics [29], the solution $u$ can be obtained directly, by solving the PDE itself, or indirectly by solving an equivalent problem, e.g., the Monge-Kantorovich transport problem. These solution methods are therefore either called direct or indirect solvers. Here we only focus on the direct solvers. For a more detailed survey including indirect solvers we refer to [68, Ch. 5] and [26]. Furthermore, solutions methods for the elliptic variant with Dirichlet and transport boundary conditions exist.

Notable authors who directly solve the standard Monge-Ampère equation are:

- Oliker, Prussner. The authors $[61,62]$ developed a finite difference method to solve the Monge-Ampère equation with Dirichlet boundary conditions on a convex domain. Furthermore, proof of existence and uniqueness of solutions are provided.
- Feng, Neilan. Feng and Neilan developed a generalization to viscosity solutions called moment solutions [26-28]. They furthermore developed a vanishing moment method to solve second-order nonlinear PDEs, among others the standard Monge-Ampère equation.
- Lakkis, Pryer. Lakkis and Pryer introduced a Galerkin finite element method for nonlinear elliptic PDE [47, 50], which can be used for the standard Monge-Ampère equation with Dirichlet boundary conditions [51].
- Froese, Oberman, Benamou, Prins. Using the theory of viscosity solutions [32], the standard Monge-Ampère equation can be solved using a monotone finite difference scheme yielding a convex solution [5,32$34,59,60]$. The transport boundary condition is treated in $[6,31]$. A convergence proof for the scheme and treatment of the boundary condition is also given. Prins [65, p. 109] expands on [6,34] to develop a wide-stencil algorithm for the interior domain and introduces a signeddistance function for the boundary.
- Dean, Glowinski, Caboussat, Prins, Beltman, Glowinski, Yadav. The authors solve the standard Monge-Ampère equation equation in a leastsquares sense [22,23]. The method solves the MA equation with Dirichlet boundary conditions and was improved upon by including a relaxation method in [16] and was extended to three dimensions in [15]. Prins et al. [66] extended the approach to incorporate transport boundary conditions. Beltman et al. generalized the method to arbitrary orthogonal coordinate systems [4]. Yadav et al. [161, 162, 164] extend the least-squares approach by Prins et al. to the general Monge-Ampère equation. Later it was further generalized to generating functions by Romijn et al. [68, Ch. 6]. In Chapter 5 we both generalize and improve upon it to encompass the hyperbolic Monge-Ampère equation.
- Loeper, Rapetti, Chang et al., Wu et al. In [17, 54, 81, 85] the MongeAmpère equation is solved using finite differences and Newton iteration. Wu et al. derive the Monge-Ampère equation [81] for a lens surface with a point source and near-field target, yielding a generalized MongeAmpère equation and include transport boundary conditions. Similarly, Chang et al. [17] derive the Monge-Ampère equation for a collimated light source, spherical output wavefront using a double freeform lens. Loeper and Rapetti incorperate periodic boundary conditions in their solver for the standard Monge-Ampère equation.
- Bonnet, Mirebeau An application of finite difference schemes to nonimaging optics is found in [10]. Here the Monge-Ampère equation with transport boundary conditions is solved using a monotone finite differences scheme whose solutions are stable by addition of a constant. Convergence of the scheme is proven in the setting of quadratic optimal transport. The proposed numerical scheme is based on a reformulation
of the Monge-Ampère operator as a maximum of semilinear operators. By using Selling's formula in order to choose the parameters of the discretization for the 2D Monge-Ampère equation, the scheme can be solved efficiently.
- Benamou, Duval For the Monge-Ampère equation with transport boundary conditions and convex target set, the work of Benamou and Duval [8] presents an adaption of a lattice basis reduction scheme for the MongeAmpère equation with Dirichlet boundary conditions [7]. Given two absolutely continuous measures, where the measure on the target set has convex support, the method demonstrated in [8] yields a fast adaptive method to numerically solve the optimal transport problem. Furthermore, convergence of the method as the grid step size goes to zero is shown and numerical experiments are demonstrated.


### 2.6.2 The hyperbolic Monge-Ampère Equation

For the hyperbolic Monge-Ampère equation we can be more concise than for the elliptic problem, as there is little known literature on the subject.

- Tuy. In [76] the Cauchy problem for $u_{x y}-A_{4}=0$ is treated. The author constructs a two-stage Runge-Kutta method on a triangular domain to solve the equation. Because the hyperbolic Monge-Ampère equation can be written as a system of five equations, where each equation is of the form $u_{\alpha \beta}-f=0$, it is posited that the method therefore can solve the Monge-Ampère equation.
- Brickell, Westcott. In the work of Brickell and Westcott, [12] the MongeAmpère equation is derived for the use of reflector design. Subsequently, the equation is written as a system of quasi-linear first order PDEs. In a follow up paper [79], the authors use standard finite differences to solve the quasi-linear PDE system by stepping from one horizontal grid line to the next, such that the grid lines shorten with each step, finally forming an isosceles triangle as domain. All dependent function values are prescribed on the initial grid line.
- Howard. The author formulates a system of equations equivalent to the Monge-Ampère equation [43]. Two objective functions using this system are established and minimized subsequently by using a (Sobolev) gradient descent method.


### 2.7 Discussion

From the literature research it has become clear that very few numerical methods for the hyperbolic Monge-Ampère equation exist. The existing methods furthermore do not handle the boundary conditions well. In [76, 79] the MA equation is only solved on part of the domain and in [43] four different configurations of Neumann boundary conditions have been tried for two different examples. Neither of the papers produce any results of numerical convergence. In the remaining of this thesis one of our aims is to provide numerical methods which adequately handle the boundary conditions and to demonstrate convergence of these schemes.

## Chapter 3

## The Method of Characteristics

The hyperbolic Monge-Ampère equation has proven to be more difficult to solve than its elliptic counterpart. This is due to the existence of two mutually coupled families of characteristics. Neglecting or even mishandling these characteristics, e.g., by using standard finite difference methods, generally yields unstable algorithms for the hyperbolic problem, while the (complex) characteristics of the elliptic variant may be safely ignored. To see why this poses an issue, we consider the domain of dependence. The domain of dependence of an interior point $\left(x_{0}, y_{0}\right)$ is the region enclosed by the two characteristics through $\left(x_{0}, y_{0}\right)$ facing back to the boundary. The solution $u\left(x_{0}, y_{0}\right)$ depends on all function values $u(x, y)$ with $(x, y)$ in this domain. Conversely, the characteristics emanating from $\left(x_{0}, y_{0}\right)$ bound the domain of influence of $\left(x_{0}, y_{0}\right)$, which is the region where the solution is determined by $u\left(x_{0}, y_{0}\right)$. Figure 3.1 shows one such example where the blue and black lines indicate (a few of the) characteristics, the point $\left(x_{0}, y_{0}\right)$ equals $(0.363,-0.167)$, and is denoted by the black dot and where the red and yellow parts indicate the domain of dependence and the domain of influence, respectively. Hence, boundary data determine the solution in the interior domain, and the interior determines the number of boundary conditions that should be imposed.

To start with, we introduce a general framework for second-order nonlinear hyperbolic PDEs and subsequently restrict ourselves to the general Monge-Ampère equation and later the special case of the standard hyperbolic Monge-Ampère equation. The method of characteristics gives rise to two mutually coupled ODE systems which we solve numerically in the next chapter. We classify the characteristics at the boundary as entering or leaving characteristics and fix a so-called initial strip on which we prescribe Cauchy boundary conditions. The remaining boundary conditions then follow from the course of the characteristics by considering the domain of dependence.


Figure 3.1: Schematic representation of the domain of dependence (red) and domain of influence (yellow) of $\left(x_{0}, y_{0}\right)$ (black dot).

We have organized the chapter as follows. Section 3.1 introduces the method of characteristics. We start by giving an overview of the fundamental and necessary concepts of the method of characteristics (MOC), and expand on the work by Courant and Hilbert [20] by deriving ODE systems for the solution of a general second-order hyperbolic PDE. In Sections 3.2 and 3.3 we derive the ODE systems for the general and standard hyperbolic Monge-Ampère equation, respectively, and discuss how to determine the necessary boundary conditions and the resulting existence and uniqueness of the solution.

### 3.1 Method of characteristics for a second-order nonlinear hyperbolic PDE

We start by introducing the method of characteristics for a general nonlinear second-order PDE in two variables. To this end we assume, unless explicitly stated otherwise, that all functions are continuous and have continuous derivatives of all orders involved. Let the PDE of interest be given by

$$
\begin{equation*}
F(x, y, u, p, q, r, s, t)=0, \quad(x, y) \in \Omega, \tag{3.1}
\end{equation*}
$$

where $u=u(x, y), p=u_{x}, q=u_{y}, r=u_{x x}, s=u_{x y}, t=u_{y y}$ and $\Omega \subseteq \mathbb{R}^{2}$ the domain of interest.

### 3.1.1 An introduction to the method of characteristics

In this section we give a brief introduction to the method of characteristics.

Let $C_{b}$ be a curve in the $(x, y)$-plane, parameterized by $\lambda \in I$, for an interval $I \subset \mathbb{R}$, i.e., $C_{\mathrm{b}}=\{(X(\lambda), Y(\lambda)) \mid \lambda \in I\}$ with $X, Y: I \rightarrow \mathbb{R}$. Let $C_{0}$ be a corresponding curve in $(x, y, z)$-space, which we also parameterize by $\lambda \in I$, i.e., $C_{0}=\{(X(\lambda), Y(\lambda), U(\lambda)) \mid \lambda \in I\}$ where $U: I \rightarrow \mathbb{R}$. The projection of $C_{0}$ on the $(x, y)$-plane yields the curve $C_{b}$, see Figure 3.2. We call $C_{b}$ the base curve of $C_{0}$, or simply the base curve.


Figure 3.2: Schematic representation of the curves $C_{b}, C_{0}$ and the $C_{1}$-strip. Three tangent planes and their normal vectors $\mathbf{n}$ are drawn.

A base curve $C_{b}$ is said to be differentiable if the corresponding map $\lambda \mapsto(X(\lambda), Y(\lambda))$ is differentiable for every $\lambda \in I$. A curve is regular if it is differentiable and the tangent vector has non-zero length for all $\lambda \in$ I. We generally assume $C_{b}$ to be regular, implying that $\frac{d}{d \lambda}(X(\lambda), Y(\lambda))^{T} \neq$ $\mathbf{0}$, or equivalently $X_{\lambda}^{2}+Y_{\lambda}^{2} \neq 0$ for all $\lambda \in I$, where a subscript denotes differentiation.

Let $\mathbf{v}=\left(X_{\lambda}, Y_{\lambda}, U_{\lambda}\right)^{\mathrm{T}}$ be the tangent vector to $(X(\lambda), Y(\lambda), U(\lambda)) \in C_{0}$ with $\lambda \in I$. A plane through the point $(X(\lambda), Y(\lambda), U(\lambda))$ with normal vector $\mathbf{n}$ is tangent to the curve $C_{0}$ if $\mathbf{v} \cdot \mathbf{n}=0$. To identify those planes let $\mathbf{n}=$ $(P, Q,-1)^{\mathrm{T}}$ with $P, Q: I \rightarrow \mathbb{R}$. Note that if the third component $n_{3} \neq 0, \mathbf{n}$ can always be reduced to such a form by scaling the components. If for each point on $C_{0}$ we fix the tangent plane, then the collection of $C_{0}$ together with said tangent planes forms a so-called $C_{1}$-strip, i.e.,

$$
\begin{equation*}
C_{1}=\{(X(\lambda), Y(\lambda), U(\lambda), P(\lambda), Q(\lambda)) \mid \lambda \in I\}, \tag{3.2}
\end{equation*}
$$

sometimes referred to as a strip of first order. Figure 3.2 shows the $C_{1}$-strip for three tangent planes with corresponding normals. We use the notation $C_{1}$ interchangeably to denote either the strip's order (e.g. a $C_{1}$-strip), or the strip itself (e.g. equation (3.2)). From $\mathbf{v} \cdot \mathbf{n}=0$ it follows that

$$
\begin{equation*}
P X_{\lambda}+Q Y_{\lambda}-U_{\lambda}=0 \tag{3.3}
\end{equation*}
$$

which is the strip condition of first order, in short, the strip condition. Note that so far the $C_{1}$-strip and the strip condition have no connection to the PDE (3.1).

Let $u(x, y)$ be a solution of (3.1), then $z=u(x, y)$ is called an integral surface of (3.1). An integral surface $z=u(x, y)$ naturally induces a $C_{1}$-strip. Given a base curve $C_{b}$, let $u(\lambda):=u(X(\lambda), Y(\lambda)), p(\lambda):=p(X(\lambda), Y(\lambda))$ and $q(\lambda):=q(X(\lambda), Y(\lambda))$. The normal of the integral surface $u(x, y)-$ $z=0$ is given by $\mathbf{n}=\left(u_{x}, u_{y},-1\right)^{\mathrm{T}}$ in $(x, y, z)$-space. Hence the strip $\mathrm{C}_{1}=$ $\{(x(\lambda), y(\lambda), u(\lambda), p(\lambda), q(\lambda)) \mid \lambda \in I\}$ is obtained. From the chain rule we conclude

$$
\begin{equation*}
u_{\lambda}=u_{x} X_{\lambda}+u_{y} Y_{\lambda}=p X_{\lambda}+q Y_{\lambda} . \tag{3.4}
\end{equation*}
$$

which is identical to the strip condition (3.3) with $P=p=u_{x}, Q=q=u_{y}$ and $U=u$, the solution of (3.1).

One can naturally generalize first-order strips to higher-order strips. A $C_{2}$-strip, a second order strip, consists of the $C_{1}$-strip together with the tangent planes of the curves
$(X(\lambda), Y(\lambda), P(\lambda))$ and $(X(\lambda), Y(\lambda), Q(\lambda))$. Higher-order strip conditions are also found naturally in the following way: with $(X(\lambda), Y(\lambda), P(\lambda))$ we can associate two functions $R, S: I \rightarrow \mathbb{R}$ such that the normal vector of a tangent plane is $(R, S,-1)$. The tangent vector of $(X(\lambda), Y(\lambda), P(\lambda))$ equals $\left(X_{\lambda}, Y_{\lambda}, P_{\lambda}\right)$. The same reasoning as before applies and we find

$$
\begin{equation*}
P_{\lambda}=R X_{\lambda}+S Y_{\lambda} . \tag{3.5}
\end{equation*}
$$

Analogously, for $(X(\lambda), Y(\lambda), Q(\lambda))$ let the normal vector of a tangent plane be $(\tilde{S}, T,-1)$, it then follows that

$$
\begin{equation*}
Q_{\lambda}=\tilde{S} X_{\lambda}+T Y_{\lambda} . \tag{3.6}
\end{equation*}
$$

Note that the functions $S$ and $\tilde{S}$ are not necessarily equal as $(R, S,-1)^{\mathrm{T}}$ should be perpendicular to the curve $\left(X_{\lambda}, Y_{\lambda}, P_{\lambda}\right)$ and $(\tilde{S}, T,-1)^{\mathrm{T}}$ should be perpendicular to the curve $\left(X_{\lambda}, Y_{\lambda}, Q_{\lambda}\right)$. As before, an integral surface $z=u(x, y)$ induces a $C_{2}$-strip where we identify $Q, R, S, \tilde{S}$ and $T$ with the values $r, s, t$ via $R=r=u_{x x}(X(\lambda), Y(\lambda)), S=s=u_{x y}(X(\lambda), Y(\lambda)), \tilde{S}=s=u_{y x}(X(\lambda), Y(\lambda))$ and $T=t=u_{y y}(X(\lambda), Y(\lambda))$. We assume $u$ is twice continuously differentiable, and therefore $S=u_{x y}=u_{y x}=\tilde{S}$. Henceforth strip conditions of second order for $u$ become

$$
\begin{align*}
p_{\lambda} & =r X_{\lambda}+s Y_{\lambda}  \tag{3.7a}\\
q_{\lambda} & =s X_{\lambda}+t Y_{\lambda} \tag{3.7b}
\end{align*}
$$

For completeness we give the strip conditions of third order, viz.,

$$
\begin{align*}
& r_{\lambda}=u_{x x x} X_{\lambda}+u_{x x y} Y_{\lambda}=r_{x} X_{\lambda}+r_{y} Y_{\lambda}=r_{x} X_{\lambda}+s_{x} Y_{\lambda,}  \tag{3.8a}\\
& s_{\lambda}=u_{x y x} X_{\lambda}+u_{x y y} Y_{\lambda}=s_{x} X_{\lambda}+s_{y} Y_{\lambda}=s_{x} X_{\lambda}+t_{x} Y_{\lambda}=r_{y} X_{\lambda}+s_{y} Y_{\lambda},  \tag{3.8b}\\
& t_{\lambda}=u_{y y x} X_{\lambda}+u_{y y y} Y_{\lambda}=t_{x} X_{\lambda}+t_{y} Y_{\lambda}=s_{y} X_{\lambda}+t_{y} Y_{\lambda} . \tag{3.8c}
\end{align*}
$$

The process of finding higher-order strips is called extending. To clarify, the curve $C_{0}=\{(X(\lambda), Y(\lambda), U(\lambda)) \mid \lambda \in I\}$ (a strip of zeroth order) is extended to a strip $C_{1}$, given by (3.2). Similarily $C_{1}$ is extended to a strip of second order, given by

$$
\begin{equation*}
C_{2}=\{(X(\lambda), Y(\lambda), U(\lambda), P(\lambda), Q(\lambda), R(\lambda), S(\lambda), \tilde{S}(\lambda), T(\lambda)) \mid \lambda \in I\} . \tag{3.9}
\end{equation*}
$$

We define $C_{2}$ to be an integral strip if there exists a $C_{1}$-strip which can be extended to the $C_{2}$-strip uniquely, solely using the PDE (3.1) and the strip conditions (3.7). In this case $C_{1}$ is called a free strip. If $C_{1}$ is not a free strip, additional requirements should be prescribed in order for $C_{1}$ to be extendable to an integral strip $C_{2}$. In this case we call $C_{1}$ a characteristic strip which implies that not all second-order derivatives of $u$ can be determined uniquely from $C_{1}$, the PDE (3.1) and the strip conditions.

To put into context, let $C_{b}=\{(x(\lambda), y(\lambda)) \mid \lambda \in I\}$ be a base curve, $z=u(x, y)$ be an integral surface of (3.1) and let $C_{0}$ be a corresponding zeroth order strip. Furthermore, we supplement $p=u_{x}$ and $q=u_{y}$ to obtain a first order strip $C_{1}$. If by using the PDE (3.1) and the strip conditions (3.7) we are able to determine $r=u_{x x}, s=u_{x y}$ and $t=u_{y y}$ uniquely, then the strip $C_{2}=\{(x(\lambda), y(\lambda), u(\lambda), p(\lambda), q(\lambda), r(\lambda), s(\lambda), t(\lambda)) \mid \lambda \in I\}$ is an integral strip, and $C_{1}$ is a free strip, otherwise $C_{1}$ is a characteristic strip.

Note that along a free strip, but not along a characteristic strip, the derivatives $u_{x x}, u_{x y}$ and $u_{y y}$ can all be determined along the strip, either by being interior derivatives with respect to $C_{1}$, or by combining the PDE (3.1) with the remaining interior derivatives. To illustrate, given $u, p=u_{x}$ and $q=u_{y}$, on a vertical line segment, i.e., $X_{\lambda}=0$, by differentiation with respect to $y$ one can obtain $u_{x y}$ and $u_{y y}$, and $u_{x x}$ follows from the PDE, as will be shown in Section 3.4.

For completeness, if $C_{1}$ is a characteristic strip, its carrier $C_{0}$ will be called a characteristic curve in $(x, y, z)$-space, and the base curve $C_{b}$, will be called a characteristic base curve. Generally we refer to a characteristic strip, characteristic curve and characteristic base curve simply as 'the characteristic'.

Note that thus far we considered an entire curve/strip to be either free or characteristic. Formally this should be evaluated pointwise, which introduces the notion of a characteristic base point, a characteristic point and a
characteristic element for a 2-, 3- and 5-dimensional point on $C_{b}, C_{0}$ and $C_{1}$, respectively. This distinction is often not necessary due to the fact that every strip, which has one point in common with the integral surface and all its tangent planes equal to that of the integral surface, lies entirely on said surface. To see this consider the strip $\gamma$ parameterized by $\lambda \in I$, given by $\gamma(\lambda)=$ $\left(X(\lambda), Y(\lambda), U(\lambda), u_{x}(\lambda), u_{y}(\lambda)\right)$ with strip condition $U_{\lambda}=u_{x} X_{\lambda}+u_{y} Y_{\lambda}$. Let $\left(x_{0}, y_{0}, u_{0}\right)$ lie on the integral surface $z=u(x, y)$, so $u_{0}=u\left(x_{0}, y_{0}\right)$. Furthermore, let $\gamma$ pass through $\left(x_{0}, y_{0}, u_{0}\right)$, i.e., there exists a $\lambda_{0}$ such that $\left(x_{0}, y_{0}, u_{0}\right)=\left(X\left(\lambda_{0}\right), Y\left(\lambda_{0}\right), U\left(\lambda_{0}\right)\right)$ and $u_{0}=u\left(X_{0}, Y_{0}\right)=u\left(X\left(\lambda_{0}\right), Y\left(\lambda_{0}\right)\right)$. Let $d(\lambda)=U(\lambda)-u(X(\lambda), Y(\lambda))$ be the pointwise signed vertical distance between the integral surface $z=u(x, y)$ and the strip $\gamma$ at the point $(X(\lambda), Y(\lambda), u(X(\lambda), Y(\lambda)))$. If $d \equiv 0$ then clearly $\gamma$ lies on the integral surface $z=u(x, y)$. Obviously it holds that $d\left(\lambda_{0}\right)=0$. Furthermore, the change in the signed distance $d$ for $\lambda \in I$ can be found by

$$
\begin{equation*}
\frac{\mathrm{d} d}{\mathrm{~d} \lambda}=\frac{\mathrm{d} U}{\mathrm{~d} \lambda}-u_{x} \frac{\mathrm{~d} X}{\mathrm{~d} \lambda}-u_{y} \frac{\mathrm{~d} Y}{\mathrm{~d} \lambda}=\frac{\mathrm{d} U}{\mathrm{~d} \lambda}-\left(u_{x} X_{\lambda}+u_{y} Y_{\lambda}\right)=\frac{\mathrm{d} U}{\mathrm{~d} \lambda}-U_{\lambda}=0, \tag{3.10}
\end{equation*}
$$

where we applied the strip condition. Because $\frac{\mathrm{d} d}{\mathrm{~d} \lambda}=0$ for all $\lambda \in I$ and $d\left(\lambda_{0}\right)=0, d \equiv 0$, and hence the strip lies entirely on the integral surface $u$.

### 3.1.2 The characteristic condition

An equivalent definition of a characteristic can be phrased as follows [20, p. 407]: if the differential equation $F=0$ represents an interior differential operator along a strip $C_{1}$, then $C_{1}$ is a characteristic strip. The term interior differential operator here means that along $C_{1}$ the second order differential operator $F$ can be expressed solely in terms of derivatives of $u$ with respect to the parameter describing the base curve of $C_{1}$. Therefore, deriving the evolution of $F$ along characteristics yields systems of ODEs equivalent to $F=0$. These systems of ODEs are in general easier to solve than $F=0$, therefore we derive and discuss the conditions under which a strip $C_{1}$ is a characteristic strip next. These conditions will be called the characteristic conditions. We will impose conditions on $C_{1}$, based on our starting equation (3.1), such that (at least one of the) second- and higher-order derivatives cannot be determined uniquely. We will discuss three different approaches to obtain the characteristic conditions.

### 3.1.2.1 The characteristic condition by the implicit function theorem

Fundamentally, we are looking for conditions on the solvability for the secondorder derivatives $r, s$ and $t$. One way to derive the characteristic condition is to apply the implicit function theorem. To this end, let the $C_{1}$-strip be parameterized by $\lambda$ as before. Define

$$
\mathbf{f}\left(x, y, u, p, q, x_{\lambda}, y_{\lambda}, p_{\lambda}, q_{\lambda} \mid r, s, t\right)=\left(\begin{array}{c}
F(x, y, u, p, q, r, s, t)  \tag{3.11}\\
x_{\lambda} r+y_{\lambda} s-p_{\lambda} \\
x_{\lambda} s+y_{\lambda} t-q_{\lambda}
\end{array}\right)
$$

The components of the vector-valued function $\mathbf{f}$ are formed by our PDE (3.1) and the two strip conditions (3.7) for $p_{\lambda}$ and $q_{\lambda}$. The implicit function theorem [2, p. 731] states that if there exists a $\lambda_{0}$ such that

$$
\begin{align*}
\mathbf{f}\left(x\left(\lambda_{0}\right), y\left(\lambda_{0}\right), u\left(\lambda_{0}\right)\right. & , p\left(\lambda_{0}\right), q\left(\lambda_{0}\right), x_{\lambda}\left(\lambda_{0}\right), y_{\lambda}\left(\lambda_{0}\right) \\
p_{\lambda}\left(\lambda_{0}\right) & \left., q_{\lambda}\left(\lambda_{0}\right) \mid r\left(\lambda_{0}\right), s\left(\lambda_{0}\right), t\left(\lambda_{0}\right)\right)=\mathbf{0} \tag{3.12}
\end{align*}
$$

and the Jacobi matrix

$$
\mathbf{A}:=\frac{\partial \mathbf{f}}{\partial(r, s, t)}=\left(\begin{array}{ccc}
F_{r} & F_{s} & F_{t}  \tag{3.13}\\
x_{\lambda} & y_{\lambda} & 0 \\
0 & x_{\lambda} & y_{\lambda}
\end{array}\right)
$$

is nonsingular, then there is an open set $\Lambda \subset \mathbb{R}$ containing $\lambda_{0}$ and a unique continuously differentiable function $\mathbf{g}: \Lambda \rightarrow \mathbb{R}^{3}$ with $\mathbf{g}\left(\lambda_{0}\right)=\left(r\left(\lambda_{0}\right), s\left(\lambda_{0}\right), t\left(\lambda_{0}\right)\right)^{\mathrm{T}}$ such that

$$
\begin{equation*}
\mathbf{f}\left(x(\lambda), y(\lambda), u(\lambda), p(\lambda), q(\lambda), x_{\lambda}(\lambda), y_{\lambda}(\lambda), p_{\lambda}(\lambda), q_{\lambda}(\lambda) \mid \mathbf{g}(\lambda)\right)=\mathbf{0} \tag{3.14}
\end{equation*}
$$

for all $\lambda \in \Lambda$. If $D:=\operatorname{det}(\mathbf{A}) \neq 0$, then $(r, s, t)$ can be found uniquely along $C_{1}$, i.e., we have a free strip. Alternatively, if $D=0$, then $(r, s, t)$ cannot be determined uniquely, hence we have a characteristic strip. The case $D=0$ is therefore called the characteristic condition and it can be written as

$$
\begin{equation*}
D=F_{r} y_{\lambda}^{2}-F_{s} x_{\lambda} y_{\lambda}+F_{t} x_{\lambda}^{2}=0 \tag{3.15}
\end{equation*}
$$

### 3.1.2.2 The characteristic condition by a coordinate transformation

The characteristic condition can also be derived by means of a coordinate transformation [20, p. 419]. This can be achieved with the following equivalent definition of a characteristic. If the differential equation $F=0$ represents an interior differential operator along a strip $C_{1}$, then $C_{1}$ is a characteristic strip.

The term interior differential operator here means that along $C_{1}$ the secondorder differential operator $F$ can be expressed solely in terms of derivatives of $u$ with respect to the parameter describing the base curve of $C_{1}$.

Let $C_{1}$ be the strip of interest with corresponding base curve $C_{b}$ as shown in Figure 3.3. We introduce the coordinate transformation

$$
\begin{equation*}
(x, y) \rightarrow(\phi(x, y), \lambda(x, y)) \tag{3.16}
\end{equation*}
$$

where $\lambda$ is the parameter along the curve $C_{b}$ and $\phi$ leads away from $C_{b}$. Recall


Figure 3.3: Schematic representation of a curve $C_{0}$, with its base curve $C_{b}$ and the accompanying parameters along and perpendicular to the curves.
that we require $C_{b}$ to be a regular curve, i.e., $x_{\lambda}^{2}+y_{\lambda}^{2} \neq 0$. Adopting the new coordinates, the derivatives of $u$ are:

$$
\begin{align*}
u_{x} & =u_{\phi} \phi_{x}+u_{\lambda} \lambda_{x}  \tag{3.17a}\\
u_{y} & =u_{\phi} \phi_{y}+u_{\lambda} \lambda_{y}  \tag{3.17b}\\
u_{x x} & =u_{\phi \phi}\left(\phi_{x}\right)^{2}+2 u_{\phi \lambda} \phi_{x} \lambda_{x}+u_{\lambda \lambda}\left(\lambda_{x}\right)^{2}+u_{\phi} \phi_{x x}+u_{\lambda} \lambda_{x x}  \tag{3.17c}\\
u_{x y} & =u_{\phi \phi} \phi_{x} \phi_{y}+u_{\phi \lambda}\left(\phi_{x} \lambda_{y}+\phi_{y} \lambda_{x}\right)+u_{\lambda \lambda} \lambda_{x} \lambda_{y}+u_{\phi} \phi_{x y}+u_{\lambda} \lambda_{x y}  \tag{3.17d}\\
u_{y y} & =u_{\phi \phi}\left(\phi_{y}\right)^{2}+2 u_{\phi \lambda} \phi_{y} \lambda_{y}+u_{\lambda \lambda}\left(\lambda_{y}\right)^{2}+u_{\phi} \phi_{y y}+u_{\lambda} \lambda_{y y} \tag{3.17e}
\end{align*}
$$

Using these relations, one can construct a function $G$ such that

$$
\begin{equation*}
F\left(x, y, u, u_{x}, u_{y}, u_{x x}, u_{x y}, u_{y y}\right)=G\left(\phi, \lambda, u, u_{\phi}, u_{\lambda}, u_{\phi \phi}, u_{\phi \lambda}, u_{\lambda \lambda}\right)=0 \tag{3.18}
\end{equation*}
$$

Recall that a $C_{1}$-strip is a characteristic if not all higher order derivatives can be determined uniquely along the strip. As $p$ and $q$ are known on a $C_{1-}$ strip, both $u_{\phi}$ and $u_{\lambda}$ can be obtained provided the Jacobian of the coordinate
transformation (3.16) $\phi_{x} \lambda_{y}-\phi_{y} \lambda_{x} \neq 0$. Because $\lambda$ is the parameter along the strip, $\left(u_{\phi}\right)_{\lambda}$ and $\left(u_{\lambda}\right)_{\lambda}$ can naturally be found by differentiating along the strip. Therefore, for $C_{1}$ to be characteristic, $u_{\phi \phi}$ should be undetermined. If $G_{u_{\phi \phi}}=0$ then $u_{\phi \phi}$ cannot be determined from $G=0$. Hence differentiating (3.18) and applying (3.17c)-(3.17e) we find

$$
\begin{align*}
G_{u_{\phi \phi}}\left(\phi, \lambda, u, u_{\phi}, u_{\lambda}, u_{\phi \phi}, u_{\phi \lambda}, u_{\lambda \lambda}\right) & =F_{u_{x x}} \frac{\partial u_{x x}}{\partial u_{\phi \phi}}+F_{u_{x y}} \frac{\partial u_{x y}}{\partial u_{\phi \phi}}+F_{u_{y y}} \frac{\partial u_{y y}}{\partial u_{\phi \phi}} \\
& =F_{r} \phi_{x}^{2}+F_{s} \phi_{x} \phi_{y}+F_{t} \phi_{y}^{2} \\
& =0 \tag{3.19}
\end{align*}
$$

which is the characteristic condition. Assuming $\phi_{y} \neq 0$, this can further be rewritten as

$$
\begin{equation*}
F_{r}\left(\frac{\phi_{x}}{\phi_{y}}\right)^{2}+F_{s} \frac{\phi_{x}}{\phi_{y}}+F_{t}=0 \tag{3.20}
\end{equation*}
$$

To see that this is equivalent to (3.15) consider the following: $\phi$ is constant along $C_{b}$, therefore for fixed $x, y$ it should not depend on $\lambda$, i.e.,

$$
\begin{equation*}
\phi_{\lambda}=\phi_{x} x_{\lambda}+\phi_{y} y_{\lambda}=0 \tag{3.21}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\frac{\phi_{x}}{\phi_{y}}=-\frac{y_{\lambda}}{x_{\lambda}} \tag{3.22}
\end{equation*}
$$

Substituting this in (3.20) yields the previously found characteristic condition (3.15).

### 3.1.2.3 The characteristic condition for second-order strips

In the previous sections we established relations such that $C_{1}$ is uniquely defined, while $C_{2}$-strips are not. Although the characteristic condition $D=0$ is fundamental, it yields no practical means to determine the evolution of the solution along a $C_{1}$-strip. In this section we show that the characteristic condition obtained also holds for second-order strips, which does provide insights on how to determine the evolution of a $C_{1}$-strip. This evolution will be further discussed in Section 3.1.3 and Section 3.1.4.

Not all second-order derivatives can be determined along a characteristic $C_{1}$-strip. Likewise, not all third-order derivatives can be determined uniquely either. To determine relations for the derivatives of $r, s, t$ we apply
strip conditions (3.8), together with additional relations, which are found by differentiating the PDE (3.1) with respect to $x$ and $y$, viz.,

$$
\begin{align*}
& \frac{\mathrm{d} F}{\mathrm{~d} x}=F_{x}+F_{u} p+F_{p} r+F_{q} s+F_{r} r_{x}+F_{s} s_{x}+F_{t} t_{x}=0,  \tag{3.23a}\\
& \frac{\mathrm{~d} F}{\mathrm{~d} y}=F_{y}+F_{u} q+F_{p} s+F_{q} t+F_{r} r_{y}+F_{s} s_{y}+F_{t} t_{y}=0 . \tag{3.23b}
\end{align*}
$$

Combining these with strip conditions (3.8) with $X(\lambda)=x(\lambda)$ etc., yields two systems of equations

$$
\mathbf{A}\left(\begin{array}{l}
r_{x}  \tag{3.24}\\
s_{x} \\
t_{x}
\end{array}\right)=\left(\begin{array}{c}
-F^{x} \\
r_{\lambda} \\
s_{\lambda}
\end{array}\right), \quad \mathbf{A}\left(\begin{array}{c}
r_{y} \\
s_{y} \\
t_{y}
\end{array}\right)=\left(\begin{array}{c}
-F^{y} \\
s_{\lambda} \\
t_{\lambda}
\end{array}\right),
$$

where the equations are formed by collecting the $x$ - and $y$-derivatives, respectively, and where

$$
\begin{align*}
& F^{x}:=F_{x}+F_{u} p+F_{p} r+F_{q} s,  \tag{3.25a}\\
& F^{y}:=F_{y}+F_{u} q+F_{p} s+F_{q} t, \tag{3.25b}
\end{align*}
$$

and $\mathbf{A}$ is given by (3.13). Because $F$ becomes an interior operator along a characteristic strip, $r_{\lambda}, s_{\lambda}$ and $t_{\lambda}$ can be determined along a $C_{2}$-strip while not all of $r_{x}, s_{x}, t_{x}, r_{y}, s_{y}$ and $t_{y}$ can. Therefore A should be singular. Hence we obtain once more the characteristic condition (3.15).

### 3.1.3 Compatibility conditions

Because $D=\operatorname{det}(\mathbf{A})=0$, the systems in (3.24) may not have solutions. In this section we will derive compatibility conditions such that solutions do exist. Consider the rank of $\mathbf{A}$. The rank of a matrix equals the order of the largest non-vanishing minor, which is known as the determinantal rank. The matrix A has 9 minors of order 2, the minors formed by the lower right and lower left $2 \times 2$ submatrices are

$$
M_{1,1}=\left|\begin{array}{cc}
y_{\lambda} & 0  \tag{3.26}\\
x_{\lambda} & y_{\lambda}
\end{array}\right|=y_{\lambda}^{2}, \quad M_{1,3}=\left|\begin{array}{cc}
x_{\lambda} & y_{\lambda} \\
0 & x_{\lambda}
\end{array}\right|=x_{\lambda}^{2},
$$

where $M_{i j}$ denotes the minor formed by deleting the $i$ th row and $j$ th column. Because $x_{\lambda}^{2}+y_{\lambda}^{2} \neq 0, M_{1,1}$ and $M_{1,3}$ cannot be 0 simultaneously, hence $D=0$ implies $\operatorname{rank}(\mathbf{A})=2$. From (3.24) we conclude that solutions $\left(r_{x}, s_{x}, t_{x}\right)^{\mathrm{T}}$ and $\left(r_{y}, s_{y}, t_{y}\right)^{\mathrm{T}}$ do not always exist if $\mathbf{A}$ is singular. Therefore we require the leftand right-hand sides of (3.24) to be compatible, i.e., the vectors $\left(-F^{x}, r_{\lambda}, s_{\lambda}\right)^{T}$
and $\left(-F^{y}, s_{\lambda}, t_{\lambda}\right)^{\mathrm{T}}$ should be in the column-space of any two columns of $\mathbf{A}$. Hence the matrix of any two column vectors of $\mathbf{A}$ with either $\left(-F^{x}, r_{\lambda}, s_{\lambda}\right)^{\mathrm{T}}$ or $\left(-F^{y}, s_{\lambda}, t_{\lambda}\right)^{\mathrm{T}}$ should be singular. To this end we introduce the matrices

$$
\begin{align*}
\mathbf{A}^{x} & =\left(\begin{array}{ccc|c}
F_{r} & F_{s} & F_{t} & -F^{x} \\
x_{\lambda} & y_{\lambda} & 0 & r_{\lambda} \\
0 & x_{\lambda} & y_{\lambda} & s_{\lambda}
\end{array}\right),  \tag{3.27a}\\
\mathbf{A}^{y} & =\left(\begin{array}{ccc|c}
F_{r} & F_{s} & F_{t} & -F^{y} \\
x_{\lambda} & y_{\lambda} & 0 & s_{\lambda} \\
0 & x_{\lambda} & y_{\lambda} & t_{\lambda}
\end{array}\right) . \tag{3.27b}
\end{align*}
$$

Let $D_{k l m}^{x}$ denote the determinant formed by selecting the columns $k, l$ and $m$ of $\mathbf{A}^{x}$ and similarly, we introduce $D_{k l m}^{y}$. We find by including the first, third and fourth column

$$
\begin{align*}
& D_{134}^{x}=\left|\begin{array}{ccc}
F_{r} & F_{t} & -F^{x} \\
x_{\lambda} & 0 & r_{\lambda} \\
0 & y_{\lambda} & s_{\lambda}
\end{array}\right|=-\left(F^{x} x_{\lambda} y_{\lambda}+F_{r} y_{\lambda} r_{\lambda}+F_{t} x_{\lambda} s_{\lambda}\right),  \tag{3.28a}\\
& D_{134}^{y}=\left|\begin{array}{ccc}
F_{r} & F_{t} & -F^{y} \\
x_{\lambda} & 0 & s_{\lambda} \\
0 & y_{\lambda} & t_{\lambda}
\end{array}\right|=-\left(F^{y} x_{\lambda} y_{\lambda}+F_{r} y_{\lambda} s_{\lambda}+F_{t} x_{\lambda} t_{\lambda}\right), \tag{3.28b}
\end{align*}
$$

which both should equal zero due to $\mathbf{A}$ being singular. Trivially, since $D=0$ similar calculations yield $D_{124}^{x}=D_{134}^{x} x_{\lambda} / y_{\lambda}, D_{234}^{x}=D_{134}^{x} y_{\lambda} / x_{\lambda}, D_{124}^{y}=$ $D_{134}^{y} x_{\lambda} / y_{\lambda}, D_{234}^{y}=D_{134}^{y} y_{\lambda} / x_{\lambda}$ for $x_{\lambda}, y_{\lambda} \neq 0$.

Condition (3.15) turns out to be enough to determine the evolution of $x, y, u, p$ and $q$ along the characteristics. Conditions (3.28) are needed for the evolutions of other variables which are introduced in the next section.

### 3.1.4 Evolution along the characteristics

To derive the evolution of the solution along the characteristics we rewrite (3.15) as a second-order polynomial equation, viz.

$$
\begin{equation*}
D(\mu)=F_{r} \mu^{2}-F_{s} \mu+F_{t}=0, \tag{3.29}
\end{equation*}
$$

where we introduced $\mu=y_{\lambda} / x_{\lambda}$ assuming $x_{\lambda} \neq 0$. In case $x_{\lambda}=0$, we can use $\tilde{\mu}=x_{\lambda} / y_{\lambda}$ instead. Solving (3.29) for $\mu$ yields two roots $a$ and $b$, viz.

$$
\begin{equation*}
a=\frac{F_{s}+\sqrt{\Delta}}{2 F_{r}}, \quad b=\frac{F_{s}-\sqrt{\Delta}}{2 F_{r}}, \tag{3.30}
\end{equation*}
$$

where $\Delta=F_{s}^{2}-4 F_{r} F_{t}$ is the discriminant. The discriminant allows us to classify the differential operator $F$. If at a point $\mathbf{x}_{0}=\left(x_{0}, y_{0}\right) \in \Omega$ the discriminant $\Delta\left(\mathbf{x}_{0}\right)>0$, then the PDE (3.1) is hyperbolic in that point [20, p. 420]. Naturally there exists a (small) neighborhood of $\mathbf{x}_{0}$ for which the PDE is hyperbolic. Similarly we call the PDE parabolic in $\mathbf{x}_{0}$ if $\Delta\left(\mathbf{x}_{0}\right)=0$ and elliptic if $\Delta\left(\mathbf{x}_{0}\right)<0$. If for all $\mathbf{x}_{0} \in \Omega$ we have $\Delta\left(\mathbf{x}_{0}\right)>0$, then $F$ is called hyperbolic, or hyperbolic in the entire domain.

In the following we restrict ourselves to the hyperbolic case. By definition, we have two separate families of characteristic curves defined by $a(x(\lambda), y(\lambda)) x_{\lambda}=y_{\lambda}$ and $b(x(\lambda), y(\lambda)) x_{\lambda}=y_{\lambda}$, respectively, passing through the point $(x(\lambda), y(\lambda))$.

In the above discussion we restricted ourselves to the case $x_{\lambda} \neq 0$. For completeness, an equivalent formulation of the method is outlined below where $x_{\lambda}=0$ may occur but $y_{\lambda} \neq 0$ is required. We first introduce $\tilde{\mu}=x_{\lambda} / y_{\lambda}$ and write (3.15) as

$$
\begin{equation*}
D(\tilde{\mu})=F_{r}-F_{s} \tilde{\mu}+F_{t} \tilde{\mu}^{2}=0 \tag{3.31}
\end{equation*}
$$

with roots

$$
\begin{equation*}
\tilde{a}=\frac{F_{s}+\sqrt{\Delta}}{2 F_{t}}, \quad \tilde{b}=\frac{F_{s}-\sqrt{\Delta}}{2 F_{t}} \tag{3.32}
\end{equation*}
$$

with $\Delta$ as before. The classification of the PDE, as would be expected, does not change. For simplicity of notation we assume $F_{r} \neq 0$ and only use (3.30), i.e., we continue with the roots $a, b$ in the remaining of the chapter.

We can express $F_{r}, F_{s}$ and $F_{t}$ in terms of $a, b$ and $\Delta$ using (3.30) as

$$
\begin{equation*}
F_{t}=\frac{a b}{a-b} \sqrt{\Delta}, \quad F_{s}=\frac{a+b}{a-b} \sqrt{\Delta}, \quad F_{r}=\frac{1}{a-b} \sqrt{\Delta} \tag{3.33}
\end{equation*}
$$

Alternatively, we can express $a$ and $b$ in terms of $F_{r}, F_{s}$ and $F_{t}$ as

$$
\begin{equation*}
a+b=\frac{F_{s}}{F_{r}}, \quad a b=\frac{F_{t}}{F_{r}} . \tag{3.34}
\end{equation*}
$$

Using the definition of $\mu$ we find $y_{\lambda} / x_{\lambda}=a$ or $y_{\lambda} / x_{\lambda}=b$, implying we have two distinct families of characteristics, one induced by $a$, and the other induced by $b$. To distinguish the characteristics, we write $x=x(\alpha), y=y(\alpha)$ and $x=x(\beta), y=y(\beta)$ for the characteristic induced by $a$ and $b$, respectively. Henceforth $\alpha$ and $\beta$ effectively take over the role of $\lambda$. As such, instead of $x_{\lambda}$ we write $\frac{\mathrm{d} x}{\mathrm{~d} \alpha}=x_{\alpha}$ for the derivative of $x$ with respect to $\alpha$, and similarly for the other variables and for differentiation with respect to $\beta$.

The matrix A, given in (3.13) actually represents two distinct matrices, $\mathbf{A}^{\alpha}$ and $\mathbf{A}^{\beta}$, because the derivatives w.r.t. $\lambda$ can be associated with both $\alpha$ and $\beta$. Because further derivations for either characteristic is done analogously for the other, we will only treat the characteristic induced by $a$, the $\alpha$-characteristic, and postulate the results for the $\beta$-characteristic. Note that for fixed $\left(x_{0}, y_{0}\right) \in \Omega$, two characteristics pass through $\left(x_{0}, y_{0}\right)$, i.e., both the $\alpha$ and $\beta$-characteristic. Because the matrix $\mathbf{A}^{\alpha}$ has rank 2, the rows are linearly dependent and therefore $\kappa_{1}^{\alpha}$ and $\kappa_{2}^{\alpha}$ exist such that

$$
\left(\begin{array}{l}
F_{r}  \tag{3.35}\\
F_{s} \\
F_{t}
\end{array}\right)=\kappa_{1}^{\alpha}\left(\begin{array}{c}
x_{\alpha} \\
y_{\alpha} \\
0
\end{array}\right)+\kappa_{2}^{\alpha}\left(\begin{array}{c}
0 \\
x_{\alpha} \\
y_{\alpha}
\end{array}\right) .
$$

The first row gives $x_{\alpha}=F_{r} / \kappa_{1}^{\alpha}$. By definition we have $y_{\alpha}=a x_{\alpha}$ and hence $y_{\alpha}=a F_{r} / \kappa_{1}^{\alpha}$. The third row then yields $\kappa_{2}^{\alpha}=F_{t} / y_{\alpha}=\kappa_{1}^{\alpha} F_{t} /\left(a F_{r}\right)$ which yields $\kappa_{2}^{\alpha}=b \kappa_{1}^{\alpha}$ by (3.34). For the sake of brevity we write $\kappa^{\alpha}=\kappa_{1}^{\alpha}$. Then (3.35) reduces to

$$
\begin{align*}
& F_{r}=\kappa^{\alpha} x_{\alpha}  \tag{3.36a}\\
& F_{s}=\kappa^{\alpha} y_{\alpha}+b \kappa^{\alpha} x_{\alpha}  \tag{3.36b}\\
& F_{t}=b \kappa^{\alpha} y_{\alpha} . \tag{3.36c}
\end{align*}
$$

The evolution of $x, y, u, p$ and $q$ along the characteristics can be determined from (3.36), the strip conditions (3.4) and (3.7), respectively, giving

$$
\begin{align*}
& x_{\alpha}=\frac{F_{r}}{\kappa^{\alpha}},  \tag{3.37a}\\
& y_{\alpha}=a \frac{F_{r}}{\kappa^{\alpha^{\prime}}},  \tag{3.37b}\\
& u_{\alpha}=(p+a q) \frac{F_{r}}{\kappa^{\alpha}},  \tag{3.37c}\\
& p_{\alpha}=(r+a s) \frac{F_{r}}{\kappa^{\alpha}},  \tag{3.37d}\\
& q_{\alpha}=(s+a t) \frac{F_{r}}{\kappa^{\alpha}}, \tag{3.37e}
\end{align*}
$$

where the choice of $\kappa^{\alpha}$ determines the parametric scaling of the base curve. The evolution of $r, s$ and $t$ can be obtained using the compatibility conditions (3.28). To that purpose we rewrite (3.28) as the underdetermined linear system

$$
\left(\begin{array}{ccc}
F_{r} y_{\alpha} & F_{t} x_{\alpha} & 0  \tag{3.38}\\
0 & F_{r} y_{\alpha} & F_{t} x_{\alpha}
\end{array}\right)\left(\begin{array}{c}
r_{\alpha} \\
s_{\alpha} \\
t_{\alpha}
\end{array}\right)=-x_{\alpha} y_{\alpha}\binom{F^{x}}{F^{y}} .
$$

By the rank-nullity theorem [53, p. 175] the general solution of (3.38) reads

$$
\left(\begin{array}{c}
r_{\alpha}  \tag{3.39}\\
s_{\alpha} \\
t_{\alpha}
\end{array}\right)=-\left(\begin{array}{c}
\frac{F^{x} x_{\alpha}}{F_{r}} \\
0 \\
\frac{F^{y} y_{\alpha}}{F_{t}}
\end{array}\right)+\theta^{\alpha}\left(\begin{array}{c}
\frac{F_{t} x_{\alpha}}{F_{r} y_{\alpha}} \\
-1 \\
\frac{F_{r} y_{\alpha}}{F_{t} x_{\alpha}}
\end{array}\right)
$$

where the first term is the particular solution with $s_{\alpha}=0$ and the second term is an element of the null space of the matrix for arbitrary $\theta^{\alpha}$. Rewriting this, using (3.36), yields

$$
\left(\begin{array}{c}
r_{\alpha}  \tag{3.40}\\
s_{\alpha} \\
t_{\alpha}
\end{array}\right)=-\frac{1}{\kappa^{\alpha}}\left(\begin{array}{c}
F^{x} \\
0 \\
\frac{F^{y}}{b}
\end{array}\right)+\theta^{\alpha}\left(\begin{array}{c}
b \\
-1 \\
\frac{1}{b}
\end{array}\right)
$$

Because the ODE system (3.37) depends on $a$ and $b$, what remains is to determine the evolution of $a$ and $b$ along the characteristics. These are straightforwardly calculated by taking the derivative of (3.30) w.r.t. $\alpha$. At this point we do not further evaluate $a_{\alpha}$ or $b_{\alpha}$ as it yields no meaningful insight. Treating the $\beta$-characteristic analogously to the $\alpha$-characteristic, we similarly obtain $\kappa^{\beta}$ and $\theta^{\beta}$, and the ODE systems read

$$
\begin{align*}
& x_{\alpha}=\frac{F_{r}}{\mathcal{K}^{\alpha}}, \quad x_{\beta}=\frac{F_{r}}{\mathcal{K}^{\beta}}, \\
& y_{\alpha}=a \frac{F_{r}}{\kappa^{\alpha}}, \quad y_{\beta}=b \frac{F_{r}}{\kappa^{\beta}}, \\
& u_{\alpha}=(p+a q) \frac{F_{r}}{\kappa^{\alpha}}, \quad \quad u_{\beta}=(p+b q) \frac{F_{r}}{\kappa^{\beta}}, \\
& p_{\alpha}=(r+a s) \frac{F_{r}}{\kappa^{\alpha}}, \quad \quad p_{\beta}=(r+b s) \frac{F_{r}}{\kappa^{\beta}}, \\
& q_{\alpha}=(s+a t) \frac{F_{r}}{\mathcal{K}^{\alpha}}, \quad \quad q_{\beta}=(s+b t) \frac{F_{r}}{\kappa^{\beta}}, \\
& r_{\alpha}=\theta^{\alpha} b-\frac{1}{\kappa^{\alpha}} F^{x}, \quad r_{\beta}=\theta^{\beta} a-\frac{1}{\kappa^{\beta}} F^{x},  \tag{3.41}\\
& s_{\alpha}=-\theta^{\alpha}, \quad s_{\beta}=-\theta^{\beta}, \\
& t_{\alpha}=\frac{1}{b}\left(\theta^{\alpha}-\frac{1}{\kappa^{\alpha}} F^{y}\right), \quad t_{\beta}=\frac{1}{a}\left(\theta^{\beta}-\frac{1}{\kappa^{\beta}} F^{y}\right), \\
& a_{\alpha}=\left(\frac{F_{s}+\sqrt{\Delta}}{2 F_{r}}\right)_{\alpha}, \quad a_{\beta}=\left(\frac{F_{s}+\sqrt{\Delta}}{2 F_{r}}\right)_{\beta}, \\
& b_{\alpha}=\left(\frac{F_{s}-\sqrt{\Delta}}{2 F_{r}}\right)_{\alpha}, \quad b_{\beta}=\left(\frac{F_{s}-\sqrt{\Delta}}{2 F_{r}}\right)_{\beta} .
\end{align*}
$$

Note the coupling between the two ODE systems, for example the evolution of $r_{\alpha}$ depends on $b$, which forms the direction of the other characteristic via $b x_{\beta}=y_{\beta}$. Also note that the variables $\theta^{\alpha}$ and $\theta^{\beta}$ cannot be determined, else the evolution of $r, s$ and $t$ would be determined, violating the definition of a characteristic.

### 3.2 MOC for the general hyperbolic Monge-Ampère equation

Consider the general Monge-Ampère equation

$$
\begin{equation*}
F(x, y, u, p, q, r, s, t)=\left(r t-s^{2}\right)+A_{1} r+A_{2} s+A_{3} t+A_{4}=0, \tag{3.42}
\end{equation*}
$$

where $u=u(x, y), p=u_{x}, q=u_{y}, r=u_{x x}, s=u_{x y}, t=u_{y y}$ and $A_{i}=$ $A_{i}(x, y, u, p, q)$ for $i=1, \ldots, 4$. We apply the method of characteristics to (3.42), which is a special case of the problem considered in the previous section. We start by calculating the discriminant of the characteristic condition, viz.

$$
\begin{align*}
\Delta & =F_{s}^{2}-4 F_{r} F_{t} \\
& =\left(-2 s+A_{2}\right)^{2}-4\left(t+A_{1}\right)\left(r+A_{3}\right) \\
& =4 s^{2}-4 A_{2} s+A_{2}^{2}-4 r t-4 A_{3} t-4 A_{1} r-4 A_{1} A_{3} \\
& =4\left(\left(s^{2}-r t\right)-A_{1} r-A_{2} s-A_{3} t\right)-4 A_{1} A_{3}+A_{2}^{2}  \tag{3.43a}\\
& =4 A_{4}+A_{2}^{2}-4 A_{1} A_{3} \\
& =4 A_{4}+\Delta_{\tilde{F}}, \\
\Delta_{\tilde{F}} & =\tilde{F}_{s}^{2}-4 \tilde{F}_{r} \tilde{F}_{t}, \tag{3.43b}
\end{align*}
$$

where we introduced $\tilde{F}=A_{1} r+A_{2} s+A_{3} t$, which is the quasi-linear part of the general Monge-Ampère equation. It follows that the Monge-Ampère equation (3.42) is hyperbolic if $\Delta>0$. Because $A_{i}(x, y, u, p, q)$ may depend on the solution itself, the condition may in general not be checked a priori.

For the above case, classification of the Monge-Ampère equation (3.42) based on $\Delta$, is equivalent to the classification by linearization introduced in Section 2.1 given by (2.9) and (2.5).

Using (3.30), we find the roots of the characteristic condition to be

$$
\begin{align*}
a, b & =\frac{B_{1} \pm \sqrt{\Delta}}{B_{2}},  \tag{3.44a}\\
B_{1} & =-2 s+A_{2}=F_{s},  \tag{3.44b}\\
B_{2} & =2\left(t+A_{1}\right)=2 F_{r} . \tag{3.44c}
\end{align*}
$$

Note that $B_{2}=0$ can occur, and when it does, one should consider $\tilde{a}$ and $\tilde{b}$ instead of $a$ and $b$, given by (3.32). The derivations are similar, henceforth we will not explicitly treat this case for brevity. In the following we will calculate the evolution of each of the relevant variables along the characteristics. To do so we use (3.41) and we make use of the sum, chain and product rule along characteristics, e.g.,

$$
\begin{align*}
(A+B)_{\alpha} & =A_{\alpha}+B_{\alpha}  \tag{3.45a}\\
(A B)_{\alpha} & =A_{\alpha} B+A B_{\alpha}  \tag{3.45b}\\
(\phi(A))_{\alpha} & =\phi^{\prime}(A) A_{\alpha} \tag{3.45c}
\end{align*}
$$

for the $\alpha$-characteristic (and similar for the $\beta$-characteristic) for general functions $\phi: \mathbb{R} \rightarrow \mathbb{R}$ and $A, B:\left(g_{1}, g_{2}, \ldots, g_{n}\right) \mapsto \mathbb{R}$ with $g_{i}=g_{i}(x, y)$ and $i=1, \ldots, n$, for $n \in \mathbb{N}$ and $n>0$. Before we can efficiently elaborate on the evolutions, we will require a few auxiliary relations between the second derivatives of $u$ and $a, b$. By applying (3.33) to (3.42) we find

$$
\begin{equation*}
r=\frac{a b \sqrt{\Delta}}{a-b}-A_{3}, \quad s=-\frac{(a+b) \sqrt{\Delta}}{2(a-b)}+\frac{A_{2}}{2}, \quad t=\frac{\sqrt{\Delta}}{a-b}-A_{1}, \tag{3.46}
\end{equation*}
$$

which by (3.44b) and (3.44c) imply

$$
\begin{align*}
& B_{1}=\frac{(a+b) \sqrt{\Delta}}{a-b},  \tag{3.47a}\\
& B_{2}=\frac{2 \sqrt{\Delta}}{a-b} . \tag{3.47b}
\end{align*}
$$

Starting with the evolution of $u$, given by (3.41);

$$
\begin{equation*}
u_{\alpha}=(p+a q) \frac{F_{r}}{\kappa^{\alpha}}, \quad u_{\beta}=(p+b q) \frac{F_{r}}{\kappa^{\beta}}, \tag{3.48}
\end{equation*}
$$

we find using (3.44c) that

$$
\begin{equation*}
u_{\alpha}=(p+a q) \frac{B_{2}}{2 \kappa^{\alpha}}, \quad u_{\beta}=(p+b q) \frac{B_{2}}{2 \kappa^{\beta}} . \tag{3.49}
\end{equation*}
$$

The above expressions cannot be simplified further. Using (3.46) and (3.44c),
we find for the the evolution of $p$, given by (3.41), that

$$
\begin{align*}
p_{\alpha} & =(r+a s) \frac{F_{r}}{\kappa^{\alpha}} \\
& =\left(\frac{a b \sqrt{\Delta}}{a-b}-A_{3}-\frac{a(a+b) \sqrt{\Delta}}{2(a-b)}+a \frac{A_{2}}{2}\right) \frac{B_{2}}{2 \kappa^{\alpha}}  \tag{3.50a}\\
& =\left(\frac{a(b-a) \sqrt{\Delta}}{2(a-b)}+\frac{a A_{2}-2 A_{3}}{2}\right) \frac{B_{2}}{2 \kappa^{\alpha}} \\
& =\left(\frac{a}{2}\left(A_{2}-\sqrt{\Delta}\right)-A_{3}\right) \frac{B_{2}}{2 \kappa^{\alpha}}
\end{align*}
$$

and

$$
\begin{align*}
p_{\beta} & =(r+b s) \frac{F_{r}}{\kappa^{\beta}} \\
& =\left(\frac{a b \sqrt{\Delta}}{a-b}-A_{3}-\frac{b(a+b) \sqrt{\Delta}}{2(a-b)}+b \frac{A_{2}}{2}\right) \frac{B_{2}}{2 \kappa^{\beta}} \\
& =\left(\frac{b(a-b) \sqrt{\Delta}}{2(a-b)}+\frac{b A_{2}-2 A_{3}}{2}\right) \frac{B_{2}}{2 \kappa^{\beta}}  \tag{3.50b}\\
& =\left(\frac{b}{2}\left(A_{2}+\sqrt{\Delta}\right)-A_{3}\right) \frac{B_{2}}{2 \kappa^{\beta}} .
\end{align*}
$$

Similarily for the evolution of $q$ we obtain

$$
\begin{align*}
q_{\alpha} & =(s+a t) \frac{F_{r}}{\kappa^{\alpha}} \\
& =\left(-\frac{(a+b) \sqrt{\Delta}}{2(a-b)}+\frac{A_{2}}{2}+\frac{a \sqrt{\Delta}}{a-b}-a A_{1}\right) \frac{B_{2}}{2 \kappa^{\alpha}} \\
& =\left(\frac{(a-b) \sqrt{\Delta}}{2(a-b)}+\frac{A_{2}-2 a A_{1}}{2}\right) \frac{B_{2}}{2 \kappa^{\alpha}}  \tag{3.51a}\\
& =\left(\frac{1}{2}\left(A_{2}+\sqrt{\Delta}\right)-a A_{1}\right) \frac{B_{2}}{2 \kappa^{\alpha}}
\end{align*}
$$

and

$$
\begin{align*}
q_{\beta} & =(s+b t) \frac{F_{r}}{\kappa^{\beta}} \\
& =\left(-\frac{(a+b) \sqrt{\Delta}}{2(a-b)}+\frac{A_{2}}{2}+\frac{b \sqrt{\Delta}}{a-b}-b A_{1}\right) \frac{B_{2}}{2 \kappa^{\beta}} \\
& =\left(\frac{(b-a) \sqrt{\Delta}}{2(a-b)}+\frac{A_{2}-2 b A_{1}}{2}\right) \frac{B_{2}}{2 \kappa^{\beta}}  \tag{3.51b}\\
& =\left(\frac{1}{2}\left(A_{2}-\sqrt{\Delta}\right)-b A_{1}\right) \frac{B_{2}}{2 \kappa^{\beta}} .
\end{align*}
$$

Because not all of the second derivatives of $u$ can be determined along the characteristics, we cannot find the evolutions of $r, s$ and $t$. This is also represented in equations (3.41) by the factors $\theta^{\alpha}$ and $\theta^{\beta}$, which cannot be determined. For the evolution of $a$ and $b$ we will make use of the evolution of $r, s$ and $t$ by using (3.41) such that the undetermined factors $\theta^{\alpha}$ and $\theta^{\beta}$ cancel out. Furthermore, because the evolutions of $r, s$ and $t$ are undetermined, we aim to get rid of $r, s$ and $t$ in the expressions for the evolution of $a$ and $b$. In Section 3.3 we show that $a_{\beta}$ can be determined for the standard Monge-Ampère equation, see equations (3.70) and the surrounding discussion, but $a_{\alpha}$ can not. Because the general Monge-Ampère equation can be reduced to the standard MongeAmpère equation by choosing the coefficients $A_{i}$ accordingly, we know that only $a_{\beta}$ can be determined for the general Monge-Ampère equation. Here we therefore present an expression for $a_{\beta}$ and not for $a_{\alpha}$. Using (3.44a), we henceforth obtain

$$
\begin{align*}
a_{\beta} & =\frac{B_{1, \beta}+(\sqrt{\Delta})_{\beta}}{B_{2}}-\frac{B_{1}+\sqrt{\Delta}}{B_{2}} \cdot \frac{B_{2, \beta}}{B_{2}} \\
& =\frac{B_{1, \beta}+(\sqrt{\Delta})_{\beta}-a B_{2, \beta}}{B_{2}} . \tag{3.52}
\end{align*}
$$

We simplify the expression for $a_{\beta}$ using the definitions (3.44b), (3.44c) and (3.41), viz.

$$
\begin{align*}
B_{1, \beta}-a B_{2, \beta} & =-2 s_{\beta}+A_{2, \beta}-2 a\left(t_{\beta}+A_{1, \beta}\right) \\
& =A_{2, \beta}-2 a A_{1, \beta}-2\left(s_{\beta}+a t_{\beta}\right)  \tag{3.53}\\
& =A_{2, \beta}-2 a A_{1, \beta}+\frac{2}{\kappa^{\beta}} F^{y},
\end{align*}
$$

where $F^{y}$ is defined by (3.25b) and a comma separated subscript implies differentiation w.r.t. the second argument, e.g. $A_{1, \beta}$ is the derivative of $A_{1}$ w.r.t.
$\beta$. Note, if one had chosen to derive the evolution along the characteristics according to $\tilde{a}, \tilde{b}$ instead of $a, b$, the term $F^{x}$ would have appeared instead of $F^{y}$, and $A_{3}$ instead of $A_{1}$. For the expression for $a_{\beta}$, we furthermore require the evolution of $\sqrt{\Delta}$, which reads

$$
\begin{align*}
(\sqrt{\Delta})_{\beta} & =\frac{1}{2 \sqrt{\Delta}} \Delta_{\beta}=\frac{1}{2 \sqrt{\Delta}}\left(4 A_{4, \beta}+\left(\Delta_{\tilde{F}}\right)_{\beta}\right)  \tag{3.54a}\\
\left(\Delta_{\tilde{F}}\right)_{\beta} & =2 A_{2} A_{2, \beta}-4\left(A_{1, \beta} A_{3}-A_{1} A_{3, \beta}\right) \tag{3.54b}
\end{align*}
$$

Henceforth we obtain

$$
\begin{equation*}
a_{\beta}=\left(\frac{A_{2, \beta}-2 a A_{1, \beta}+\frac{2}{\kappa^{\beta}} F^{y}}{2 \sqrt{\Delta}}+\frac{4 A_{4, \beta}+\left(\Delta_{\tilde{F}}\right)_{\beta}}{4 \Delta}\right)(a-b) . \tag{3.55a}
\end{equation*}
$$

Analogously we obtain the evolution of $b$ along the $\alpha$-characteristic, viz.

$$
\begin{equation*}
b_{\alpha}=\left(\frac{A_{2, \alpha}-2 b A_{1, \alpha}+\frac{2}{\kappa^{\kappa}} F^{y}}{2 \sqrt{\Delta}}-\frac{4 A_{4, \alpha}+\left(\Delta_{\tilde{F}}\right)_{\alpha}}{4 \Delta}\right)(a-b) . \tag{3.55b}
\end{equation*}
$$

What remains is to express $F^{y}=F_{y}+F_{u} q+F_{p} s+F_{q} t$ in terms of the coefficients $A_{i}$ and the variables $u, p, q, a$ and $b$. To do so, let

$$
\begin{equation*}
A_{i}^{y}=A_{i, y}+A_{i, u} q+A_{i, p} s+A_{i, q} t, \text { for } i=1, \ldots, 4 . \tag{3.56}
\end{equation*}
$$

For the general Monge-Ampère equation we find using the definition of $F$, given by (3.42), that

$$
\begin{equation*}
F^{y}=A_{1}^{y} r+A_{2}^{y} s+A_{3}^{y} t+A_{4}^{y}, \tag{3.57}
\end{equation*}
$$

where we grouped the terms involving $r, s$ and $t$. Using equations (3.46) one can eliminate $r, s$ and $t$. The process is straightforward but tedious, and barely any simplifications can be made. Therefore we express $F^{y}$ as a product viz.

$$
\begin{align*}
F^{y} & =\left(\begin{array}{l}
r \\
s \\
t \\
1
\end{array}\right)^{\mathrm{T}}\left(\begin{array}{llll}
A_{1, y} & A_{1, u} & A_{1, p} & A_{1, q} \\
A_{2, y} & A_{2, u} & A_{2, p} & A_{2, q} \\
A_{3, y} & A_{3, u} & A_{3, p} & A_{3, q} \\
A_{4, y} & A_{4, u} & A_{4, p} & A_{4, q}
\end{array}\right)\left(\begin{array}{l}
1 \\
q \\
s \\
t
\end{array}\right) \\
& =\left(\begin{array}{c}
\frac{a b \sqrt{\Delta}}{a-b}-A_{3} \\
-\frac{(a+b) \sqrt{\Delta}}{2(a-b)}+\frac{A_{2}}{2} \\
\frac{\sqrt{\Delta}}{a-b}-A_{1} \\
1
\end{array}\right)^{\mathrm{T}}\left(\begin{array}{llll}
A_{1, y} & A_{1, u} & A_{1, p} & A_{1, q} \\
A_{2, y} & A_{2, u} & A_{2, p} & A_{2, q} \\
A_{3, y} & A_{3, u} & A_{3, p} & A_{3, q} \\
A_{4, y} & A_{4, u} & A_{4, p} & A_{4, q}
\end{array}\right)\left(\begin{array}{c}
1 \\
q \\
-\frac{(a+b) \sqrt{\Delta}}{2(a-b)}+\frac{A_{2}}{2} \\
\frac{\sqrt{\Delta}}{a-b}-A_{1}
\end{array}\right) . \tag{3.58}
\end{align*}
$$

In total we obtain two coupled ODE systems of which the $\alpha$-system is given by $y_{\lambda} / x_{\lambda}=a$ and equations (3.49), (3.50a), (3.51a), (3.55b). Similarily, the $\beta$ system is given by $y_{\lambda} / x_{\lambda}=b$ and equations (3.49), (3.50b), (3.51b), (3.55a). All ODEs depend only on $x, y, u, p, q, a, b$ and the functions $A_{i}$ and their derivatives via

$$
\begin{equation*}
A_{i, \beta}=A_{i, x} x_{\beta}+A_{i, y} y_{\beta}+A_{i, u} u_{\beta}+A_{i, p} p_{\beta}+A_{i, q} q_{\beta} \tag{3.59}
\end{equation*}
$$

and similar for $A_{i, \alpha}$.

### 3.3 MOC for the standard hyperbolic Monge-Ampère equation

In the remaining of the chapter we will consider the standard hyperbolic Monge-Ampère equation. Recall that the hyperbolic Monge-Ampère equation is given by

$$
\begin{equation*}
F(x, y, u, p, q, r, s, t)=r t-s^{2}+f^{2}=0 \quad \text { for } \quad(x, y) \in \Omega \tag{3.60}
\end{equation*}
$$

for $\Omega \subseteq \mathbb{R}^{2}$, the unknown function $u=u(x, y) \in C^{3}(\Omega)$ and the known function $f=f(x, y) \in C^{1}(\Omega)$, with $f \neq 0$ on $\bar{\Omega}$. The derivatives of $F$ are

$$
\begin{equation*}
F_{r}=t, \quad F_{s}=-2 s, \quad F_{t}=r \tag{3.61}
\end{equation*}
$$

Furthermore, the characteristic equation is given by

$$
\begin{equation*}
D(\mu)=F_{r} \mu^{2}-F_{s} \mu+F_{t}=t \mu^{2}+2 s \mu+r=0 \tag{3.62}
\end{equation*}
$$

and the corresponding discriminant is

$$
\begin{equation*}
\Delta=F_{s}^{2}-4 F_{r} F_{t}=4 s^{2}-4 r t=4 f^{2} \tag{3.63}
\end{equation*}
$$

which is positive, and hence (3.60) is hyperbolic. The two real and distinct roots of (3.62) are given by

$$
\begin{equation*}
a=\frac{F_{s}+\sqrt{\Delta}}{2 F_{r}}=\frac{-s+f}{t}, \quad b=\frac{F_{s}-\sqrt{\Delta}}{2 F_{r}}=\frac{-s-f}{t} \tag{3.64}
\end{equation*}
$$

for $t \neq 0$. In case $t=0$, we express $a$ and $b$ as

$$
\begin{equation*}
a=\frac{r}{-s-f^{\prime}}, \quad b=\frac{r}{-s+f^{\prime}} \tag{3.65}
\end{equation*}
$$

instead. Furthermore, the auxiliary functions $F^{x}$ and $F^{y}$ are given by (3.25) and read

$$
\begin{align*}
& F^{x}=F_{x}+F_{u} p+F_{p} r+F_{q} s=F_{x}=\left(f^{2}\right)_{x}=2 f f_{x} \\
& F^{y}=F_{y}+F_{u} q+F_{p} s+F_{q} t=F_{y}=\left(f^{2}\right)_{y}=2 f f_{y} \tag{3.66}
\end{align*}
$$

From (3.60) and (3.64), it follows that

$$
\begin{equation*}
a+b=\frac{-2 s}{t}, \quad a-b=\frac{2 f}{t}, \quad a b=\frac{s^{2}-f^{2}}{t^{2}}=\frac{r}{t} \tag{3.67}
\end{equation*}
$$

From these relations we can express the second derivatives in terms of $a, b$ and $f$ as follows

$$
\begin{equation*}
r=\frac{2 a b}{a-b} f, \quad \quad s=-\frac{a+b}{a-b} f, \quad t=\frac{2 f}{a-b} \tag{3.68}
\end{equation*}
$$

The systems of ODEs (3.41) then read

$$
\begin{align*}
x_{\alpha} & =\frac{t}{\kappa^{\alpha}}, & x_{\beta} & =\frac{t}{\kappa^{\beta}}, \\
y_{\alpha} & =a \frac{t}{\kappa^{\alpha}}, & y_{\beta} & =b \frac{t}{\kappa^{\beta}}, \\
u_{\alpha} & =(p+a q) \frac{t}{\kappa^{\alpha}}, & u_{\beta} & =(p+b q) \frac{t}{\kappa^{\beta}}, \\
p_{\alpha} & =(r+a s) \frac{t}{\kappa^{\alpha}}, & p_{\beta} & =(r+b s) \frac{t}{\kappa^{\beta}},  \tag{3.69}\\
q_{\alpha} & =(s+a t) \frac{t}{\kappa^{\alpha}}, & q_{\beta} & =(s+b t) \frac{t}{\kappa^{\beta}}, \\
r_{\alpha} & =\theta^{\alpha} b-\frac{1}{\kappa^{\alpha}}\left(f^{2}\right)_{x}, & r_{\beta} & =\theta^{\beta} a-\frac{1}{\kappa^{\beta}}\left(f^{2}\right)_{x}, \\
s_{\alpha} & =-\theta^{\alpha}, & s_{\beta} & =-\theta^{\beta}, \\
t_{\alpha} & =\frac{1}{b}\left(\theta^{\alpha}-\frac{1}{\kappa^{\alpha}}\left(f^{2}\right)_{y}\right), & t_{\beta} & =\frac{1}{a}\left(\theta^{\beta}-\frac{1}{\kappa^{\beta}}\left(f^{2}\right)_{y}\right) .
\end{align*}
$$

Note that the ODE systems in (3.69) contain four parameters, viz. $\kappa^{\alpha}, \kappa^{\beta}$, which are determined by an appropriate scaling, and $\theta^{\alpha}$ and $\theta^{\beta}$, which are free parameters. Consequently, the derivatives of $r, s$ and $t$ cannot be rewritten such that they no longer depend on $\theta^{\alpha}$ as this would uniquely determine $r, s, t$ along the characteristic strip which contradicts the definition of a characteristic strip. By differentiating the expressions for $a$ and $b$ and using (3.69) we find
the evolution along the $\alpha$-characteristic, viz.

$$
\begin{align*}
a_{\alpha} & =\frac{1}{t}\left(1-\frac{a}{b}\right) \theta^{\alpha}+\frac{1}{\kappa^{\alpha}}\left(f_{x}+a f_{y}\right)+\frac{a}{b} \frac{1}{\kappa^{\alpha} t}\left(f^{2}\right)_{y} \\
& =\frac{1}{t}\left(1-\frac{a}{b}\right) \theta^{\alpha}+\frac{1}{\kappa^{\alpha}}\left(f_{x}+\frac{a^{2}}{b} f_{y}\right)  \tag{3.70a}\\
b_{\alpha} & =\frac{\theta^{\alpha}-f_{x} \frac{t}{\kappa^{\alpha}}-f_{y} a \frac{t}{\kappa^{\alpha}}}{t}-\frac{b}{t}\left(\theta^{\alpha}-\frac{2 f f_{y}}{\kappa^{\alpha}}\right) \frac{1}{b}  \tag{3.70b}\\
& =-\frac{1}{\kappa^{\alpha}}\left(f_{x}+b f_{y}\right) .
\end{align*}
$$

The expression for $a_{\alpha}$ could be rewritten, for example by using (3.68), but due to $a \neq b$, it will include the unknown $\theta^{\alpha}$. More fundamentally, we cannot determine $a_{\alpha}$ explicitly as then both $a$ and $b$ can be uniquely determined along the $\alpha$-characteristic, from which $r, s, t$ would follow by (3.68), which contradicts the definition of a characteristic.

Note that we are free to choose $\kappa^{\alpha}$ and $\kappa^{\beta}$ due to the freedom in parameterization of the base curve. In the following we conveniently choose $\kappa^{\alpha}=\kappa^{\beta}=F_{r}=t$. Using relations (3.68) the ODE system (3.69) reduces to

$$
\begin{array}{rlrl}
x_{\alpha} & =1, & x_{\beta} & =1 \\
y_{\alpha} & =a, & y_{\beta} & =b \\
u_{\alpha} & =p+a q, & u_{\beta} & =p+b q, \\
p_{\alpha} & =-a f, & p_{\beta} & =b f, \\
q_{\alpha} & =f, & q_{\beta} & =-f, \\
r_{\alpha} & =\theta^{\alpha} b-(a-b) f_{x}, & r_{\beta} & =\theta^{\beta} a-(a-b) f_{x}, \\
s_{\alpha} & =-\theta^{\alpha}, & s_{\beta} & =-\theta^{\beta}, \\
t_{\alpha} & =\frac{1}{b}\left(\theta^{\alpha}-(a-b) f_{y}\right), & t_{\beta} & =\frac{1}{a}\left(\theta^{\beta}-(a-b) f_{y}\right), \\
a_{\alpha} & =\frac{a-b}{2 f}\left[\left(1-\frac{a}{b}\right) \theta^{\alpha}+f_{x}+\frac{a^{2}}{b} f_{y}\right], a_{\beta} & =\frac{a-b}{2 f}\left(f_{x}+a f_{y}\right), \\
b_{\alpha} & =\frac{b-a}{2 f}\left(f_{x}+b f_{y}\right), & b_{\beta} & =-\frac{a-b}{2 f}\left[\left(\frac{b}{a}-1\right) \theta^{\beta}+f_{x}+\frac{b^{2}}{a} f_{y}\right] . \tag{3.71}
\end{array}
$$

There is a lot of redundancy in these equations which directly follows from (3.64), (3.67) and (3.68). We therefore reduce (3.71) by omitting the equations
involving $\theta_{\alpha}$ and $\theta_{\beta}$. What remains are the ODE systems

$$
\begin{array}{ll}
x_{\alpha}=1, & x_{\beta}=1 \\
y_{\alpha}=a, & y_{\beta}=b \\
u_{\alpha}=p+a q, & u_{\beta}=p+b q \\
p_{\alpha}=-a f, & p_{\beta}=b f  \tag{3.72}\\
q_{\alpha}=f, & q_{\beta}=-f \\
b_{\alpha}=\frac{b-a}{2 f}\left(f_{x}+b f_{y}\right), & a_{\beta}=\frac{a-b}{2 f}\left(f_{x}+a f_{y}\right),
\end{array}
$$

which we integrate to obtain the solution $u$. Recall that: "every strip, which has one point in common with the integral surface and all its tangent planes equal to that of the integral surface, lies entirely on said surface", which furthermore justifies the reduction of (3.71) to (3.72), as only $u, p, q$ and the characteristics, so $u, p, q, a$ and $b$, need to be known.

### 3.4 Boundary conditions

Next we discuss the appropriate boundary conditions to prescribe for solving the hyperbolic Monge-Ampère equation. For brevity and simplicity of notation, we only treat the standard Monge-Ampère equation here. The results are straightforwardly extended to the general Monge-Ampère equation and one such instance will be discussed in Section 4.3 and, more specifically, demonstrated by equations (4.40).

We solve (3.60) on a rectangular domain $\Omega=\left[x_{\min }, x_{\max }\right] \times\left[y_{\min }, y_{\max }\right]$, for $x_{\min }, x_{\max }, y_{\min }, y_{\max } \in \mathbb{R}$, with $x_{\min }<x_{\max }, y_{\min }<y_{\max }$ and we choose $\left\{x_{\min }\right\} \times\left[y_{\min }, y_{\max }\right]$ as the initial base curve. We extend the initial base curve to an initial $C_{1}$-strip by supplementing it with $u_{\mathrm{W}}, p_{\mathrm{W}}:\left[y_{\min }, y_{\max }\right] \rightarrow \mathbb{R}$, where we prescribe $u\left(x_{\min }, y\right)=u_{\mathrm{W}}(y)$ and $p\left(x_{\min }, y\right)=p_{\mathrm{W}}(y)$ for some $u_{\mathrm{W}}$, $p_{\mathrm{W}}$. The subscript ' W ' is used as the values are prescribed on the western part of $\partial \Omega$. The conditions imposed on the initial base curve are also known as Cauchy boundary conditions.

If the initial strip is a free strip, then prescribing $u_{\mathrm{W}}, p_{\mathrm{W}}$ uniquely determines the $C_{2}$-strip as an extension of the initial base curve. To verify this, we check whether the characteristic condition (3.29) holds. Therefore we parameterize the initial base curve as $x(\lambda)=x_{\min }, y(\lambda)=y_{\min }+\lambda\left(y_{\max }-y_{\min }\right)$, $\lambda \in[0,1]$, then $x_{\lambda}=0, y_{\lambda}=y_{\max }-y_{\min } \neq 0$ and the characteristic condition yields $t y_{\lambda}^{2}+2 s x_{\lambda} y_{\lambda}+r x_{\lambda}^{2}=t y_{\lambda}^{2}=0$. Hence if $t \neq 0$ on the initial strip, i.e., if $u_{\mathrm{W}}^{\prime \prime}(y) \neq 0$, the initial strip is a free strip. Henceforth we assume $u_{\mathrm{W}}^{\prime \prime}(y) \neq 0$,
which then implies the initial base curve uniquely extends to a $C_{2}$-strip, and we can uniquely determine $q, a, b, r, s, t$ on the initial strip via

$$
\begin{align*}
q\left(x_{\min }, y\right) & =u_{\mathrm{W}}^{\prime}(y),  \tag{3.73a}\\
t\left(x_{\min }, y\right) & =u_{\mathrm{W}}^{\prime \prime}(y),  \tag{3.73b}\\
s\left(x_{\min }, y\right) & =p_{\mathrm{W}}^{\prime}(y),  \tag{3.73c}\\
a\left(x_{\min }, y\right) & =\frac{-s\left(x_{\min }, y\right)+f_{\mathrm{W}}(y)}{t\left(x_{\min }, y\right)},  \tag{3.73d}\\
b\left(x_{\min }, y\right) & =\frac{-s\left(x_{\min }, y\right)-f_{\mathrm{W}}(y)}{t\left(x_{\min }, y\right)},  \tag{3.73e}\\
r\left(x_{\min }, y\right) & =\frac{2 a\left(x_{\min }, y\right) b\left(x_{\min }, y\right)}{a\left(x_{\min }, y\right)-b\left(x_{\min }, y\right)} f_{\mathrm{W}}(y), \tag{3.73f}
\end{align*}
$$

where $f_{\mathrm{W}}(y):=f\left(x_{\min }, y\right)$. For the lower and upper boundary, i.e., for $y \in\left\{y_{\min }, y_{\max }\right\}$, the required boundary conditions are more delicate. To understand this let $\mathbf{x}_{\alpha}=\left(x_{\alpha}, y_{\alpha}\right)$ and $\mathbf{x}_{\beta}=\left(x_{\beta}, y_{\beta}\right)$ denote the tangent vectors of the characteristics. Let $\left(x_{\mathbf{b}}, y_{\mathbf{b}}\right)=\mathbf{b} \in \partial \Omega$ and $\hat{\mathbf{n}}$ the outward unit normal vector on the boundary. We classify the $\alpha$-characteristics, and similarly the $\beta$-characteristic, based on whether they are entering or leaving the domain as follows

- Leaving characteristic if $\mathbf{x}_{\alpha}(\mathbf{b}) \cdot \hat{\mathbf{n}} \geq 0$,
- Entering characteristic if $\mathbf{x}_{\alpha}(\mathbf{b}) \cdot \hat{\mathbf{n}}<0$,
which is schematically shown in Figure 3.4 for three possible $\alpha$-characteristics and $y=y_{\text {min }}$.


Figure 3.4: Schematic classification of two leaving and one entering characteristics.
We assume $a(x, y)$ and $b(x, y)$ to be well defined and distinct, i.e., $a(x, y) \neq$ $b(x, y)$ for all $(x, y) \in \Omega$, else, by (3.68), the Monge-Ampère equation would not be well defined or not hyperbolic. Furthermore, the assumptions imply there are two characteristics, one of each family, passing through each point
$(x, y) \in \Omega$. By classifying the characteristics as entering or leaving, one can determine if and how many boundary conditions need to be prescribed at each boundary point.

We distinguish three possible cases: one characteristic entering, two characteristics entering and zero characteristics entering at the point $\mathbf{b}$ on the boundary.

Case 1. One characteristic leaving and one entering the domain, either

$$
\begin{equation*}
\mathbf{x}_{\alpha} \cdot \hat{\mathbf{n}} \geq 0, \quad \mathbf{x}_{\beta} \cdot \hat{\mathbf{n}}<0 \quad \text { or } \quad \mathbf{x}_{\alpha} \cdot \hat{\mathbf{n}}<0, \quad \mathbf{x}_{\beta} \cdot \hat{\mathbf{n}} \geq 0 \tag{3.74}
\end{equation*}
$$

An example of this case is shown in Figure 3.5 at $y=y_{\min }$, with $N, W, S, E$ denoting the western, northern, southern and eastern boundary segments of the domain, respectively. The curves denote one $\alpha$ - (dashed) and one $\beta$ characteristic (dotted). At $\mathbf{b}$, the values $u, p, q$ and $b$ can be computed from the ODE system for the $\alpha$-characteristic. However, $a$ cannot be determined because the evolution of $a$ along the $\alpha$-characteristic is unknown. Therefore we should impose one boundary condition, which is the initial condition for the entering $\beta$-characteristic, such that $a$ can be computed. We can either prescribe $a$ directly, or prescribe either $r, s$ or $t$ and compute $a$ from (3.68). We prescribe one of the functions $a_{\mathrm{S}}(x)=a\left(x, y_{\min }\right), r_{\mathrm{S}}(x)=u_{x x}\left(x, y_{\min }\right)$, $s_{\mathrm{S}}(x)=u_{x y}\left(x, y_{\text {min }}\right)$ or $t_{\mathrm{S}}(x)=u_{y y}\left(x, y_{\text {min }}\right)$, such that $a$ is given by either of the following expressions:

$$
\begin{align*}
& a(\mathbf{b})=a_{\mathrm{S}}\left(x_{\mathrm{b}}\right)  \tag{3.75a}\\
& a(\mathbf{b})=\frac{b(\mathbf{b}) r_{\mathrm{S}}\left(x_{\mathrm{b}}\right)}{r_{\mathrm{S}}\left(x_{\mathrm{b}}\right)-2 b(\mathbf{b}) f(\mathbf{b})}  \tag{3.75b}\\
& a(\mathbf{b})=\frac{s_{\mathrm{S}}\left(x_{\mathrm{b}}\right)-f(\mathbf{b})}{s_{\mathrm{S}}\left(x_{\mathrm{b}}\right)+f(\mathbf{b})}  \tag{3.75c}\\
& a(\mathbf{b})=b(\mathbf{b})+\frac{2 f(\mathbf{b})}{t_{\mathrm{S}}\left(x_{\mathrm{b}}\right)} \tag{3.75d}
\end{align*}
$$

Depending on the function prescribed, the remaining three follow from (3.68). A similar approach is taken in case the $\beta$-characteristic leaves the domain and the $\alpha$-characteristic enters.

Case 2. Two characteristics entering the domain, i.e.,

$$
\begin{equation*}
\mathbf{x}_{\alpha} \cdot \hat{\mathbf{n}}<0, \quad \mathbf{x}_{\beta} \cdot \hat{\mathbf{n}}<0 \tag{3.76}
\end{equation*}
$$

In this situation the values of $u, p, q, a$ and $b$ cannot be determined (see Figure 3.6). Therefore we prescribe $u$ and its normal derivative, which is $q$ if the boundary is horizontal (as in Figure 3.6), or $p$ if it is vertical. The calculation of the relevant variables at $y=y_{\min }$ and $y=y_{\max }$ follow analogously


Figure 3.5: Schematic overview of a rectangular domain where the $\alpha$-characteristic leaves, and the $\beta$-characteristic enters the domain.
to (3.73). As an example we consider the boundary at $y=y_{\text {min }}$. Let $u_{\mathrm{S}}, q_{\mathrm{S}}$ : $\left[x_{\min }, x_{\max }\right] \rightarrow \mathbb{R}$ be given and let $u\left(x, y_{\min }\right)=u_{\mathrm{S}}(x)$ and $q\left(x, y_{\min }\right)=q_{\mathrm{S}}(x)$. We obtain $u, p, a, b, r, s$ and $t$ at $y=y_{\mathrm{b}}$ via

$$
\begin{align*}
p\left(x, y_{\min }\right) & =u_{\mathrm{S}}^{\prime}(x)  \tag{3.77a}\\
r\left(x, y_{\min }\right) & =u_{\mathrm{S}}^{\prime \prime}(x)  \tag{3.77b}\\
s\left(x, y_{\min }\right) & =q_{\mathrm{S}}^{\prime}(x)  \tag{3.77c}\\
a\left(x, y_{\min }\right) & =-\frac{r\left(x, y_{\min }\right)}{s\left(x, y_{\min }\right)+f_{\mathrm{S}}(x)}  \tag{3.77d}\\
b\left(x, y_{\min }\right) & =-\frac{r\left(x, y_{\min }\right)}{s\left(x, y_{\min }\right)-f_{\mathrm{S}}(x)}  \tag{3.77e}\\
t\left(x, y_{\min }\right) & =\frac{2 f_{\mathrm{S}}(x)}{a\left(x, y_{\min }\right)-b\left(x, y_{\min }\right)} \tag{3.77f}
\end{align*}
$$

We require $u_{\mathrm{S}}^{\prime \prime}(x) \neq 0$ in this case, such that the hyperbolicity condition $a\left(x, y_{\mathrm{b}}\right) \neq b\left(x, y_{\mathrm{b}}\right)$ is satisfied. Note that the initial strip is one example of Case 2, where two characteristics enter. To see this, note that

$$
\begin{align*}
& \mathbf{x}_{\alpha} \cdot \hat{\mathbf{n}}=-x_{\alpha}=-1<0 \\
& \mathbf{x}_{\beta} \cdot \hat{\mathbf{n}}=-x_{\beta}=-1<0 \tag{3.78}
\end{align*}
$$

thus classifying both as entering characteristics.
Case 3. Two characteristics leaving the domain, i.e.,

$$
\begin{equation*}
\mathbf{x}_{\alpha} \cdot \hat{\mathbf{n}} \geq 0, \quad \mathbf{x}_{\beta} \cdot \hat{\mathbf{n}} \geq 0 \tag{3.79}
\end{equation*}
$$

Here, we should not prescribe anything at all as all values are known, or can be determined by integrating the ODE systems of the $\alpha$ - and $\beta$-characteristics, see Figure 3.7. Note that this situation is identical to that of an interior point.


Figure 3.6: Schematic overview of a rectangular domain where both an $\alpha$ - and $\beta$-characteristic enter the domain at $y=y_{\text {min }}$.


Figure 3.7: Schematic overview of a rectangular domain where both an $\alpha$ - and $\beta$-characteristic leave the domain $y=y_{\text {min }}$.

Note that at $x=x_{\text {max }}, x_{\alpha}=1$ and $x_{\beta}=1$ such that $\mathbf{x}_{\alpha} \cdot \hat{\mathbf{n}} \geq 0$ and $\mathbf{x}_{\beta} \cdot \hat{\mathbf{n}} \geq 0$, hence this boundary segment coincides with Case 3 . The possible exception being the corner points $\left(x_{\max }, y_{\min }\right)$ and $\left(x_{\max }, y_{\max }\right)$ because the normal is not uniquely defined. In this case the point should be treated as in the Cases 1 or 2 . Classifying the boundary segment $x=x_{\text {max }}$ as Case 3 is a direct consequence of the choice $\kappa^{\alpha}=\kappa^{\beta}=t$, such that $x_{\alpha}=1$ and $x_{\beta}=1$ for the two characteristic families.

### 3.5 Summary and discussion

We presented the general formulation of the method of characteristics for a nonlinear second-order hyperbolic PDE in two variables. We derived condi-
tions which determine whether a curve is characteristic. Along these characteristics the PDE reduces to two systems of ODEs which are mutually coupled. We applied the MOC to the Monge-Ampère equation, which explicitly shows the coupling of the characteristics. We discussed how, for the (general) Monge-Ampère equation, the direction of the characteristics at the boundary determines the number of boundary conditions which should be prescribed. What remains is to show existence, uniqueness and regularity of solutions to the Monge-Ampère equation given these boundary conditions. Currently little is known about these topics and we refer the reader to the only known relevant literature, to the best of the authors knowledge, viz. [42] and [75]. The former deals with an initial base curve of infinite length, which is not applicable to our purposes. The latter shows existence and uniqueness results for solutions in a generalized sense, though application of the results to our case have proven to be cumbersome and beyond the scope of this thesis.

The ODE systems derived in this chapter present a means to compute the solution to the PDE. In the following chapter we introduce numerical methods based on these ODEs.

## Chapter 4

## MOC: Numerical Methods and Results

In the previous chapter we introduced mutually coupled systems of ODEs which are equivalent to the hyperbolic Monge-Ampère equation. Next we introduce numerical methods to solve the hyperbolic Monge-Ampère equation by solving the systems of ODEs.

These systems describe the evolution of the solution along two families of characteristics, while the ODEs themselves also depend on the solution. For the standard Monge-Ampère equation, the ODEs are parameterized with respect to the $x$-coordinate, which we utilize by employing explicit one-step methods, e.g., forward Euler and Runge-Kutta, w.r.t. the $x$-direction. For these one-step methods we introduce a rectangular grid. Because the evolution of the characteristics is determined by the systems of ODEs and the solution, the direction of the characteristics is a priori unknown and hence the numerical approximation of a characteristic passing through a grid point will generally not pass through another grid point. We apply one-step methods to all grid points on one grid line, i.e., a line $x_{i}=$ const, at once. This step results in an approximation of the solution on the next grid line at $x_{i+1}$. By subsequently using spline interpolation and applying boundary conditions, we approximate the solution in the grid points at $x_{i+1}$. This process is repeated until an approximation for the solution is obtained for the whole of the computational domain.

Because the system of ODEs are mutually coupled, each characteristic depends on neighboring characteristics of the other family. This is of no issue in the interior of the domain due to interpolation between the two families of characteristics. At the boundary we determine which characteristics are entering or leaving the domain. This consideration yields which variables
cannot be determined at the boundary, and hence which boundary conditions need to be prescribed.

Three explicit numerical one-step methods are elaborated for the systems of ODEs, viz. forward Euler, modified Euler and Runge-Kutta. Furthermore, because analytical solutions are not always known, we utilize an integral formulation of the Monge-Ampère equation to evaluate the error of the numerical approximation of the solution. The numerical errors, that is both the error obtained by the integral formulation and the global discretization error, depend on both the one-step method and the spline interpolant used. We introduce a method to determine the distance between grid lines such that neither of those errors dominates the other. This allows us to estimate and test the rate of convergence for the numerical method for integration and interpolation combined. We present various examples, among which an example where all boundary segments require different boundary conditions, one example where the number of required boundary conditions varies along the boundary, and one example with discontinuous third derivatives, for which no analytical solution is known. Lastly, we also show three cases for the general Monge-Ampère equation where we not only consider integration in the positive $x$-direction, but integration in all four cardinal directions.

### 4.1 Numerical methods

In the previous chapter we found that the standard Monge-Ampère equation corresponds to the coupled ODE systems

$$
\begin{array}{ll}
x_{\alpha}=1, & x_{\beta}=1, \\
y_{\alpha}=a, & y_{\beta}=b, \\
u_{\alpha}=p+a q, & u_{\beta}=p+b q, \\
p_{\alpha}=-a f, & p_{\beta}=b f,  \tag{4.1}\\
q_{\alpha}=f, & q_{\beta}=-f, \\
b_{\alpha}=\frac{b-a}{2 f}\left(f_{x}+b f_{y}\right), & a_{\beta}=\frac{a-b}{2 f}\left(f_{x}+a f_{y}\right) .
\end{array}
$$

In order to solve (4.1) we rewrite it as

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{v}^{\alpha}}{\mathrm{d} \alpha}=\mathbf{g}^{\alpha}\left(\mathbf{v}^{\alpha}, a\right), \quad \frac{\mathrm{d} \mathbf{v}^{\beta}}{\mathrm{d} \beta}=\mathbf{g}^{\beta}\left(\mathbf{v}^{\beta}, b\right), \tag{4.2a}
\end{equation*}
$$

$$
\mathbf{v}^{\alpha}=\left(\begin{array}{l}
x  \tag{4.2b}\\
y \\
u \\
p \\
q \\
b
\end{array}\right), \mathbf{v}^{\beta}=\left(\begin{array}{c}
x \\
y \\
u \\
p \\
q \\
a
\end{array}\right), \mathbf{g}^{\alpha}=\left(\begin{array}{c}
1 \\
a \\
p+a q \\
-a f \\
f \\
\frac{b-a}{2 f}\left(f_{x}+b f_{y}\right)
\end{array}\right), \mathbf{g}^{\beta}=\left(\begin{array}{c}
1 \\
b \\
p+b q \\
b f \\
-f \\
\frac{a-b}{2 f}\left(f_{x}+a f_{y}\right)
\end{array}\right) .
$$

Equations (4.2) are two mutually coupled systems because the evolution of $a$ and $b$ are determined on the other characteristic. By supplying initial conditions, the problem can be treated as a Cauchy problem which we solve by numerical integration.

For our numerical grid we choose $N_{x}$ points in the $x$-direction and $N_{y}$ in the $y$-direction. Let the grid points $\mathbf{x}_{i, j}$ be given by $\mathbf{x}_{i, j}=\left(x_{i}, y_{j}\right)$ for $i=1, \ldots, N_{x}, j=1, \ldots, N_{y}$. We choose the grid to be equidistant in the $y$ direction with spacing $h_{y}=\left(y_{\max }-y_{\min }\right) /\left(N_{y}-1\right)$. The grid spacing in the $x$-direction does not need to be equidistant, i.e., we write $\left(h_{x}\right)_{i}=x_{i+1}-x_{i}$. This adaptive step size will be detailed in Section 4.1.4. We denote the numerical approximation of $u$ in a grid point as $u_{i, j} \approx u\left(\mathbf{x}_{i, j}\right)$, and likewise for the other variables.

When discussing numerical methods we generally consider one step at a time, i.e., we consider the evolution from the grid line $x=x_{i}$ to the line $x=x_{i+1}$. Therefore it is convenient to write $h_{x}=\left(h_{x}\right)_{i}$ when no ambiguity arises.

### 4.1.1 Numerical method based on forward Euler

In this section we will introduce a numerical scheme based on the forward Euler method to calculate $\mathbf{v}_{i+1, j}^{\alpha}$ and $\mathbf{v}_{i+1, j}^{\beta}$ given $\mathbf{v}_{i, j}^{\alpha}$ and $\mathbf{v}_{i, j}^{\beta}$.

The numerical stencil is schematically shown in Figure 4.1. The black dots represent the grid points. The solid blue and dashed red arrows correspond to the numerical approximations of the $\alpha$ - and $\beta$-characteristics, respectively. At the grid points these characteristics are approximated using forward Euler, i.e., we approximate the characteristics as tangent lines passing through grid points $\mathbf{x}_{i, j}$ and having slope $a_{i, j}$ for the $\alpha$-characteristic and $b_{i, j}$ for the $\beta$-characteristic. This implies that for a step size $h_{x}$, the two characteristics departing from $\mathbf{x}_{i, j}$ arrive at $\left(x_{i+1}, \tilde{y}_{i+1}^{\alpha}(j)\right)$ and $\left(x_{i+1}, \tilde{y}_{i+1}^{\beta}(j)\right)$ for the $\alpha$ - and $\beta$-characteristic


Figure 4.1: Schematic representation of the numerical method using forward Euler.
respectively, where

$$
\begin{align*}
x_{i+1} & =x_{i}+h_{x},  \tag{4.3a}\\
\tilde{y}_{i+1}^{\alpha}(j) & =y_{j}+h_{x} a_{i, j},  \tag{4.3b}\\
\tilde{y}_{i+1}^{\beta}(j) & =y_{j}+h_{x} b_{i, j} . \tag{4.3c}
\end{align*}
$$

The points $\left(x_{i+1}, \tilde{y}_{i+1}^{\alpha}(j)\right)$ and $\left(x_{i+1}, \tilde{y}_{i+1}^{\beta}(j)\right)$ do generally not coincide with any grid point. Similarly we can calculate $u, p, q$ on both characteristics, while $a$ and $b$ can only be determined on one characteristic. More compactly written, we have the following forward Euler step:

$$
\begin{align*}
& \widetilde{\mathbf{v}}_{i+1}^{\alpha}(j)=\mathbf{v}_{i, j}^{\alpha}+h_{x} \mathbf{g}^{\alpha}\left(\mathbf{v}_{i, j}^{\alpha}, a_{i, j}\right), \\
& \widetilde{\mathbf{v}}_{i+1}^{\beta}(j)=\mathbf{v}_{i, j}^{\beta}+h_{x} \mathbf{g}^{\beta}\left(\mathbf{v}_{i, j} \beta, b_{i, j}\right) . \tag{4.4}
\end{align*}
$$

Here $\widetilde{\mathbf{v}}_{i+1}^{\alpha}(j)$ denotes the new values of $\mathbf{v}^{\alpha}$ at $\left(x_{i+1}, \tilde{y}_{i+1}^{\alpha}(j)\right)$ for which the corresponding characteristic passes through the grid point $\mathbf{x}_{i, j}$ as shown in Figure 4.1. Analogously we define $\widetilde{\mathbf{v}}_{i+1}^{\beta}(j)$. Because we are interested in obtaining $\mathbf{v}^{\alpha}\left(x_{i+1}, y_{j}\right)$ and $\mathbf{v}^{\beta}\left(x_{i+1}, y_{j}\right)$, we interpolate $\widetilde{\mathbf{v}}_{i+1}^{\alpha}(j)$ and $\widetilde{\mathbf{v}}_{i+1}^{\beta}(j)$. Let the $y, u, p, q$-components of $\tilde{\mathbf{v}}_{i+1}^{\alpha}(j)$ be denoted by $\tilde{y}_{i+1}^{\alpha}(j), \tilde{u}_{i+1}^{\alpha}(j), \tilde{p}_{i+1}^{\alpha}(j)$ and $\tilde{q}_{i+1}^{\alpha}(j)$, respectively, and similarly for $\tilde{\mathbf{v}}_{i+1}^{\beta}(j)$. Two approaches to carry out the interpolation are shown in Figure 4.2, using linear interpolation.


Figure 4.2: Schematic representation of linear interpolation where a curly bracket denotes the values used for interpolation and the grid point it influences. Interpolation for $u, p$ and $q$ can be done either using two distinct sets, formed by the two characteristic families (Approach 1, left), or using both sets combined (Approach 2, right).

Approach 1: We consider all values computed for each characteristic family, e.g. $\tilde{u}_{i+1}^{\alpha}(j)$, as one set and interpolate using local B-Splines ([41, p. 90-97]; see App. 4.1.1) within that set, which yields the approximations $u_{i+1, j}^{\alpha}$ and $u_{i+1, j}^{\beta}$. Because we have no a priori preference whether $u_{i+1, j}^{\alpha}$ or $u_{i+1, j}^{\beta}$ approximates $u_{i+1, j}$ better, we average the results and set

$$
\begin{equation*}
u_{i+1, j}=\frac{u_{i+1, j}^{\alpha}+u_{i+1, j}^{\beta}}{2} \tag{4.5}
\end{equation*}
$$

Similarly we obtain $p_{i+1, j}$ and $q_{i+1, j}$.
Approach 2: We collect $\tilde{u}_{i+1}^{\alpha}(j)$ and $\tilde{u}_{i+1}^{\beta}(j)$ for all $j=1, \ldots, N_{y}$ in one set and interpolate using local B-Splines over that set to obtain $u_{i+1, j}$. Similarly we obtain $p_{i+1, j}$ and $q_{i+1, j}$.

Numerical results show that neither of these methods outperforms the other significantly or consistently. Computationally both approaches are approximately equally expensive [73]. Approach 1 will be used throughout.

Various subtleties arise using the approach above. For one, $a$ and $b$ are known along one family of characteristics only, so we use one set of values for interpolation of these variables. If a grid point is not located between two numerically estimated characteristics, which may occur for a grid point on the boundary, then we supplement the missing boundary value as detailed in Section 3.4.

To determine an appropriate spline interpolant we consider both the error associated with one forward Euler step and that of the interpolation. The local truncation error of the forward Euler method is $\mathcal{O}\left(h_{x}^{2}\right)$ [35, p. 335]. In Section 4.1.4 we introduce a method to control the step size $h_{x}$, such that the local truncation error behaves as $\mathcal{O}\left(h_{y}^{2}\right)$. The error of a spline interpolant of order $n$, also called a spline interpolant of degree $n-1$, is $\mathcal{O}\left(h_{y}^{n}\right)$ [41, p. 95]. In general we choose the degree of the spline interpolant such that its order matches the order of the integration method. For the forward Euler method this implies a spline interpolant of order 2 which is standard local linear interpolation.

### 4.1.2 Numerical method based on modified Euler

In this section we will discuss a numerical scheme based on the modified Euler scheme. The local truncation error of the modified Euler method is $\mathcal{O}\left(h_{x}^{3}\right)$.

First we calculate a predictor by doing a forward Euler step of step size $\frac{h_{x}}{2}$ for (4.2), viz.

$$
\begin{align*}
& \widetilde{\mathbf{v}}_{i+\frac{1}{2}}^{\alpha}(j)=\mathbf{v}_{i, j}^{\alpha}+\frac{h_{x}}{2} \mathbf{g}^{\alpha}\left(\mathbf{v}_{i, j}^{\alpha}, a_{i, j}\right) \\
& \widetilde{\mathbf{v}}_{i+\frac{1}{2}}^{\beta}(j)=\mathbf{v}_{i, j}^{\beta}+\frac{h_{x}}{2} \mathbf{g}^{\beta}\left(\mathbf{v}_{i, j}^{\beta}, b_{i, j}\right) \tag{4.6}
\end{align*}
$$

We adhere to the same notation as in the previous section, where a tilde denotes the function value on the corresponding characteristic which is not necessarily located at a grid point.

Because $a$ and $b$ are not known but are needed at $x_{i+1 / 2}$ along the $\alpha$ - and $\beta$-characteristic, respectively, we approximate them using spline interpolation. In general we choose third-order splines for this method. We interpolate the $a$-component of $\widetilde{\mathbf{v}}_{i+\frac{1}{2}}^{\beta}(j)$, known at the points $\widetilde{y}_{i+\frac{1}{2}}^{\beta}(j)$ to the points $\widetilde{y}_{i+\frac{1}{2}}^{\alpha}(j)$, which approximate $a\left(x_{i+\frac{1}{2}}, \tilde{y}_{i+\frac{1}{2}}^{\alpha}(j)\right)$. We denote this approximation by $a_{i+\frac{1}{2}, j}$. In the same way we approximate $b_{i+\frac{1}{2}, j}$ from $\widetilde{\mathbf{v}}_{i+\frac{1}{2}}^{\alpha}(j)$. The modified Euler step
is then given by

$$
\begin{align*}
& \widetilde{\mathbf{v}}_{i+1}^{\alpha}(j)=\mathbf{v}_{i, j}^{\alpha}+h_{x} \mathbf{g}^{\alpha}\left(\widetilde{\mathbf{v}}_{i+\frac{1}{2}}^{\alpha}(j), a_{i+\frac{1}{2}, j}\right), \\
& \widetilde{\mathbf{v}}_{i+1}^{\beta}(j)=\mathbf{v}_{i, j}^{\beta}+h_{x} \mathbf{g}^{\beta}\left(\widetilde{\mathbf{v}}_{i+\frac{1}{2}}^{\beta}(j), b_{i+\frac{1}{2}, j}\right) . \tag{4.7}
\end{align*}
$$

We conclude the modified Euler step by interpolating to the grid points using Approach 1, as discussed in Section 4.1.1. We choose third-order spline interpolation for the modified Euler method, as it corresponds to its local truncation error.

### 4.1.3 Numerical method based on classic Runge-Kutta

In this section we will introduce the classic Runge-Kutta method. Following a similar approach, we can generalize our integration methods to other higherorder explicit Runge-Kutta methods.

First we make a forward Euler step of size $\frac{h_{x}}{2}$ for (4.2) viz.

$$
\begin{align*}
& \widetilde{\mathbf{v}}_{i+\frac{1}{2}}^{\alpha}(j)=\mathbf{v}_{i, j}^{\alpha}+\frac{h_{x}}{2} \mathbf{g}^{\alpha}\left(\mathbf{v}_{i, j}^{\alpha}, a_{i, j}\right), \\
& \widetilde{\mathbf{v}}_{i+\frac{1}{2}}^{\beta}(j)=\mathbf{v}_{i, j}^{\beta}+\frac{h_{x}}{2} \mathbf{g}^{\beta}\left(\mathbf{v}_{i, j}^{\beta}, b_{i, j}\right) \tag{4.8}
\end{align*}
$$

As in the case of the modified Euler based method, we interpolate the $a$ and $b$-components of $\widetilde{\mathbf{v}}_{i+\frac{1}{2}}^{\beta}(j)$ and $\widetilde{\mathbf{v}}_{i+\frac{1}{2}}^{\alpha}(j)$ to approximate $a_{i+\frac{1}{2}, j}$ and $b_{i+\frac{1}{2}, j}$, respectively. In general we use fifth-order splines for this method. Second, we do a step of size $\frac{h_{x}}{2}$ with the slope based on the previously found values of $\widetilde{\mathbf{v}}^{\alpha}$ and $\widetilde{\mathbf{v}}^{\beta}$, viz.

$$
\begin{align*}
& \widehat{\mathbf{v}}_{i+\frac{1}{2}}^{\alpha}(j)=\mathbf{v}_{i, j}^{\alpha}+\frac{h_{x}}{2} \mathbf{g}^{\alpha}\left(\widetilde{\mathbf{v}}_{i+\frac{1}{2}}^{\alpha}(j), a_{i+\frac{1}{2}, j}\right) \\
& \widehat{\mathbf{v}}_{i+\frac{1}{2}}^{\beta}(j)=\mathbf{v}_{i, j}^{\beta}+\frac{h_{x}}{2} \mathbf{g}^{\beta}\left(\widetilde{\mathbf{v}}_{i+\frac{1}{2}}^{\beta}(j), b_{i+\frac{1}{2}, j}\right) \tag{4.9}
\end{align*}
$$

where we used a hat to distinguish between the different stages. Similar as before we interpolate $a$ and $b$ from the $\beta$ - and $\alpha$-characteristics to the $\alpha$ - and $\beta$-characteristics to obtain $\hat{a}_{i+\frac{1}{2}, j}$ and $\hat{b}_{i+\frac{1}{2}, j}$, respectively. Using these slopes we do a step of size $h_{x}$ which yields

$$
\begin{align*}
& \widehat{\mathbf{v}}_{i+1}^{\alpha}(j)=\mathbf{v}_{i, j}^{\alpha}+h_{x} \mathbf{g}^{\alpha}\left(\widehat{\mathbf{v}}_{i+\frac{1}{2}}^{\alpha}(j), \hat{a}_{i+\frac{1}{2}, j}\right), \\
& \widehat{\mathbf{v}}_{i+1}^{\beta}(j)=\mathbf{v}_{i, j}^{\beta}+h_{x} \mathbf{g}^{\beta}\left(\widehat{\mathbf{v}}_{i+\frac{1}{2}}^{\beta}(j), \hat{b}_{i+\frac{1}{2}, j}\right) . \tag{4.10}
\end{align*}
$$

Interpolating the $a$ - and $b$-components of $\widehat{\mathbf{v}}_{i+1}^{\beta}(j)$ and $\widehat{\mathbf{v}}_{i+1}^{\alpha}(j)$ yields approximations for $\hat{a}_{i+1}^{\alpha}(j)$ and $\hat{b}_{i+1}^{\beta}(j)$, respectively. Finally the full Runge-Kutta step is given by

$$
\begin{align*}
& \widetilde{\mathbf{v}}_{i+1}^{\alpha}(j)=\mathbf{v}_{i, j}^{\alpha}+\frac{h_{x}}{6}\left(\mathbf{g}^{\alpha}\left(\mathbf{v}_{i, j}^{\alpha}, a_{i, j}\right)+2 \mathbf{g}^{\alpha}\left(\widetilde{\mathbf{v}}_{i+\frac{1}{2}}^{\alpha}(j), a_{i+\frac{1}{2}, j}\right)+\right.  \tag{4.11a}\\
& \left.\quad 2 \mathbf{g}^{\alpha}\left(\widehat{\mathbf{v}}_{i+\frac{1}{2}}^{\alpha}(j), \hat{a}_{i+\frac{1}{2}, j}\right)+\mathbf{g}^{\alpha}\left(\widehat{\mathbf{v}}_{i+1}^{\alpha}(j), \hat{a}_{i+1}^{\alpha}(j)\right)\right), \\
& \widetilde{\mathbf{v}}_{i+1}^{\beta}(j)=\mathbf{v}_{i, j}^{\beta}+\frac{h_{x}}{6}\left(\mathbf{g}^{\beta}\left(\mathbf{v}_{i, j^{\prime}}^{\beta} b_{i, j}\right)+2 \mathbf{g}^{\beta}\left(\widetilde{\mathbf{v}}_{i+\frac{1}{2}}^{\beta}(j), b_{i+\frac{1}{2}, j}\right)+\right.  \tag{4.11b}\\
& \left.2 \mathbf{g}^{\beta}\left(\widehat{\mathbf{v}}_{i+\frac{1}{2}}^{\beta}(j), \hat{b}_{i+\frac{1}{2}, j}\right)+\mathbf{g}^{\beta}\left(\widehat{\mathbf{v}}_{i+1}^{\beta}(j), \hat{b}_{i+1}^{\beta}(j)\right)\right) .
\end{align*}
$$

We conclude the Runge-Kutta step by interpolating $\widetilde{\mathbf{v}}_{i+1}^{\alpha}(j)$ and $\widetilde{\mathbf{v}}_{i+1}^{\beta}(j)$ using fifth-order spline interpolation to the grid points using Approach 1, as discussed in Section 4.1.1.

### 4.1.4 Adaptive step size control

In this section we introduce a procedure to choose the step size $h_{x}$ adaptively. We aim to reduce the computational error while maintaining convergence, which depends both on the integration method and the interpolation methods.

Because integration is done in the positive $x$-direction, the corresponding discretization error is a function of $h_{x}$. On the other hand, we interpolate in the $y$-direction, but the interpolation error is not solely a function of $h_{y}$ as we will see. Ideally we want both the integration and interpolation error to be of the same order, such that neither of them dominates. Asymptotically, this is obtained most easily by using both an integration and interpolation method of the same order, and choosing the discretization steps in the $x$ - and $y$-direction of the same order of magnitude. In the $x$-direction the discretization step size is $h_{x}$, though the distance between the interpolation nodes, those points that are the intersection between a grid line and the numerical approximation of the characteristics, is not equidistant, but rather follows from both the evolution along the characteristics (3.72) and the integration method used. Without loss of generality, we solely consider the $\beta$-characteristic. Let $\Delta y(j)=\left|\tilde{y}_{i+1}^{\beta}(j)-y_{j}\right|$ denote the distance between, on the one hand, the intersection point of (the approximation of) the $\beta$-characteristic at $x=x_{i+1}$, and on the other hand, the point $\left(x_{i+1}, y_{j}\right)$, as shown in Figure 4.3 for $j=1$. Approximating $\Delta y(j)$ by a forward Euler step yields

$$
\begin{equation*}
\Delta y(j)=\left|y_{j}+\left(h_{x}\right)_{i} b_{i, j}-y_{j}\right|=\left|b_{i, j}\right|\left(h_{x}\right)_{i} . \tag{4.12}
\end{equation*}
$$

Hence $\Delta y(j) \leq h_{y}$ is obtained if we choose

$$
\begin{equation*}
\left(h_{x}\right)_{i}<h_{y} \min _{j \in\left\{1, \ldots, N_{y}\right\}}\left(1,1 /\left|b_{i, j}\right|\right) \tag{4.13}
\end{equation*}
$$

where the constant " 1 " is chosen such that $\left(h_{x}\right)_{i}<h_{y}$, regardless of the slope of the characteristics. This allows us to control the error of the numerical methods by solely controlling $h_{y}$. Similarly we would like to have $\left(h_{x}\right)_{i}<$ $h_{y} \min \left(1,1 /\left|a_{i, j}\right|\right)$ for all $j=1, \ldots, N_{y}$. Therefore we choose

$$
\begin{equation*}
\left(h_{x}\right)_{i}=\gamma h_{y} \cdot \min _{j \in\left\{1, \ldots, N_{y}\right\}}\left\{1,\left|\frac{1}{a_{i, j}}\right|,\left|\frac{1}{b_{i, j}}\right|\right\} \tag{4.14}
\end{equation*}
$$

where $0 \leq \gamma \leq 1$ is a tuning parameter. Generally we choose $\gamma=0.95$, as this implies strict inequality.


Figure 4.3: Two schematic situations of $\Delta y$, as function of $\left(h_{x}\right)_{i}$.

### 4.1.5 Residual of the Monge-Ampère equation

We solve the mutually coupled ODE systems (3.72) without calculating $r$, $s$ or $t$, nor by calculating any numerical derivatives. As discontinuities may arise in the solution, as will be shown in Section 4.2.5, numerical errors of (standard) numerical differentiation methods are a priori unknown. Furthermore, due to the adaptive step size, we have a non-uniform grid in the $x$-direction for which we require non-standard numerical differentiation methods. These methods are themselves often prone to errors (especially for higher-order schemes). For example, inversion of the Vandermonde matrix for the calculation of
finite-difference weigths, may be ill-conditioned as the matrix can be close to singular [84]. Addressing such methods will overly complicate the discussion. We therefore introduce a method which does not require differentiations in order to measure the residual. For this we rely on the integral formulation of the Monge-Ampère equation as given in Section 2.4, viz.

$$
\begin{align*}
& \iint_{A} f^{2} \mathrm{~d} A=-\oint_{\partial A} p \nabla q \cdot \hat{\boldsymbol{\tau}} \mathrm{~d} s,  \tag{4.15a}\\
& \iint_{A} f^{2} \mathrm{~d} A=\oint_{\partial A} q \nabla p \cdot \hat{\boldsymbol{\tau}} \mathrm{~d} s . \tag{4.15b}
\end{align*}
$$

Because the integral formulations (4.15) are both equivalent to the MongeAmpère equation, we use numerical approximations of (4.15) as a measure for the residual of the numerical solution to the Monge-Ampère equation. To this purpose, let

$$
\begin{align*}
& \mathbf{H}_{1}=-p \nabla q=-p\binom{s}{t}=\frac{p f}{a-b}\binom{a+b}{-2},  \tag{4.16a}\\
& \mathbf{H}_{2}=q \nabla p=q\binom{r}{s}=\frac{q f}{a-b}\binom{2 a b}{-a-b} . \tag{4.16b}
\end{align*}
$$

Equations (2.45) are equivalent to

$$
\begin{equation*}
\iint_{A} f^{2} \mathrm{~d} A=\oint_{\partial A} \mathbf{H}_{k} \cdot \hat{\boldsymbol{\tau}} \mathrm{~d} s \tag{4.17}
\end{equation*}
$$

for $k=1,2$. Choosing an appropriate domain $A$, this can therefore be used to determine the numerical residual. We choose the control volume $A=A_{i, j}=$ $\left[x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}\right] \times\left[y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}\right]$, and write (4.17) as

$$
\begin{equation*}
I_{k}^{N}+I_{k}^{S}+I_{k}^{W}+I_{k}^{E}-\iint_{A_{i, j}} f^{2} \mathrm{~d} A=0 \tag{4.18}
\end{equation*}
$$

where

$$
\begin{array}{ll}
I_{k}^{N}=-\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} H_{k, x}\left(x, y_{j+\frac{1}{2}}\right) \mathrm{d} x, & I_{k}^{S}=\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} H_{k, x}\left(x, y_{j-\frac{1}{2}}\right) \mathrm{d} x, \\
I_{k}^{W}=-\int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} H_{k, y}\left(x_{i-\frac{1}{2}}, y\right) \mathrm{d} y, & I_{k}^{E}=\int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} H_{k, y}\left(x_{i+\frac{1}{2}}, y\right) \mathrm{d} y, \tag{4.19}
\end{array}
$$

and $H_{k, x}$ denotes the $x$-component of $\mathbf{H}_{k}$, and the line integrals are carried out over the North, South, West and East part of the control volume $A_{i, j}$, as shown in Figure 4.4.


Figure 4.4: Schematic overview of domain $A_{i, j}$ with corresponding tangent vectors.
We approximate the integrals $I_{k}^{N}, I_{k}^{S}, I_{k}^{W}$ and $I_{k}^{E}$ using Gauss-Legendre quadrature rules. To this end, let $z_{1}, z_{2} \in \mathbb{R}, z_{1}<z_{2}$ and $g \in C\left(\left[z_{1}, z_{2}\right]\right)$. Given the $n$ points $\xi_{i} \in[-1,1]$ and $n$ weights $w_{i}$ (see [70] for example), we approximate

$$
\begin{equation*}
\int_{z_{1}}^{z_{2}} g(x) \mathrm{d} x \approx \frac{z_{2}-z_{1}}{2} \sum_{i=1}^{n} w_{i} g\left(\frac{z_{2}-z_{1}}{2} \xi_{i}+\frac{z_{1}+z_{2}}{2}\right) \tag{4.20}
\end{equation*}
$$

In case $g$ is $2 n$ times continuously differentiable, the error associated with (4.20) is $\mathcal{O}\left(\left(z_{2}-z_{1}\right)^{2 n+1}\right)[46, \S 5.2]$. Therefore, we choose $n=3$ such that the calculation of the residual is at least sixth order, one order higher than the classic Runge-Kutta scheme. Note that we generally do not know $\mathbf{H}_{k}$ in the points $\left(\frac{z_{2}-z_{1}}{2} \xi_{i}+\frac{z_{1}+z_{2}}{2}\right)$, where either $\left(z_{1}, z_{2}\right)=\left(x_{i-1 / 2}, x_{i+1 / 2}\right)$ or $\left(z_{1}, z_{2}\right)=$ $\left(y_{i-1 / 2}, y_{i+1 / 2}\right)$. Therefore, we interpolate $\mathbf{H}_{k}$ using splines of order 5 , such that the interpolation is at least as accurate as the one-step method. Similarly, we approximate $\iint_{A_{i, j}} f^{2} \mathrm{~d} A$ by subsequently integrating over $x$ and $y$ using the Gauss-Legendre quadrature rule. We normalize the absolute residual of (4.18) over $A_{i, j}$ by dividing it by the area $\left|A_{i, j}\right|$, and denote the result by $\epsilon_{k}(i, j)$. Lastly, we measure the residual over the whole grid by

$$
\begin{equation*}
\epsilon_{k}=\max _{\substack{i \in\left\{2, \ldots, N_{x}-1\right\} \\ j \in\left\{2, \ldots, N_{y}-1\right\}}}\left|\epsilon_{k}(i, j)\right| . \tag{4.21}
\end{equation*}
$$

### 4.2 Numerical results for the standard MA equation

In this section we present numerical results for the Monge-Ampère equation. We will present results for the forward Euler, modified Euler and classic Runge-

Kutta based methods for a default test case (Section 4.2.1), an example with known analytical solution. For the modified Euler method we furthermore consider $2^{\text {nd }}, 3^{\text {rd }}$ and $5^{\text {th }}$ order splines. In Section 4.2.2, we compare the methods for a second example. Additionally, we show numerical results for the Runge-Kutta based method, for which we prescribe either two or zero boundary conditions per boundary segment (Section 4.2.3), a case where the number of boundary conditions varies along the boundary (Section 4.2.4) and a case where one boundary value is nonsmooth (Section 4.2.5).

### 4.2.1 A smooth default test case

To validate the numerical methods we design a default test case. To this end we let $\Omega=[0,1] \times[-0.5,0.5]$ and we calculate a right-hand side-solution pair $(f, u)$ using the method outlined in Section 2.3 with $w(z)=\cos (i z)$, giving

$$
\begin{align*}
& u(x, y)=\cos (y) \cosh (x) \\
& f(x, y)=\sqrt{\frac{\cos (2 y)+\cosh (2 x)}{2}} . \tag{4.22}
\end{align*}
$$

From the exact solution (4.22) and (3.64) we find $a$ and $b$ on the whole domain, viz.

$$
\begin{align*}
& a(x, y)=-\frac{\sin (y) \sinh (x)+f(x, y)}{\cos (y) \cosh (x)}  \tag{4.23a}\\
& b(x, y)=\frac{-\sin (y) \sinh (x)+f(x, y)}{\cos (y) \cosh (x)} . \tag{4.23b}
\end{align*}
$$

We impose the corresponding initial conditions

$$
\begin{equation*}
u(0, y)=\cos (y), \quad p(0, y)=0 . \tag{4.24}
\end{equation*}
$$

By (3.73) we find

$$
\begin{array}{lll}
q(0, y)=-\sin (y), & t(0, y)=-\cos (y), & s(0, y)=0  \tag{4.2}\\
a(0, y)=-1, & b(0, y)=1, & r(0, y)=\cos (y) .
\end{array}
$$

To justify (4.24), note that the outward unit normal vector $\hat{\mathbf{n}}$ on the initial strip is $\hat{\mathbf{n}}(0, y)=(-1,0)^{\mathrm{T}}, \mathbf{x}_{\alpha}(0, y)=(1,-1)^{\mathrm{T}}$ and $\mathbf{x}_{\beta}(0, y)=(1,1)^{\mathrm{T}}$. Therefore $\mathbf{x}_{\alpha}(0, y) \cdot \hat{\mathbf{n}}(0, y)=\mathbf{x}_{\beta}(0, y) \cdot \hat{\mathbf{n}}(0, y)=-1$, and hence we should prescribe $u$ and $p$ on the initial strip according to Case 2 in Section 3.4. A similar calculation shows that at $x=1$ no boundary conditions need to be prescribed.

On the upper boundary, we have $\hat{\mathbf{n}}=(0,1)^{\mathrm{T}}, \mathbf{x}_{\alpha}=(1, a)^{\mathrm{T}}, \mathbf{x}_{\beta}=(1, b)^{\mathrm{T}}, a<0$ and $b>0$, so that the $\alpha$-characteristic is entering the domain. Hence we need to prescribe $b$ and $a$ is known. In the same way, we need to prescribe $a$ at the lower boundary and $b$ is known.

### 4.2.1.1 Forward Euler based method

We present the results for the forward Euler based method for which we use splines of first degree, i.e., linear interpolants. The convergence of the forward Euler scheme is shown in Figure 4.5 as function of $h_{y}$, which controls $\left(h_{x}\right)_{i} ;$ see Section 4.1.4. In the left figure the maximum absolute differences at $x=1$ between the function value and its numerical approximation for several variables are shown. More precisely, the figure shows

$$
\begin{equation*}
E[a]:=\max _{j=1, \ldots, N_{y}} \frac{1}{N_{y}}\left|a\left(x_{N_{x}}, y_{j}\right)-a_{N_{x}, j}\right|, \tag{4.26}
\end{equation*}
$$

and similar errors for $b, u, p$ and $q$ for varying $h_{y}$. The adaptive step size control implies $\left(h_{x}\right)_{i} \approx \mathcal{O}\left(h_{y}\right)$, which allows us to quantify the error solely in terms of $h_{y}$.

It is well known that the forward Euler method is locally second order and globally first order accurate, if the solutions are sufficiently smooth. Because the interpolation error and the local discretization error are both second-order accurate, we expect the global convergence to be that of the forward Euler method, i.e., first order, which is also seen in the figure.

The residuals are also shown and show first-order convergence for $\epsilon_{1}, \epsilon_{2}$, as defined by (4.21). To understand this, note that we divide by the area of the control volume, that is, we divide by $\left|A_{i, j}\right|$, effectively normalizing $\epsilon_{1}, \epsilon_{2}$ such that they converge as the integrand does, which in this case is first order (for $\mathbf{H}_{1}$ and $\mathbf{H}_{2}$ ).

Figure 4.6 shows the solution surface $u$ (left), and a color map of the residual $\epsilon_{1}$ (right) for the case $N_{y}=1000$. The surface $u$ is clearly both smooth and a saddle surface. The right image shows the residual along with some characteristics. The shown characteristics are calculated after the simulation is done, and chosen such that they enter at seven equidistant points on the initial strip and five on the upper and lower boundary. The direction of the characteristics clearly shows that both the blue characteristic, i.e., the $\alpha$-characteristic, and the black characteristic, i.e., the $\beta$-characteristic, enter at the initial strip. Hence, both $u$ and $p$ need to be prescribed at the initial strip. This is in agreement with (4.24). Furthermore, it shows that the $\alpha$-characteristics and $\beta$-characteristics leave the domain at the lower and upper boundary, respectively. Therefore $a$ and $b$ should be prescribed at the



Figure 4.5: Convergence of the global error (left) and the residual (right) for the forward Euler based method.
lower and upper boundary, respectively, which agrees with the discussion on boundary conditions above.


Figure 4.6: Surface $u$ (left) and a color map of the residual $\epsilon_{1}$ with characteristics (right).

### 4.2.1.2 Modified Euler based method

In this section we will discuss a few results for the modified Euler based method. We demonstrate the importance of choosing an appropriate interpolation routine and show accompanying convergence results. Generally we use an interpolant which is as accurate as the integration routine because a more accurate interpolant will not increase the overall accuracy while being computationally more expensive, and a lower-order interpolant will lower the convergence. In Figures 4.7, 4.8 and 4.9 the convergence is shown for splines of order 2,3 , and 5 , respectively. Using splines of second order yields first-order convergence for both the global error and the residual. This is what we expect because the local discretization error after interpolation is
second-order. Henceforth, second-order splines, i.e., linear B-splines, reduce the rate of convergence, and higher-order splines are preferred.

Figures 4.8 and 4.9 show the same order of convergence because the interpolants are at least as accurate as the local integration error. For a spline of order 3, i.e., quadratic B-splines, the interpolation error is as accurate as the local error of the modified Euler method. The accuracy of the global error is one order lower than the local error and equal to that of the residual. For the spline of order 5, i.e., for polynomials of fourth degree as B-splines, the local error of the modified Euler method is the limiting factor and the global error and the residual are second-order accurate.



Figure 4.7: Convergence for the global error (left) and the residual (right) for the modified Euler based method with a second-order accurate interpolant.


Figure 4.8: Convergence for the global error (left) and the residual (right) for the modified Euler based method with a third-order accurate interpolant.


Figure 4.9: Convergence for the global error (left) and the residual (right) for the modified Euler based method with a fifth-order accurate interpolant.

### 4.2.1.3 Classic Runge-Kutta based method

Analogously to the previous sections, we consider the default test case. Figure 4.10 shows the results for using the Runge-Kutta method with spline interpolants of order 5. Because the Runge-Kutta method is locally fifth-order accurate, which coincides with the accuracy of the splines, we expect a fourthorder global convergence. This is indeed shown in the figure. The convergence of the residuals is also expected to be of order 4, as also seen in the figure. The convergence seems to slow down for $h_{y} \approx 1 / 1000$, which is due to round-off errors as the solutions reach computer precision.



Figure 4.10: Convergence for the global error (left) and the residual (right) for the classic Runge-Kutta based method with a fifth-order accurate interpolant.

### 4.2.2 An aggregated example

Next we compare the developed numerical methods for the example

$$
\begin{equation*}
u(x, y)=e^{x} \cos (y), \quad f(x, y)=e^{x}, \tag{4.27}
\end{equation*}
$$

which is constructed using $w(z)=e^{z}$; see Appendix 2.3. Let $\Omega=[0,2] \times$ $[-1 / 3,2 / 3]$ be the computational domain. A straightforward calculation using (4.27) shows

$$
\begin{array}{ll}
p(x, y)=e^{x} \cos (y), & q(x, y)=-e^{x} \sin (y) \\
a(x, y)=-\frac{\sin (y)+1}{\cos (y)}, & b(x, y)=\frac{-\sin (y)+1}{\cos (y)} \tag{4.28}
\end{array}
$$

which we use, along with (4.27), to prescribe $u, p, q, a, b$ on the initial strip $x=0,-\frac{1}{3} \leq y \leq \frac{2}{3}$, accordingly. Equations (4.28) show $a<0, b>0$ on $\Omega$. Analogously to the default test case, we prescribe $a$ on the lower and $b$ on the upper boundary as dictated by (4.28). We compare the forward Euler, modified Euler and Runge-Kutta methods using second-, third- and fifthorder splines, respectively. The results are shown in Figure 4.11. The left figure shows first-, second- and fourth-order convergence of the global error of $u$ for the forward Euler, modified Euler and Runge-Kutta-method, respectively. These rates of convergence are in agreement with the previous sections. The convergence of $\epsilon_{1}$, shown in the right figure, also shows first, second and fourth order convergence. Figure 4.12 shows that the error accumulates for increasing $x$, i.e., the further into the domain, as measured from the initial strip, the higher the error. This is due to the errors propagating along characteristics. Furthermore, at each grid line new numerical errors originate by the chosen explicit one step method and the B-spline interpolation.


Figure 4.11: Convergence for the global error (left) and the residual (right).


Figure 4.12: The error $\left|u_{i, j}-u\left(\mathbf{x}_{i, j}\right)\right|$ over the domain for the Runge-Kutta method with $h_{y}=$ $10^{-3}$.

### 4.2.3 An initial strip extended over two edges

We will demonstrate an example for the forward Euler based method for which we have two entering characteristics at both the western and northern boundary, and two leaving characteristics on both the southern and eastern boundary. In this case the northern boundary is also an initial strip as discussed in Section 3.4. To this end let

$$
\begin{equation*}
u(x, y)=x^{3} y^{2}+1, \quad f(x, y)=2 \sqrt{6} x^{2} y \tag{4.29}
\end{equation*}
$$

on the domain $\Omega=[1,2]^{2}$. A straightforward calculation shows that (4.29)
satisfies the Monge-Ampère equation (3.60), and that

$$
\begin{equation*}
a(x, y)=\frac{(-3+\sqrt{6}) y}{x}, \quad b(x, y)=-\frac{(3+\sqrt{6}) y}{x}, \tag{4.30}
\end{equation*}
$$

which implies $a, b<0$ on $\Omega$. Let $\hat{\mathbf{n}}_{\mathrm{W}}$ denote the normal at the western boundary segment, and likewise for the other subscripts. It follows that

$$
\begin{array}{ll}
\mathbf{x}_{\alpha}(1, y) \cdot \hat{\mathbf{n}}_{\mathrm{W}}<0, & \mathbf{x}_{\beta}(1, y) \cdot \hat{\mathbf{n}}_{\mathrm{W}}<0, \\
\mathbf{x}_{\alpha}(x, 1) \cdot \hat{\mathbf{n}}_{\mathrm{S}}>0, & \mathbf{x}_{\beta}(x, 1) \cdot \hat{\mathbf{n}}_{\mathrm{S}}>0 \\
\mathbf{x}_{\alpha}(2, y) \cdot \hat{\mathbf{n}}_{\mathrm{E}}>0, & \mathbf{x}_{\beta}(2, y) \cdot \hat{\mathbf{n}}_{\mathrm{E}}>0, \\
\mathbf{x}_{\alpha}(x, 2) \cdot \hat{\mathbf{n}}_{\mathrm{N}}<0, & \mathbf{x}_{\beta}(x, 2) \cdot \hat{\mathbf{n}}_{\mathrm{N}}<0 . \tag{4.31d}
\end{array}
$$

The classification of the boundary conditions in Section 3.4 implies we should prescribe two boundary conditions at the western and northern boundaries and zero boundary conditions at the eastern and southern segments. By prescribing two boundary conditions at the northern boundary, it is an initial strip. The total set of prescribed boundary conditions for $1 \leq x \leq 2,1 \leq y \leq 2$ thus read

$$
\begin{equation*}
u(1, y)=y^{2}+1, \quad p(1, y)=3 y^{2}, \quad u(x, 2)=4 x^{3}+1, \quad q(x, 2)=4 x^{3} . \tag{4.32}
\end{equation*}
$$

From $u(1, y)$ and $p(1, y)$ we obtain $q, r, s, t, a, b$ at the western boundary by (3.73). Analogously, $u(x, 2)$ and $q(x, 2)$ determine $p, a, b, r, s, t$ at the northern boundary.

Figure 4.13 shows some characteristics for this example, illustrating where characteristics are entering or leaving the domain. Furthermore, the figure shows that $\Omega$ is fully covered by the characteristic domain of the two initial strips. The figure on the right also shows the points $(1.7,1.6)$ and $(1.1,1.1)$ with their corresponding domains of dependence colored red.

Figure 4.14 shows the convergence for the forward Euler based method for this example, for both the global error and the residual. As expected, both show first-order convergence. Figure 4.15 shows the error in $b$ for this example, calculated using the Runge-Kutta method with fifth-order-splines with $h_{y}=1 / 1000$. The figure shows the accumulation of numerical errors over the domain and shows $b$ is most accurate near the boundaries where both $a$ and $b$ are prescribed.


Figure 4.13: Domain $\Omega$ and some characteristics, which enter the domain at the western and northern boundaries, with the domain of dependence for the points (1.7,1.6) and (1.1,1.1).


Figure 4.14: Convergence for the global error (left) and the residual (right) for the forward Euler based method with a second-order accurate interpolant.


Figure 4.15: The numerical error $\left|b_{i, j}-b\left(\mathbf{x}_{i, j}\right)\right|$.

### 4.2.4 Varying number of boundary conditions

Next we will show an example for which the number of boundary conditions we prescribe changes along the boundary. To this end let $\Omega=[1,2.5] \times$ $[-2,-1.5]$ and

$$
\begin{equation*}
u(x, y)=1+e^{2 y / x}, \quad f(x, y)=\frac{2}{x^{2}} e^{2 y / x} \tag{4.33}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
a(x, y)=1+\frac{y}{x}, \quad b(x, y)=\frac{y}{x} \tag{4.34}
\end{equation*}
$$

which implies $a \leq 0$ for $x \leq-y$ on $\Omega$ and $a>0$ for $x>-y$ and $b<0$ on $\Omega$. Let $\hat{\mathbf{n}}$ be the outward unit normal on $\partial \Omega$, then the boundary conditions to be prescribed are

| Boundary segment | Classification | Boundary condition(s) |
| :--- | :--- | :--- |
| Western, | $\left(\mathbf{x}_{\alpha}, \hat{\mathbf{n}}\right)<0, \quad\left(\mathbf{x}_{\beta}, \hat{\mathbf{n}}\right)<0$, | $a$ and $b$, |
| Southern, $x \leq y$, | $\left(\mathbf{x}_{\alpha}, \hat{\mathbf{n}}\right)>0, \quad\left(\mathbf{x}_{\beta}, \hat{\mathbf{n}}\right)>0$, | None, |
| Southern, $x>-y$, | $\left(\mathbf{x}_{\alpha}, \hat{\mathbf{n}}\right)<0, \quad\left(\mathbf{x}_{\beta}, \hat{\mathbf{n}}\right)>0$, | $b$, |
| Northern, $x \leq y$, | $\left(\mathbf{x}_{\alpha}, \hat{\mathbf{n}}\right)<0, \quad\left(\mathbf{x}_{\beta}, \hat{\mathbf{n}}\right)<0$, | $a$ and $b$, |
| Northern, $x>-y$, | $\left(\mathbf{x}_{\alpha}, \hat{\mathbf{n}}\right)>0, \quad\left(\mathbf{x}_{\beta}, \hat{\mathbf{n}}\right)<0$, | $a$, |
| Eastern, | $\left(\mathbf{x}_{\alpha}, \hat{\mathbf{n}}\right)>0, \quad\left(\mathbf{x}_{\beta}, \hat{\mathbf{n}}\right)>0$, | None, |

as illustrated in Figure 4.16.
Figure 4.17 shows the convergence of the global error and the residual for the Runge-Kutta based method with fifth-order splines. The convergence is fourth order as expected, and slowly comes to a halt for a fine grid, as also discussed in the previous section. Figure 4.18 shows the characteristics in the domain (left), and a heat map of the error $\left|b_{i, j}-b\left(\mathbf{x}_{i, j}\right)\right|$ (right). The heat map clearly shows the swirling influence of the $\alpha$-characteristics, and a lower error near the segments of the boundary where $b$ is prescribed.


Figure 4.16: Schematic overview of the prescribed boundary conditions and their locations.


Figure 4.17: Convergence of the global error (left) and the residual (right).


Figure 4.18: Characteristics in the domain (left) and a heat map of the numerical error in $b$ (right).

### 4.2.5 An example with nonsmooth boundary conditions

The last example is similar to the default test case of Section 4.2.2, but now with nonsmooth boundary conditions. We set $\Omega=[-1,1] \times[-0.5,0.5]$. We prescribe the initial conditions

$$
\begin{equation*}
u_{\mathrm{W}}(y)=p_{\mathrm{W}}(y)=e^{-1} \cos (y), \tag{4.35}
\end{equation*}
$$

from which the remaining relevant variables follow by applying (3.73). At the lower and upper boundary we prescibe the boundary conditions

$$
\begin{align*}
& a_{\mathrm{S}}(x)= \begin{cases}\frac{\sin (0.5)-1}{\cos (0.5),}, & x<0 \\
-e^{-3 x / 2}\left(x^{2}+1\right), & x \geq 0\end{cases}  \tag{4.36a}\\
& b_{\mathrm{N}}(x)=\frac{1-\sin (0.5)}{\cos (0.5)}, \tag{4.36b}
\end{align*}
$$

respectively. The boundary condition for $a$ is not continuous, i.e., $\lim _{x \uparrow 0} a_{\mathrm{S}}(x) \approx$ -0.59 and $\lim _{x \downarrow 0} a_{\mathrm{S}}(x)=-1$.

Generally, the error terms of numerical methods depend on derivatives of the functions to be estimated. As $a$ is nonsmooth, we do not necessarily expect convergence as we did before. Furthermore, no analytical solution is known (for the whole domain) for this particular example, therefore we base convergence on the residual values.

We use the Runge-Kutta method with fifth-order splines for this example. Figure 4.19 shows a heat map of $\epsilon_{1}$, i.e., the magnitude of the residual on a color scale on the left. The heat map and surface plots in this section are constructed for $N_{y}=1001$. The figure shows convergence of the solution, although at a slower rate than for continuous boundary values. The heat map also shows a few characteristics given by the solid green and dashed white curves. Furthermore, it shows that the discontinuity of the derivatives of $a$ in $(0,-0.5)$ yields a rapidly varying residual. This difference in residual is propagated along the characteristic starting in $(0,-0.5)$. This is in agreement with an alternative equivalent definition of a characteristic, from [20, p. 408]: "Discontinuities (of a nature to be specified later) of a solution cannot occur except along characteristics.". We add to this that the discontinuities mentioned only arise in the second-order derivatives, and $u, p$ and $q$ are smooth as seen in Figure 4.20. Furthermore, the region of increased residual increases for increasing $x$ values. This is due to the interpolation along the vertical grid lines spreading the errors vertically. The exact solution at $x \geq 0$, and below the characteristic emanating from $(x, y)=(0,-0.5)$, is not known. We establish
convergence in this region by restricting the residual, viz., by considering

$$
\begin{equation*}
\eta_{k}=\max _{i, j}\left\{\epsilon_{k} \mid\left(x_{i}, y_{j}\right) \in[0.5,1] \times[-0.5,0]\right\}, \text { for } k=1,2 \tag{4.37}
\end{equation*}
$$

as function of $h_{y}$, which is shown on the right of Figure 4.19. Figure 4.20 also shows four characteristics, departing from the end points of the initial strip and from $(x, y)=(0,0.5)$ and $(x, y)=(0,-0.5)$. Lastly, Figure 4.21 shows both $r$ (left) and $a$ (right) to be discontinuous, exactly along the characteristic emanating from $(x, y)=(0,-0.5)$.



Figure 4.19: A heat map of the residual $\epsilon_{1}$ (left) and the convergence of the residual $\eta_{k}$ (right) for nonsmooth boundary value $a$.



Figure 4.20: Smooth solutions $u$ (left) and $p$ (right) for nonsmooth boundary data.


Figure 4.21: Nonsmooth solutions $r$ (left) and $a$ (right) for nonsmooth boundary data.

### 4.3 Numerical results for the general MA equation

Next we discuss numerical results for the general hyperbolic Monge-Ampère equation (3.42). Recall, that for the general hyperbolic Monge-Ampère equation we have an equivalent systems of ODEs given by (3.41). As is the case for the standard Monge-Ampère equation, we do not require all ODEs and only use the subset

$$
\begin{array}{rlrl}
x_{\alpha} & =\frac{B_{2}}{2 \kappa^{\alpha}}, & x_{\beta} & =\frac{B_{2}}{2 \kappa^{\beta}}, \\
y_{\alpha} & =a \frac{B_{2}}{2 \kappa^{\alpha}}, & y_{\beta} & =b \frac{B_{2}}{2 \kappa^{\beta}}, \\
u_{\alpha} & =(p+a q) \frac{B_{2}}{2 \kappa^{\alpha}}, & u_{\beta} & =(p+b q) \frac{B_{2}}{2 \kappa^{\beta}}, \\
p_{\alpha} & =\left(\frac{a}{2}\left(A_{2}-\sqrt{\Delta}\right)-A_{3}\right) \frac{B_{2}}{2 \kappa^{\alpha}}, & p_{\beta} & =\left(\frac{b}{2}\left(A_{2}+\sqrt{\Delta}\right)-A_{3}\right) \frac{B_{2}}{2 \kappa^{\beta}}, \\
q_{\alpha} & =\left(\frac{1}{2}\left(A_{2}+\sqrt{\Delta}\right)-a A_{1}\right) \frac{B_{2}}{2 \kappa^{\alpha}}, & q_{\beta} & =\left(\frac{1}{2}\left(A_{2}-\sqrt{\Delta}\right)-b A_{1}\right) \frac{B_{2}}{2 \kappa^{\beta}}, \\
b_{\alpha} & =\left(\frac{A_{2, \alpha}-2 b A_{1, \alpha}+\frac{2}{\kappa^{\alpha}} F^{y}}{2 \sqrt{\Delta}}\right. & a_{\beta} & =\left(\frac{A_{2, \beta}-2 a A_{1, \beta}+\frac{2}{\kappa^{\beta}} F^{y}}{2 \sqrt{\Delta}}\right. \\
\left.-\frac{4 A_{4, \alpha}+\left(\Delta_{\tilde{F}}\right)_{\alpha}}{4 \Delta}\right)(a-b), &
\end{array}
$$

where we used equations (3.44), (3.49), (3.50), (3.51), and (3.55).

All ODEs only depend on $x, y, u, p, q, a, b$, the functions $A_{i}$ and their derivatives. Furthermore, we have that $\Delta$ is given by (3.43), $B_{2}$ by (3.47), $\left(\Delta_{\tilde{F}}\right)_{\beta}$ by (3.54). We also have $F^{y}$ given by (3.58) and $A_{i, \beta}$ by (3.59).

For the numerical methods for the standard Monge-Ampère equation presented in Section 4.1, we assumed $\kappa^{\alpha}=\kappa^{\beta}=F_{r}=\frac{1}{2} B_{2}$. Here we generalized this approach. If we take $\kappa^{\alpha}=\kappa^{\beta}=\frac{1}{2} B_{2}$, then $x_{\alpha}=x_{\beta}=1, y_{\alpha}=a$ and $y_{\beta}=b$. This allows the construction of an integration method in the positive $x$-direction by using $x$ as the independent parameter. Similarly, we can integrate in the negative $x$-direction by using $x$ as the independent parameter when $\kappa^{\alpha}=\kappa^{\beta}=-\frac{1}{2} B_{2}$. Furthermore, by choosing $\left(\kappa^{\alpha}, \kappa^{\beta}\right)= \pm \frac{1}{2} B_{2}(a, b)$ we integrate in the positive or negative $y$-direction by using $y$ as the independent parameter. In this section we present numerical results for these four choices of $\kappa$.

Note that the numerical methods change only slightly in case $\left(\kappa^{\alpha}, \kappa^{\beta}\right) \neq$ $\frac{1}{2} B_{2}$. For one, the functions $\mathbf{g}^{\alpha}$ and $\mathbf{g}^{\beta}$ are defined analogously to (4.2), containing the right-hand sides of the ODE systems (4.38). Furthermore, if $\left(\kappa^{\alpha}, \kappa^{\beta}\right)= \pm \frac{1}{2} B_{2}(a, b)$, we use $y$ as independent variable instead of $x$ and henceforth we formally swap $x$ and $y, h_{x}$ and $h_{y}$. The process is straightforward but tedious, and therefore omitted here. Only the adaptive step size control warrants further consideration. Analogous to Section 4.1.4, we limit $\Delta x(i)=\left|\tilde{x}_{j+1}^{\beta}(i)-x_{i}\right|$ by imposing restrictions on $\left(h_{y}\right)_{j}$. We do so by approximating $\Delta x(i)$ by a forward Euler step and subsequently setting $\left(h_{y}\right)_{j}<h_{x}$ to find

$$
\begin{equation*}
\left(h_{y}\right)_{j}=\gamma h_{x} \cdot \min _{i \in\left\{1, \ldots, N_{x}\right\}}\left\{1,\left|a_{i, j}\right|,\left|b_{i, j}\right|\right\}, \tag{4.3}
\end{equation*}
$$

where we again choose $\gamma=0.95$.
The general criteria for the boundary conditions as given in Section 3.4, i.e., the cases presented there, do not change. However, the derivation for the function values implied by the boundary condition do change slightly. To see this, let us consider $\left(\kappa^{\alpha}, \kappa^{\beta}\right)=-\frac{1}{2} B_{2}$. Because we integrate in the negative $x$-direction, we do not prescribe the initial strip at the western boundary but at the eastern boundary instead, i.e., instead of prescribing $u_{\mathrm{W}}(y)$ and $p_{\mathrm{W}}(y)$ and calculating the remaining variables via (3.73) for the standard MA equation, we now prescribe $u_{\mathrm{E}}(y), p_{\mathrm{E}}(y)$ and using equations (3.41), (3.44) and (3.46) we calculate

$$
\begin{align*}
q\left(x_{\max }, y\right) & =u_{\mathrm{E}}^{\prime}(y)  \tag{4.40a}\\
t\left(x_{\max }, y\right) & =u_{\mathrm{E}}^{\prime \prime}(y)  \tag{4.40b}\\
s\left(x_{\max }, y\right) & =p_{\mathrm{E}}^{\prime}(y),  \tag{4.40c}\\
A_{i, \mathrm{E}}(y) & =A_{i}\left(x_{\max }, y, u_{\mathrm{E}}(y), p_{\mathrm{E}}(y), q\left(x_{\max }, y\right)\right)  \tag{4.40~d}\\
\Delta_{\mathrm{E}}(y) & =4 A_{4, \mathrm{E}}(y)+A_{2, \mathrm{E}}^{2}(y)-4 A_{1, \mathrm{E}}(y) A_{3, \mathrm{E}}(y)  \tag{4.40e}\\
a\left(x_{\max }, y\right) & =\frac{-2 s\left(x_{\min }, y\right)+A_{2, \mathrm{E}}(y)+\sqrt{\Delta_{\mathrm{E}}(y)}}{2 t\left(x_{\max }, y\right)+A_{1, \mathrm{E}}(y)}  \tag{4.40f}\\
b\left(x_{\max }, y\right) & =\frac{-2 s\left(x_{\min }, y\right)+A_{2, \mathrm{E}}(y)-\sqrt{\Delta_{\mathrm{E}}(y)}}{2 t\left(x_{\max }, y\right)+A_{1, \mathrm{E}}(y)}  \tag{4.40~g}\\
r\left(x_{\max }, y\right) & =\frac{a\left(x_{\max }, y\right) b\left(x_{\max }, y\right)}{a\left(x_{\max }, y\right)-b\left(x_{\max }, y\right)} \sqrt{\Delta_{\mathrm{E}}(y)}-A_{3, \mathrm{E}} \tag{4.40h}
\end{align*}
$$

with $i=1, \ldots, 4$. The other cases follow analogously. We omit the details here and instead consider a few examples.

### 4.3.1 A smooth default test case

In Section 4.2 we discussed the default test case given by (4.22). The example can also be written as a general Monge-Ampère equation with coefficients

$$
\begin{equation*}
A_{1}=A_{2}=A_{3}=0, \quad A_{4}=\frac{1}{2}(\cos (2 y)+\cosh (2 x)) . \tag{4.41}
\end{equation*}
$$

We again consider the domain $\Omega=[0,1] \times[-0.5,0.5]$ and solve the general Monge-Ampère equation for the four choices of $\left(\kappa^{\alpha}, \kappa^{\beta}\right)$ given in Figure 4.22. The figure also shows the required boundary condition per edge of $\partial \Omega$. Numerical solutions have been calculated using the forward Euler, modified Euler and Runge-Kutta methods, using B-splines of order 2, 3 and 5, respectively. For each method we (subsequently) considered each of the four options $\left(\kappa^{\alpha}, \kappa^{\beta}\right)= \pm \frac{1}{2} B_{2}(1,1),\left(\kappa^{\alpha}, \kappa^{\beta}\right)= \pm \frac{1}{2} B_{2}(a, b)$. The numerical results converge for each of the algorithms as expected, that is, in line with the results of Section 4.2. We show a subset of the results in Figure 4.23 and 4.24. On the left of Figure 4.23 results for the forard Euler are shown for $\left(\kappa^{\alpha}, \kappa^{\beta}\right)=-\frac{1}{2} B_{2}(a, b)$. The figure shows first order convergence for each of the relevant function values, measured by the maximum of the error $\left|u_{i, j}-u\left(\mathbf{x}_{i j}\right)\right|$. Similarily, on the right fourth order convergence for the Runge-Kutta method is observed. In 4.24 the maximum error in $b$ is shown for the modified Euler method and $\kappa^{\alpha}$ and $\kappa^{\beta}$. On the left the errors are a function of $h_{x}$ or $h_{y}$, depending on the choice


Figure 4.22: Schematic representation of the required boundary conditions for the default test case for various choices of $\kappa^{\alpha}$ and $\kappa^{\beta}$.
for $\kappa^{\alpha}$ and $\kappa^{\beta}$, and on the right as function of the total required number of grid point $N_{x} \cdot N_{y}$. Note, due to the adaptive step size control, we prescribe $N_{x}$ when $\left(\kappa^{\alpha}, \kappa^{\beta}\right)= \pm \frac{1}{2} B_{2}(a, b)$ and $N_{y}$ when $\left(\kappa^{\alpha}, \kappa^{\beta}\right)= \pm \frac{1}{2} B_{2}(1,1)$. We calculate $N_{y}$, in case of $\left(\kappa^{\alpha}, \kappa^{\beta}\right)= \pm \frac{1}{2} B_{2}(a, b)$, and $N_{x}$, in case of $\left(\kappa^{\alpha}, \kappa^{\beta}\right)= \pm \frac{1}{2} B_{2}(1,1)$, after the numerical solution is obtained, subsequently yielding the total number of grid points used. As function of $h_{x}$ and $h_{y}$, we observe second-order convergence for each choice of $\kappa^{\alpha}$ and $\kappa^{\beta}$. No significant difference in the error of $b$ is observed between the different choices of $\kappa^{\alpha}$ and $\kappa^{\beta}$ for a fixed number of total grid points used.


Figure 4.23: Convergence of the errors of the individual function values with $\left(\kappa^{\alpha}, \kappa^{\beta}\right)=$ $-\frac{1}{2} B_{2}(a, b)$ for the forward Euler method (left) and the Runge-Kutta method (right)



Figure 4.24: Convergence of the maximum error of $b$ for various grids and various $\kappa^{\alpha}$ and $\kappa^{\beta}$ for the modified Euler method as function of $h_{x}$ or $h_{y}$ (left) and $N_{x} \cdot N_{y}$ (right).

### 4.3.2 Logarithmic test case

We consider the following example:

$$
\begin{align*}
u(x, y) & =\frac{1}{2} \log \left(x^{2}+y^{2}\right)  \tag{4.42a}\\
A_{1}(x, y, u, p, q) & =(p+q)(x-y) \exp (-2 u)  \tag{4.42b}\\
A_{2}(x, y, u, p, q) & =6 p q-\frac{3}{2 x y^{\prime}}  \tag{4.42c}\\
A_{3}(x, y, u, p, q) & =q^{2}-p^{2}  \tag{4.42d}\\
A_{4}(x, y, u, p, q) & =4 x y p q \exp (-4 u) \tag{4.42e}
\end{align*}
$$

with domain $\Omega=[1,1.5] \times[2,2.5]$. The required boundary conditions are the same as for the default test case and shown in Figure 4.22. All numerical solutions converge as expected, of these, we show two examples here. In Fig-
ure 4.25 the converge is shown for the forward Euler method with $\left(\kappa^{\alpha}, \kappa^{\beta}\right)=$ $-\frac{1}{2} B_{2}(1,1)$ on the left and for the modified Euler with $\left(\kappa^{\alpha}, \kappa^{\beta}\right)=\frac{1}{2} B_{2}(a, b)$ on the right. Again, the observed convergence is first and second order, respectively. In Figure 4.26 the convergence of the global error in the numerical solution is shown as function of $N_{x} \cdot N_{y}$ for each of the four cases for $\kappa^{\alpha}$ and $\kappa^{\beta}$. The figure suggests that the integration direction, and correspondingly the choice for $\kappa^{\alpha}, \kappa^{\beta}$ and the placement of the initial base curve, does not influence the convergence of the algorithms.


Figure 4.25: Convergence of the errors of the individual function values for the forward Euler method with $\left(\kappa^{\alpha}, \kappa^{\beta}\right)=-\frac{1}{2} B_{2}(1,1)$ (left) and the modified Euler for $\left(\kappa^{\alpha}, \kappa^{\beta}\right)=\frac{1}{2} B_{2}(a, b)$ (right).


Figure 4.26: The maximum error of $u$ for various grids and $\kappa^{\alpha}$ and $\kappa^{\beta}$ for the forward Euler method (left) and the modified Euler method (right).

### 4.3.3 An initial strip extended over two edges

Next we present an example for which the initial strip extends over two edges. Consider the domain $\Omega=[-1,0] \times\left[\frac{3}{4}, \frac{5}{4}\right]$ and

$$
\begin{align*}
u(x, y) & =\exp (x) \cos (y),  \tag{4.43a}\\
A_{1}(x, y, u, p, q) & =1+\frac{u p}{\exp (x) \cos (y)},  \tag{4.43b}\\
A_{2}(x, y, u, p, q) & =-\frac{1+u+p}{q}-\exp (x) \sin (y),  \tag{4.43c}\\
A_{3}(x, y, u, p, q) & =1-q \frac{\cos (y)}{\sin (y)},  \tag{4.43d}\\
A_{4}(x, y, u, p, q) & =(1+\exp (x) \cos (y))^{2} . \tag{4.43e}
\end{align*}
$$

By (3.44a), i.e., the definition of $a$ and $b$, we have $a, b>0$ on $\Omega$. Therefore, according to Section 3.4, we need to prescribe two initial strips. The initial strips for each choice of $\left(\kappa^{\alpha}, \kappa^{\beta}\right)$ are shown in Figure 4.27. It shows that we prescribe $u$ and $p$ on the edge $\left\{x_{\min }\right\} \times\left[y_{\min }, y_{\max }\right]$ and $u$ and $q$ on $\left[x_{\text {min }}, x_{\text {max }}\right] \times\left\{y_{\min }\right\}$ when integrating in either the positive $x$ - or positive $y$-direction. The figure furthermore shows that we prescribe $u$ and $p$ on the edge $\left\{x_{\max }\right\} \times\left[y_{\min }, y_{\max }\right]$ and $u$ and $q$ on $\left[x_{\min }, x_{\max }\right] \times\left\{y_{\max }\right\}$ when integrating in either the negative $x$ or negative $y$-direction. Figure 4.28 shows convergence for the modified Euler method when integrating in the positive $y$-direction (left) and the convergence when integrating in the negative $y$-direction using the Runge-Kutta method

$$
\begin{aligned}
& \left(\kappa^{\alpha}, \kappa^{\beta}\right)=\frac{1}{2} B_{2}(1,1) \\
& \left(\kappa^{\alpha}, \kappa^{\beta}\right)=\frac{1}{2} B_{2}(a, b)
\end{aligned}
$$

$$
\left(\kappa^{\alpha}, \kappa^{\beta}\right)=-\frac{1}{2} B_{2}(1,1)
$$

$$
\left(\kappa^{\alpha}, \kappa^{\beta}\right)=-\frac{1}{2} B_{2}(a, b)
$$




Figure 4.27: Schematic representation of the required boundary conditions for various choices of $\kappa^{\alpha}$ and $\kappa^{\beta}$.
(right). Both figures show the expected orders of convergence. In Figure 4.29 the convergence of the global error in the numerical solution is shown for the Runge-Kutta method for various grids and choices of $\kappa^{\alpha}, \kappa^{\beta}$. On the left as function of $h_{x}$ and $h_{y}$, and on the right as function of the total number of grid points. The convergence shown on the left is in accordance with Section 4.2.


Figure 4.28: Convergence of the errors of the individual function values for the modified Euler method with $\left(\kappa^{\alpha}, \kappa^{\beta}\right)=\frac{1}{2} B_{2}(a, b)$ (left) and the Runge-Kutta method for $\left(\kappa^{\alpha}, \kappa^{\beta}\right)=$ $-\frac{1}{2} B_{2}(a, b)$ (right).


Figure 4.29: The maximum error of $u$ for various grids and $\kappa^{\alpha}$ and $\kappa^{\beta}$ for the Runge-Kutta method as function of $h_{x}$ and $h_{y}$ (left) and as function of $N_{x} \cdot N_{y}$ (right).

### 4.4 Summary

In this chapter we introduced numerical methods to solve the hyperbolic Monge-Ampère equation using the method of characteristics (MOC). The MOC yields two ODE systems which can be solved using explicit numerical integrators. We presented three such integrators, which are based on one-step methods. The computed characteristics will not pass through grid points. Therefore interpolation is necessary which should be handled carefully as not to spoil numerical convergence. We discussed how the direction of the characteristics at the boundary determines the number of boundary conditions which should be prescribed.

For test cases with known analytical solutions the developed methods are shown to converge to the analytical solution up to computer precision. Furthermore, two measures for the residual are formulated which converge to computer precision. The methods are shown to work for an example where the initial strip is extended over two boundary segments, and for another example for which the number of boundary conditions necessary varies along a boundary segment. A nonsmooth boundary condition was imposed to show the propagation of the nonsmooth boundary data along the characteristics while the algorithm remained stable. Furthermore, we tested the algorithm for the general Monge-Ampère equation where we integrated in the positive and negative $x$-direction as well as in the positive and negative $y$-direction.

## Chapter 5

## A Least-Squares Method for the Monge-Ampère Equation

In this chapter we introduce a least-squares method for the hyperbolic MongeAmpère equation with transport boundary condition. We are motivated by applications to optical design. In [65] it was found that designing lenses and reflectors for some optical systems is equivalent to solving the standard Monge-Ampère (MA) equation with transport boundary condition. In the next chapter we consider the optical applications in more detail. Here we focus on the hyperbolic Monge-Ampère equation with transport boundary condition, given by

$$
\begin{equation*}
\nabla u(\partial \mathcal{X})=\partial \mathcal{Y} \tag{5.1}
\end{equation*}
$$

with $u=u\left(x_{1}, x_{2}\right)$ the solution to the MA equation. So far, to the best of our knowledge, no reliable method to solve the hyperbolic MA equation with transport boundary conditions is known. Ideally we would resort to the method of characteristics introduced in earlier chapters. However, for the MOC we require a parametrization for the characteristics and subsequently Cauchy boundary conditions on an initial curve. The remaining boundary conditions then depend on the location of the characteristics, and consequently, the required boundary conditions are fundamentally different from the transport boundary condition. The transport boundary condition is therefore hard to implement for the method of characteristics.

In this chapter we therefore do not consider the method of characteristics, but instead resort to a least-squares method which has been proven to work for various elliptic problems, among which the standard Monge-Ampère equation [66], the generalized Monge-Ampère equation and the generated Jacobian equation [69]. The least-squares method is an iterative method which does not
directly solve for the solution $u$, but instead first constructs a mapping $\mathbf{m}$ and subsequently approximates $u$. The general outline of the least-squares method is as follows: first, we approximate the Jacobi matrix of $\mathbf{m}$ in the interior of the domain by minimizing an error functional. Secondly, $\mathbf{m}$ restricted to the boundary of the domain is approximated. By minimizing another error functional involving the newly found Jacobi matrix and the boundary approximation, we obtain a new approximation for the mapping. We repeat these three steps iteratively until $\mathbf{m}$ no longer changes and subsequently calculate $u$ by minimizing a fourth least-squares functional. One of the benefits of this method is that each of the three stages can be adapted upon individually. For example, the minimization for $\mathbf{m}$ in [66] relies on a finite difference scheme while in [83] it uses a finite volume scheme. This three-stage approach allows us to introduce two new boundary methods, viz. a segmented projection method and a segmented arc length method, which both lead to better results and higher computational performance than the original projection method [66]. Even more importantly, the iterative method using the segmented projection method converges in some cases when the original projection method does not. And, as we will show, the segmented arc length method converges for all examples. Furthermore, we improve upon the first minimization procedure, viz. the procedure for approximating the Jacobi matrix in the interior of the domain, and we establish a method to prevent the crossing of grid lines in target space which is required for proper convergence.

The content of this chapter is as follows. We discuss the theory of the least-squares method for the Monge-Ampère equation in Section 5.1. First, in Section 5.1.1, the least-squares method is introduced. Next, we adapt part of the method, viz. the optimization in the interior domain, in Section 5.1.2. In Section 5.1.3, we introduce various boundary methods to replace the existing projection method and, in Sections 5.1.4 and 5.1.5, we introduce two gridshock correction methods. In Section 5.2 we compare the boundary methods, show their weaknesses and strengths and elaborate on the convergence of the algorithm for various test cases. Lastly, we end with a discussion of the results followed by a summary in Section 5.3.

### 5.1 The least-squares formulation

We are interested in the two-dimensional hyperbolic Monge-Ampère equation with transport boundary condition, given by

$$
\begin{align*}
\operatorname{det}\left(\mathrm{D}^{2} u(\mathbf{x})\right)+f^{2}(\mathbf{x}, \nabla u(\mathbf{x})) & =0, \quad \mathbf{x} \in \mathcal{X},  \tag{5.2a}\\
\nabla u(\partial \mathcal{X}) & =\partial \mathcal{Y}, \tag{5.2b}
\end{align*}
$$

where $u=u(\mathbf{x})$ is the unknown, $\mathrm{D}^{2} u$ is the Hessian matrix of $u, f^{2}>0$ and $\mathcal{X}, \mathcal{Y} \subset \mathbb{R}^{2}$ are connected domains. We call $\mathcal{X}$ the source domain and $\mathcal{Y}$ the target domain. This naming convention will become clear in Chapter 7 where $\mathcal{X}$ represents the light source and $\mathcal{Y}$ represents the illuminated target. We require the boundaries $\partial \mathcal{X}$ and $\partial \mathcal{Y}$ to be orientable. The transport boundary condition (5.2b) can be interpreted as

$$
\left\{\begin{array}{l}
\forall \mathbf{x} \in \partial \mathcal{X}: \nabla u(\mathbf{x}) \in \partial \mathcal{Y}  \tag{5.3a}\\
\forall \mathbf{y} \in \partial \mathcal{Y} \quad \exists \mathbf{x} \in \partial \mathcal{X}: \nabla u(\mathbf{x})=\mathbf{y}
\end{array}\right.
$$

where the latter condition is recognized as surjectivity of $\nabla u$. Bijectivity does not hold in general, not even when restricted to the boundary, as will become apparent by the example discussed in Section 5.2.4. Recall that hyperbolicity of (5.2a) follows from the discriminant of the characteristic condition as stated in Section 3.1.4. The characteristic condition can be obtained by rewriting (5.2a) as

$$
\begin{equation*}
F(\mathbf{x}, u, p, q, r, s, t)=r t-s^{2}+f^{2}=0 \tag{5.4}
\end{equation*}
$$

where $p=u_{x_{1}}, q=u_{x_{2}}, r=u_{x_{1} x_{1}}, s=u_{x_{1} x_{2}}$ and $t=u_{x_{2} x_{2}}$, and is given by

$$
\begin{equation*}
F_{r} \mu^{2}-F_{s} \mu+F_{t}=0, \tag{5.5}
\end{equation*}
$$

for the unknown function $\mu$, representing the slope of the characteristics. For the MA equation to be hyperbolic, two real characteristics need to exist for every point in the domain, hence the slopes of the two characteristics, and thus the roots of (5.5), need to be real and distinct. The discriminant reads

$$
\begin{equation*}
\Delta=F_{s}^{2}-4 F_{r} F_{t}=4 s^{2}-4 t r=4 f^{2}, \tag{5.6}
\end{equation*}
$$

which is, by assumption, strictly positive. Hence, equation (5.2a) is hyperbolic.

### 5.1.1 Least-squares approach

In [66] a least-squares method was introduced to solve the elliptic MongeAmpère equation $\operatorname{det}(\mathrm{Dm})=f^{2}(\mathbf{x}, \nabla u(\mathbf{x}))$ for $\mathbf{x} \in \mathcal{X}$ and Dm the Jacobi matrix of $\mathbf{m}$ and $\mathbf{m}=\nabla u$. The main idea of the least-squares method is to reformulate the Monge-Ampère equation in terms of the mapping $\mathbf{m}: \mathcal{X} \rightarrow \mathcal{Y}$, representing $\nabla u$, and solve for $\mathbf{m}$. Subsequently, $u$ is reconstructed from $\mathbf{m}$ in a least-squares sense. To solve the hyperbolic problem we replace the right-hand side of the elliptic Monge-Ampère equation by $-f^{2}(\mathbf{x}, \nabla u(\mathbf{x}))$ yielding

$$
\begin{align*}
\operatorname{det}(\operatorname{Dm}(\mathbf{x}))+f^{2}(\mathbf{x}, \mathbf{m}(\mathbf{x})) & =0, \quad \mathbf{x} \in \mathcal{X},  \tag{5.7a}\\
\mathbf{m}(\partial \mathcal{X}) & =\partial \mathcal{Y} . \tag{5.7b}
\end{align*}
$$

Note that by substituting $\operatorname{Dm}=D^{2} u$ we recover (5.2a), the original problem. We formulate a minimization problem for $\mathbf{m}$ which we solve numerically. For this, we introduce the auxiliary functions $\mathbf{P}: \mathcal{X} \rightarrow \mathbb{R}^{2 \times 2}$ and $\mathbf{b}: \partial \mathcal{X} \rightarrow \partial \mathcal{Y}$ which are used to approximate Dm on the whole domain and $\mathbf{m}$ on the boundary, respectively. This is achieved by the least-squares method, i.e., subsequently minimizing three separate functionals given by

$$
\begin{align*}
J_{\mathrm{I}}(\mathbf{m}, \mathbf{P}) & =\frac{1}{2} \iint_{\mathcal{X}}\|\mathrm{Dm}-\mathbf{P}\|^{2} \mathrm{~d} \mathbf{x}  \tag{5.8a}\\
J_{\mathrm{B}}(\mathbf{m}, \mathbf{b}) & =\frac{1}{2} \oint_{\partial \mathcal{X}}|\mathbf{m}-\mathbf{b}|^{2} \mathrm{~d} s  \tag{5.8b}\\
J(\mathbf{m}, \mathbf{P}, \mathbf{b}) & =\alpha J_{\mathrm{I}}(\mathbf{m}, \mathbf{P})+(1-\alpha) J_{\mathrm{B}}(\mathbf{m}, \mathbf{b}), \tag{5.8c}
\end{align*}
$$

where $|\cdot|$ is the standard 2-norm, $\|\cdot\|$ is the Frobenius norm defined by $\|\mathbf{A}\|^{2}=\operatorname{tr}\left(\mathbf{A} \mathbf{A}^{\mathrm{T}}\right)$, where $\operatorname{tr}(\mathbf{A})$ is the trace of the matrix $\mathbf{A}$, and $0<\alpha<1$ is a constant control parameter to either place weights on the boundary or the interior. Starting with an initial guess $\mathbf{m}^{0}$, the iterative optimization procedure for $n=0,1,2, \ldots$ reads

$$
\begin{align*}
\mathbf{P}^{n+1} & =\underset{\mathbf{P} \in \mathcal{P}\left(\mathbf{m}^{n}\right)}{\operatorname{argmin}} J_{\mathrm{I}}\left(\mathbf{m}^{n}, \mathbf{P}\right),  \tag{5.9a}\\
\mathbf{b}^{n+1} & =\underset{\mathbf{b} \in \mathcal{B}}{\operatorname{argmin}} J_{\mathrm{B}}\left(\mathbf{m}^{n}, \mathbf{b}\right),  \tag{5.9b}\\
\mathbf{m}^{n+1} & =\underset{\mathbf{m} \in \mathcal{M}}{\operatorname{argmin}} J\left(\mathbf{m}, \mathbf{P}^{n+1}, \mathbf{b}^{n+1}\right) . \tag{5.9c}
\end{align*}
$$

The spaces $\mathcal{P}\left(\mathbf{m}^{n}\right), \mathcal{B}$ and $\mathcal{M}$ follow from three key observations, viz. first, $\mathbf{m}=\nabla u$ so the Jacobi matrix $\mathrm{Dm}=\mathrm{D}^{2} u$ is symmetric and $\operatorname{det}(\mathrm{Dm})=$ $-f^{2}(\mathbf{x}, \mathbf{m}(\mathbf{x}))$. Second, by the transport boundary condition, for all $\mathbf{x} \in \partial \mathcal{X}$ we have $\mathbf{m}(\mathbf{x}) \in \partial \mathcal{Y}$. Third, as we require $\mathbf{m}$ to be twice continuously differentiable later on, we impose this requirement. The three sets are then given by

$$
\begin{align*}
\mathcal{P}(\mathbf{m}) & =\left\{\mathbf{P} \in\left[C^{1}(\mathcal{X})\right]^{2 \times 2} \mid \operatorname{det}(\mathbf{P}(\mathbf{x}))=-f^{2}(\mathbf{x}, \mathbf{m}(\mathbf{x})), \mathbf{P}=\mathbf{P}^{\mathrm{T}}\right\},  \tag{5.10a}\\
\mathcal{B} & =\left\{\mathbf{b} \in[C(\partial \mathcal{X})]^{2} \mid \mathbf{b}(\mathbf{x}) \in \partial \mathcal{Y}\right\},  \tag{5.10b}\\
\mathcal{M} & =\left[C^{2}(\mathcal{X})\right]^{2} . \tag{5.10c}
\end{align*}
$$

For the elliptic case, no results of well posedness of (5.9) nor any results of convergence of the total method are known. The method has empirically been shown to work by $[65,68,82]$ in a wide variety of cases. On that basis we proceed by adopting the method for the hyperbolic Monge-Ampère equation.

We first outline the minimization of $J$, as it remains unchanged w.r.t. [66], and in the next sections we elaborate on the minimization of $J_{I}$ and $J_{B}$.

To find the minimizer of $J$, we calculate the first variation of $J$ w.r.t. $m$ and equate it to zero. The first variation of $J$ w.r.t. $\mathbf{m}$ for $\eta \in\left[C^{2}(\mathcal{X})\right]^{2}$ reads

$$
\begin{equation*}
\delta J(\mathbf{m}, \mathbf{P}, \mathbf{b})(\boldsymbol{\eta})=\lim _{\epsilon \rightarrow 0} \frac{J(\mathbf{m}+\epsilon \boldsymbol{\eta}, \mathbf{P}, \mathbf{b})-J(\mathbf{m}, \mathbf{P}, \mathbf{b})}{\epsilon} \tag{5.11}
\end{equation*}
$$

Assuming that the first variations $\delta J_{\mathrm{I}}$ and $\delta J_{\mathrm{B}}$ of $J_{\mathrm{I}}$ and $J_{\mathrm{B}}$ w.r.t. $m$ exist for all $\eta \in\left[C^{2}(\mathcal{X})\right]^{2}$, we have

$$
\begin{equation*}
\delta J(\mathbf{m}, \mathbf{P}, \mathbf{b})(\boldsymbol{\eta})=\alpha \delta J_{\mathrm{I}}(\mathbf{m}, \mathbf{P})(\boldsymbol{\eta})+(1-\alpha) \delta J_{\mathrm{B}}(\mathbf{m}, \mathbf{b})(\boldsymbol{\eta}) \tag{5.12}
\end{equation*}
$$

We then obtain $\delta J_{\mathrm{B}}$ and $\delta \mathrm{J}_{\mathrm{I}}$, viz.

$$
\begin{align*}
\delta J_{\mathrm{B}}(\mathbf{m}, \mathbf{b})(\boldsymbol{\eta}) & =\lim _{\epsilon \rightarrow 0} \frac{J_{\mathrm{B}}(\mathbf{m}+\epsilon \boldsymbol{\eta}, \mathbf{b})-J_{\mathrm{B}}(\mathbf{m}, \mathbf{b})}{\epsilon} \\
& =\lim _{\epsilon \rightarrow 0} \frac{1}{2} \oint_{\partial \mathcal{X}} 2(\mathbf{m}-\mathbf{b}) \cdot \boldsymbol{\eta}+\epsilon|\boldsymbol{\eta}|^{2} \mathrm{~d} \mathbf{s}  \tag{5.13}\\
& =\oint_{\partial \mathcal{X}}(\mathbf{m}-\mathbf{b}) \cdot \boldsymbol{\eta} \mathrm{d} \mathbf{s}, \\
\delta J_{\mathrm{I}}(\mathbf{m}, \mathbf{P})(\boldsymbol{\eta}) & =\lim _{\epsilon \rightarrow 0} \frac{J_{\mathrm{I}}(\mathbf{m}+\epsilon \boldsymbol{\eta}, \mathbf{P})-J_{\mathrm{I}}(\mathbf{m}, \mathbf{P})}{\epsilon} \\
& =\lim _{\epsilon \rightarrow 0} \frac{1}{2} \iint_{\mathcal{X}} 2(\mathrm{Dm}-\mathbf{P}): \mathrm{D} \boldsymbol{\eta}+\epsilon\|\mathrm{D} \boldsymbol{\eta}\|^{2} \mathrm{~d} \mathbf{x}  \tag{5.14}\\
& =\iint_{\mathcal{X}}(\mathrm{Dm}-\mathbf{P}): \mathrm{D} \eta \mathrm{~d} \mathbf{x}
\end{align*}
$$

where we introduced the Frobenius inner product defined by $\mathbf{A}: \mathbf{B}=\operatorname{tr}\left(\mathbf{A B}^{\mathrm{T}}\right)$ for square matrices $\mathbf{A}$ and $\mathbf{B}$. Applying the divergence theorem to $\delta J_{\mathrm{I}}$ yields

$$
\begin{align*}
\delta J_{\mathrm{I}}(\mathbf{m}, \mathbf{P}, \mathbf{b})(\boldsymbol{\eta})=\oint_{\partial \mathcal{X}}[ & \left.\binom{\left(\nabla m_{1}-\mathbf{p}_{1}\right) \cdot \hat{\mathbf{n}}}{\left(\nabla m_{2}-\mathbf{p}_{2}\right) \cdot \hat{\mathbf{n}}}\right] \cdot \boldsymbol{\eta} \mathrm{d} s  \tag{5.15}\\
& -\iint_{\mathcal{X}}\binom{\Delta m_{1}-\nabla \cdot \mathbf{p}_{1}}{\Delta m_{2}-\nabla \cdot \mathbf{p}_{2}} \cdot \boldsymbol{\eta} \mathrm{~d} \mathbf{x},
\end{align*}
$$

where we introduced the unit outward normal vector $\hat{\mathbf{n}}$ to $\partial \mathcal{X}$ and the columns of $\mathbf{P}$,

$$
\begin{equation*}
\mathbf{p}_{1}=\binom{p_{11}}{p_{21}}, \quad \mathbf{p}_{2}=\binom{p_{12}}{p_{22}}, \quad \mathbf{P}=\left[\mathbf{p}_{1}, \mathbf{p}_{2}\right] . \tag{5.16}
\end{equation*}
$$

In total, the first variations of $J$ then reads

$$
\begin{align*}
\delta J(\mathbf{m}, \mathbf{P}, \mathbf{b})(\boldsymbol{\eta})=\oint_{\partial \mathcal{X}}[ & \left.\binom{\left(\nabla m_{1}-\mathbf{p}_{1}\right) \cdot \hat{\mathbf{n}}}{\left(\nabla m_{2}-\mathbf{p}_{2}\right) \cdot \hat{\mathbf{n}}}+(1-\alpha)(\mathbf{m}-\mathbf{b})\right] \cdot \boldsymbol{\eta} \mathrm{d} s  \tag{5.17}\\
& -\iint_{\mathcal{X}} \alpha\binom{\Delta m_{1}-\nabla \cdot \mathbf{p}_{1}}{\Delta m_{2}-\nabla \cdot \mathbf{p}_{2}} \cdot \boldsymbol{\eta} \mathrm{~d} \mathbf{x} .
\end{align*}
$$

Choosing $\eta_{2}=0$ and applying the fundamental lemma of calculus of variations [21, p. 185] yields that for the optimal $\mathbf{m}$, its first component satisfies a Poisson equation with Robin boundary condition given by

$$
\begin{align*}
\Delta m_{1} & =\nabla \cdot \mathbf{p}_{1}, & & \mathbf{x} \in \mathcal{X}  \tag{5.18a}\\
(1-\alpha) m_{1}+\alpha \nabla m_{1} \cdot \hat{\mathbf{n}} & =(1-\alpha) b_{1}+\alpha \mathbf{p}_{1} \cdot \hat{\mathbf{n}}, & & \mathbf{x} \in \partial \mathcal{X} \tag{5.18b}
\end{align*}
$$

Similarly, for the second component we find

$$
\begin{align*}
\Delta m_{2} & =\nabla \cdot \mathbf{p}_{2} & & \mathbf{x} \in \mathcal{X}  \tag{5.19a}\\
(1-\alpha) m_{2}+\alpha \nabla m_{2} \cdot \hat{\mathbf{n}} & =(1-\alpha) b_{2}+\alpha \mathbf{p}_{2} \cdot \hat{\mathbf{n}}, & & \mathbf{x} \in \partial \mathcal{X} \tag{5.19b}
\end{align*}
$$

Upon convergence of (5.9) we reconstruct $u$ from $\mathbf{m}$ by minimizing another least-squares functional, viz.

$$
\begin{equation*}
u=\underset{\psi \in C^{2}(\mathcal{X})}{\operatorname{argmin}} I(\psi), \quad I(\psi):=\frac{1}{2} \iint_{\mathcal{X}}|\nabla \psi-\mathbf{m}|^{2} \mathrm{~d} \mathbf{x} \tag{5.20}
\end{equation*}
$$

To find the minimum we calculate the first variation of $I$, viz.

$$
\begin{align*}
\delta I(u)(\eta) & =\lim _{\epsilon \rightarrow 0} \frac{I(u+\epsilon \eta)-I(u)}{\epsilon} \\
& =\lim _{\epsilon \rightarrow 0} \frac{1}{2 \epsilon}\left[\iint_{\mathcal{X}}|\nabla(u+\epsilon \eta)-\mathbf{m}|^{2} \mathrm{~d} \mathbf{x}-\iint_{\mathcal{X}}|\nabla u-\mathbf{m}|^{2} \mathrm{~d} \mathbf{x}\right] \\
& =\lim _{\epsilon \rightarrow 0} \frac{1}{2} \iint_{\mathcal{X}} \epsilon|\nabla \eta|^{2}+2(\nabla u-\mathbf{m} \cdot \nabla \eta) \mathrm{d} \mathbf{x} \\
& =\iint_{\mathcal{X}}(\nabla u-\mathbf{m}) \cdot \nabla \eta \mathrm{d} \mathbf{x} \\
& =\oint_{\partial \mathcal{X}}(\nabla u-\mathbf{m}) \cdot \hat{\mathbf{n}} \mathrm{d} s-\iint_{\mathcal{X}}(\Delta u-\nabla \cdot \mathbf{m}) \eta \mathrm{d} \mathbf{x}, \quad \forall \eta \in C^{2}(\mathcal{X}) \tag{5.21}
\end{align*}
$$

where in the last step we applied the divergence theorem. For $u$ to minimize $I(u)$, we have $\delta I(u)(\eta)=0$ for all $\eta \in C^{2}(\mathcal{X})$. Applying the fundamental lemma of calculus of variations yields

$$
\begin{align*}
\Delta u & =\nabla \cdot \mathbf{m}, & & \mathbf{x} \in \mathcal{X}  \tag{5.22a}\\
\nabla u \cdot \hat{\mathbf{n}} & =\mathbf{m} \cdot \hat{\mathbf{n}}, & & \mathbf{x} \in \partial \mathcal{X} \tag{5.22b}
\end{align*}
$$

which is a Poisson equation with Neumann boundary conditions. For (5.22) to admit a solution, the compatibility condition [1, p. 184]

$$
\begin{equation*}
\iint_{\mathcal{X}} \nabla \cdot \mathbf{m} \mathrm{d} \mathbf{x}-\oint_{\partial \mathcal{X}} \mathbf{m} \cdot \hat{\mathbf{n}} \mathrm{d} s=0, \tag{5.23}
\end{equation*}
$$

should hold. Note that it is automatically satisfied due to the divergence theorem.

We solve the three Poisson problems (5.18), (5.19) and (5.22) using finite differences (FD), more specifically, standard second-order central differences for both the first- and second-order derivatives. For grid points on the boundary we introduce ghost points, which we eliminate using the normal derivatives in the Robin boundary condition. The system we obtain from discretizing (5.18) and (5.19) needs to be solved in each iteration. In order to increase computational efficiency, we compute the LU-decomposition in the initialization of the algorithm. Note that the solution for $u$ is not unique due to the (transport) boundary condition [31, p. A1438], which is also reflected by (5.22b), so we enforce uniqueness by fixing one function value of $u$, i.e., let $\mathbf{x} \in \mathcal{X}$ be arbitrary, we then impose the condition $u(\mathbf{x})=0$. In practice we assume $\mathcal{X}=\left[x_{\mathrm{m}}, x_{\mathrm{M}}\right] \times\left[y_{\mathrm{m}}, y_{\mathrm{M}}\right]$ and we impose $u\left(x_{\mathrm{m}}, y_{\mathrm{m}}\right)=0$. Alternatively, one could prescribe the average value of $u$ on the domain [68, p. 177].

### 5.1.2 Interior error minimization

The matrix Dm cannot be determined exactly during the iterative process. Because the integrand of $J_{\mathrm{I}}$, i.e., $\|\mathrm{Dm}-\mathbf{P}\|^{2}$, does not depend on derivatives of $\mathbf{P}$ we employ a point-wise minimization. To this end we approximate Dm using standard finite differences. Let $\mathbf{x}_{i j}=\left(\left(x_{1}\right)_{i},\left(x_{2}\right)_{j}\right) \in \mathcal{X}$ be the grid points of a Cartesian grid with $i=1, \ldots, N_{x_{1}}$ and $j=1, \ldots, N_{x_{2}}$ denoting the first and second coordinate, respectively. We write $\mathbf{m}_{i j} \approx \mathbf{m}\left(\mathbf{x}_{i j}\right)$ and similar for the other variables. We approximate $(\mathrm{Dm})_{i j}$ by $\mathbf{D}_{i j}$ using central and one-sided second-order finite differences in the interior and at the boundary, respectively. This implies that $\mathbf{D}$ is in general not symmetric, while $\mathbf{D m}$ and $\mathbf{P}$ are. By virtue of the point-wise minimization we proceed to drop the subscripts, e.g., we write $\mathbf{m}$ instead of $\mathbf{m}_{i j}$, for brevity.

Let $F\left(p_{11}, p_{22}, p_{12}\right)=\|\mathbf{D}-\mathbf{P}\|^{2}$; expanding it yields
$F\left(p_{11}, p_{22}, p_{12}\right)=\frac{1}{2}\left(\left(p_{11}-d_{11}\right)^{2}+\left(p_{12}-d_{12}\right)^{2}+\left(p_{12}-d_{21}\right)^{2}+\left(p_{22}-d_{22}\right)^{2}\right)$.

We replace $\mathbf{D}$ by its symmetric part $\mathbf{D}_{s}=\frac{1}{2}\left(\mathbf{D}+\mathbf{D}^{\mathrm{T}}\right)$, or written in its compon-
ents, we introduce $d_{\mathrm{s}}=\frac{1}{2}\left(d_{12}+d_{21}\right)$ and

$$
\mathbf{D}_{\mathrm{s}}=\left(\begin{array}{ll}
d_{11} & d_{\mathrm{s}}  \tag{5.25}\\
d_{\mathrm{s}} & d_{22}
\end{array}\right)
$$

Furthermore, we replace $F$ by $F_{s}=\frac{1}{2}\left\|\mathbf{P}-\mathbf{D}_{s}\right\|^{2}$, i.e.,

$$
\begin{equation*}
F_{\mathrm{s}}\left(p_{11}, p_{22}, p_{12}\right)=\frac{1}{2}\left(\left(p_{11}-d_{11}\right)^{2}+2\left(p_{12}-d_{\mathrm{s}}\right)^{2}+\left(p_{22}-d_{22}\right)^{2}\right) \tag{5.26}
\end{equation*}
$$

To justify the replacement, note that

$$
\begin{equation*}
F\left(p_{11}, p_{22}, p_{12}\right)=F_{\mathrm{s}}\left(p_{11}, p_{22}, p_{12}\right)+\frac{1}{4}\left(d_{12}-d_{21}\right)^{2} \tag{5.27}
\end{equation*}
$$

hence, ( $p_{11}, p_{22}, p_{12}$ ) minimizes $F$ if and only if it minimizes $F_{\mathrm{s}}$. To obtain the minimizers, we minimize $F_{\mathrm{s}}$ under the condition $\mathbf{P} \in \mathcal{P}(\mathbf{m})$ using Lagrange multipliers. The Lagrangian is thus given by

$$
\begin{equation*}
\Lambda\left(p_{11}, p_{22}, p_{12}, \lambda\right)=F_{\mathrm{s}}\left(p_{11}, p_{22}, p_{12}\right)+\lambda\left(p_{11} p_{22}-p_{12}^{2}+f^{2}\right) . \tag{5.28}
\end{equation*}
$$

By setting the partial derivatives of $\Lambda$ with respect to $p_{11}, p_{22}, p_{12}$ and $\lambda$ to zero, we find that the critical points of $\Lambda$ have to satisfy

$$
\begin{align*}
p_{11}+\lambda p_{22} & =d_{11}  \tag{5.29a}\\
\lambda p_{11}+p_{22} & =d_{22}  \tag{5.29b}\\
(1-\lambda) p_{12} & =d_{\mathrm{s}}  \tag{5.29c}\\
p_{11} p_{22}-p_{12}^{2} & =-f^{2} \tag{5.29~d}
\end{align*}
$$

This system can be solved analytically and the results are given by Prins et al. [66, p. B942-B947] for the elliptic Monge-Ampère equation, with $-f^{2}$ replaced by $f^{2}$ in ( 5.29 d ). Unfortunately, the list of solutions is not complete as for the case $d_{11}=-d_{22}$, two roots of (5.29) are missing in [66]. We propose a different solution strategy here. First, two remarks are in place. While minimizing $F_{\mathrm{s}}$, the matrix $\mathbf{D}_{\mathrm{s}}$ and the function value of $f$ are given and both $\mathbf{P}$ and $\lambda$ have to be computed. Hence, we provide a classification in terms of $\mathbf{D}_{s}$ and the corresponding solutions of (5.29). Furthermore, because the matrix $\mathbf{D}_{s}$ is an approximation, $\operatorname{det}\left(\mathbf{D}_{\mathrm{s}}\right) \neq-f^{2}$ and in general $\operatorname{det}\left(\mathbf{D}_{\mathrm{s}}\right) \geq 0$ may occur. We first write the linear equations of (5.29) as

$$
\boldsymbol{\Lambda} \mathbf{p}=\mathbf{d}, \quad \boldsymbol{\Lambda}=\left(\begin{array}{ccc}
1 & \lambda & 0  \tag{5.30}\\
\lambda & 1 & 0 \\
0 & 0 & 1-\lambda
\end{array}\right), \quad \mathbf{p}=\left(\begin{array}{l}
p_{11} \\
p_{22} \\
p_{12}
\end{array}\right), \quad \mathbf{d}=\left(\begin{array}{l}
d_{11} \\
d_{22} \\
d_{\mathrm{s}}
\end{array}\right) .
$$

The vector $\mathbf{p}$ is uniquely determined when $\boldsymbol{\Lambda}$ is regular, i.e., when $0 \neq$ $\operatorname{det}(\boldsymbol{\Lambda})=(1-\lambda)^{2}(1+\lambda)$. We should therefore distinguish between the cases $\lambda=1, \lambda=-1$ and $\lambda \neq \pm 1$.

Although we should consider the cases $\lambda=1, \lambda=-1$ and $\lambda \neq \pm 1$ separately, $\mathbf{d}$ and $f$ are given and $\lambda$ and $\mathbf{p}$ are to be calculated. Therefore we consider three cases based on $\mathbf{D}_{\mathrm{s}}$, viz., Case 1: $d_{11}=d_{22}$ and $d_{\mathrm{s}}=0$, Case 2: $d_{11}=-d_{22}$ and Case 3: all other $\mathbf{D}_{\mathrm{s}}$. We consider $\mathbf{D}_{\mathrm{s}}=\mathbf{0}$ as a special case of $d_{11}=d_{22}$ and $d_{\mathrm{s}}=0$.

We start with some general results, to be used in the subsequent derivations. Using (5.29) we find

$$
\begin{align*}
\delta_{\mathrm{s}}:=\operatorname{det}\left(\mathbf{D}_{\mathrm{s}}\right) & =\lambda \operatorname{tr}(\mathbf{P})^{2}-(\lambda-1)^{2} f^{2},  \tag{5.31a}\\
\operatorname{tr}\left(\mathbf{D}_{\mathrm{s}}\right) & =(\lambda+1) \operatorname{tr}(\mathbf{P}) . \tag{5.31b}
\end{align*}
$$

Solving the second equation for $\operatorname{tr}(\mathbf{P})$ and subsequently substituting it in the first equation yields

$$
\begin{equation*}
f^{2}\left(\lambda^{2}-1\right)^{2}+\delta_{s}(\lambda+1)^{2}-\operatorname{tr}\left(\mathbf{D}_{s}\right)^{2} \lambda=0 . \tag{5.32}
\end{equation*}
$$

Next, we consider the roots of (5.32) and the corresponding solutions $\mathbf{P}$.
Case 1: $d_{11}=d_{22}$ and $d_{\mathrm{s}}=0$, which we write as $\mathbf{D}_{\mathrm{s}}=d \mathbf{I}$ with $d \in \mathbb{R}$. We will show that this condition is equivalent with $\lambda=1$. So, let $\mathbf{D}_{\mathbf{s}}=d \mathbf{I}$. We show that $\lambda=1$ by forcing a contradiction, so, assume $\lambda \neq 1$. Then subtracting (5.29a) from (5.29b) gives $p_{11}=p_{22}$ and by (5.29c) we have $p_{12}=0$. Substitution of $p_{11}=p_{22}$ and $p_{12}=0$ in (5.29d) yields $p_{11}^{2}=-f^{2}<0$, being a contradiction. Therefore $\lambda=1$. Conversely, substitution of $\lambda=1$ in $\boldsymbol{\Lambda}$ gives

$$
\boldsymbol{\Lambda}=\left(\begin{array}{lll}
1 & 1 & 0  \tag{5.33}\\
1 & 1 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

In this case the null space of $\boldsymbol{\Lambda}$ is given by $\mathcal{N}(\boldsymbol{\Lambda})=\left\langle\mathbf{v}_{1}, \mathbf{v}_{\mathbf{2}}\right\rangle$ with $\mathbf{v}_{1}=$ $(1,-1,0)^{\mathrm{T}}$ and $\mathbf{v}_{2}=(0,0,1)^{\mathrm{T}}$. So $\boldsymbol{\Lambda} \mathbf{p}=\mathbf{d}$ only has a solution if $\mathbf{d}$ lies in the column space of $\boldsymbol{\Lambda}$, i.e., if $d_{11}=d_{22}$ and $d_{\mathrm{s}}=0$ or $\mathbf{D}_{\mathrm{s}}=d \mathbf{I}$ with $d \in \mathbb{R}$. Henceforth we have that $\lambda=1$ is equivalent with $\mathbf{D}_{\mathbf{s}}=d \mathbf{I}$ and thus $\lambda=1$ only occurs in Case 1. The general solution to $\Lambda \mathbf{p}=\mathbf{d}$ is now given by

$$
\begin{equation*}
\mathbf{p}=(p, d-p, 0)^{\mathrm{T}}+\mu_{1} \mathbf{v}_{1}+\mu_{2} \mathbf{v}_{2}, \quad p, \mu_{1}, \mu_{2} \in \mathbb{R} \tag{5.34}
\end{equation*}
$$

We aim to minimize $F_{s}$. Substitution of (5.34) in $F_{s}$ gives

$$
\begin{equation*}
F_{\mathrm{s}}\left(p_{11}, p_{22}, p_{12}\right)=\frac{1}{2}\left(\left(p+\mu_{1}-d\right)^{2}+2 \mu_{2}^{2}+\left(p+\mu_{1}\right)^{2}\right) \tag{5.35}
\end{equation*}
$$

thus showing $\mu_{2}=0$. By using the substitution $p=\tilde{p}-\mu_{1}$ we find $\mathbf{p}=$ $(\tilde{p}, d-\tilde{p}, 0)^{\mathrm{T}}$ and

$$
\begin{equation*}
F_{\mathrm{s}}\left(p_{11}, p_{22}, p_{12}\right)=\frac{1}{2}\left((\tilde{p}-d)^{2}+\tilde{p}^{2}\right) . \tag{5.36}
\end{equation*}
$$

The latter equation is only dependent on $\tilde{p}$ and the given value $d$, effectively reducing the minimization over $p$ and $\mu_{1}$ to a minimization over $\tilde{p} \in \mathbb{R}$. Subsequent substitution of $\mathbf{p}$ into ( 5.29 d ) gives $\tilde{p}(d-\tilde{p})=-f^{2}$. This secondorder polynomial in $\tilde{p}$ has two real roots, viz.

$$
\begin{equation*}
\tilde{p}=\frac{1}{2}\left(d \pm \sqrt{d^{2}+4 f^{2}}\right) . \tag{5.37}
\end{equation*}
$$

So in total we find the two solutions

$$
\begin{equation*}
p_{11}=\frac{1}{2}\left(d \pm \sqrt{d^{2}+4 f^{2}}\right), \quad p_{22}=d-p_{11}, \quad p_{12}=0 . \tag{5.38}
\end{equation*}
$$

In case $d=0$, i.e., in case $\mathbf{D}_{\mathrm{s}}=\mathbf{0}$, the above derivation still holds so we consider $\mathbf{D}_{\mathrm{s}}=\mathbf{0}$ an instance of Case $\mathbf{1}$.

Case 2: $d_{11}=-d_{22}$, which we write as $\mathbf{d}=\left(d,-d, d_{\mathrm{s}}\right)^{\mathrm{T}}$ with $d, d_{\mathrm{s}} \in \mathbb{R}$. We have that $\operatorname{tr}\left(\mathbf{D}_{\mathrm{s}}\right)=0$ and $\delta_{\mathrm{s}}=-\left(d^{2}+d_{\mathrm{s}}^{2}\right)$. For this case the fourth-order polynomial (5.32) can be written as

$$
\begin{equation*}
(\lambda+1)^{2}\left((\lambda-1)^{2}+\frac{\delta_{\mathrm{s}}}{f^{2}}\right)=0 . \tag{5.39}
\end{equation*}
$$

It follows that we have three unique roots, $\lambda=-1$ (with multiplicity 2 ) and $\lambda=1 \pm \sqrt{\left|\delta_{\mathrm{s}}\right|} / f$.

- In case $\lambda=-1$ we have

$$
\boldsymbol{\Lambda}=\left(\begin{array}{ccc}
1 & -1 & 0  \tag{5.40}\\
-1 & 1 & 0 \\
0 & 0 & 2
\end{array}\right)
$$

and the corresponding null space $\mathcal{N}(\boldsymbol{\Lambda})=\left\langle\mathbf{v}_{3}\right\rangle$ with $\mathbf{v}_{3}=(1,1,0)^{\mathrm{T}}$. For $\mathbf{p}$ to be a solution to $\boldsymbol{\Lambda p}=\mathbf{d}$ we require $\mathbf{d}$ to be in the column space of $\boldsymbol{\Lambda}$. It follows that $\mathbf{d}=\left(d,-d, d_{\mathrm{s}}\right)^{\mathrm{T}}, d, d_{\mathrm{s}} \in \mathbb{R}$. Henceforth $\lambda=-1$ only occurs for Case 2.
The general solution to $\boldsymbol{\Lambda p}=\mathbf{d}$ is therefore given by

$$
\begin{equation*}
\mathbf{p}=\left(p, p-d, \frac{1}{2} d_{\mathrm{s}}\right)^{\mathrm{T}}+\mu_{3} \mathbf{v}_{3}, \quad p, \mu_{3} \in \mathbb{R} . \tag{5.41}
\end{equation*}
$$

Writing $\mathbf{p}=\left(\tilde{p}, \tilde{p}-d, \frac{1}{2} d_{\mathrm{s}}\right)^{\mathrm{T}}$ with $\tilde{p}=p+\mu_{3}$ shows that the actual solution $\mathbf{p}$ does not change by choosing $\mu_{3}$, so we simply choose $\mu_{3}=0$. By (5.29d) it follows that

$$
\begin{equation*}
p(p-d)-\frac{1}{4} d_{\mathrm{s}}^{2}+f^{2}=0 . \tag{5.42}
\end{equation*}
$$

Consequently, solving for $p$ we find that for $\left|\delta_{s}\right|-4 f^{2} \geq 0$ we have

$$
\begin{equation*}
p_{11}=\frac{1}{2}\left(d \pm \sqrt{\left|\delta_{\mathrm{s}}\right|-4 f^{2}}\right), \quad p_{22}=p_{11}-d, \quad p_{12}=\frac{1}{2} d_{\mathrm{s}} \tag{5.43}
\end{equation*}
$$

When $\left|\delta_{\mathrm{s}}\right|-4 f^{2}<0$ the solution $\mathbf{p}$ is complex. Because we are only interested in real-valued solutions, we do not consider $\lambda=-1$ when $\left|\delta_{s}\right|-4 f^{2}<0$.

- In the case $\lambda=1 \pm \sqrt{\left|\delta_{\mathrm{s}}\right|} / f$, the matrix $\Lambda^{-1}$ is uniquely defined (see (5.45) for an explicit expression) and by $\mathbf{p}=\boldsymbol{\Lambda}^{-1} \mathbf{d}$ we obtain

$$
\begin{equation*}
p_{11}=\mp \frac{d f}{\sqrt{\left|\delta_{\mathrm{s}}\right|}}, \quad p_{22}=-p_{11}, \quad p_{12}=\mp \frac{d_{\mathrm{s}} f}{\sqrt{\left|\delta_{\mathrm{s}}\right|}} . \tag{5.44}
\end{equation*}
$$

The solutions (5.44) are new with respect to those found by Prins et al. [66] and are not specific to the hyperbolic Monge-Ampère equation.

Case 3: All other $\mathbf{D}_{\text {s }}$, i.e., both $\mathbf{D}_{\mathrm{s}} \neq d \mathbf{I}$ and $\mathbf{d}_{\mathrm{s}} \neq\left(d,-d, d_{\mathrm{s}}\right)^{\mathrm{T}}$ for all $d, d_{\mathrm{s}} \in \mathbb{R}$. By Case 1 we have $\lambda \neq 1$ and by Case 2 we have $\lambda \neq-1$. Therefore $\operatorname{det} \Lambda=$ $(1-\lambda)^{2}(1+\lambda) \neq 0$. Consequently $\boldsymbol{\Lambda}$ is invertible and its inverse is given by

$$
\boldsymbol{\Lambda}^{-1}=\frac{1}{1-\lambda^{2}}\left(\begin{array}{ccc}
1 & -\lambda & 0  \tag{5.45}\\
-\lambda & 1 & 0 \\
0 & 0 & 1+\lambda
\end{array}\right)
$$

The values for $\lambda$ are obtained by solving (5.32). The roots of this fourth-order polynomial can be determined analytically using Ferrari's method [71, p. 22] and are given in [66, p. B945]. For $\mathbf{p}$ we subsequently find $\mathbf{p}=\boldsymbol{\Lambda}^{-1} \mathbf{d}$, or more explicitly

$$
\begin{equation*}
p_{11}=\frac{\lambda d_{22}-d_{11}}{\lambda^{2}-1}, \quad p_{22}=\frac{\lambda d_{11}-d_{22}}{\lambda^{2}-1}, \quad p_{12}=\frac{d_{\mathrm{s}}}{1-\lambda} . \tag{5.46}
\end{equation*}
$$

### 5.1.3 Boundary method

In [65, p. 131-133] a projection method (PM) has been proposed for the minimization of (5.8b). As our numerical results will show, this method proves insufficient for some examples. Therefore we developed two improved methods, viz., the segmented projection method (SPM) and the segmented arc length method (SALM). Before we introduce the boundary methods, we first introduce some notation.

Let $\mathbf{x}_{i j}=\left(\left(x_{1}\right)_{i},\left(x_{2}\right)_{j}\right) \in \mathcal{X}$ be the grid points of a Cartesian grid with $i=1, \ldots, N_{x_{1}}$ and $j=1, \ldots, N_{x_{2}}$ denoting the first and second coordinate, respectively. Let $\mathbf{x}_{l}$ be the grid points restricted to $\partial \mathcal{X}$ for $l=1, \ldots, N$. We index $\mathbf{x}_{l}=1, \ldots, N$ in the clockwise direction such that $\mathbf{x}_{1}=\mathbf{x}_{1,1}$, i.e. the first point on $\partial \mathcal{X}$ equals the point $\mathbf{x}_{i j}$ with $i=j=1$. We write $\mathbf{m}_{i j} \approx \mathbf{m}\left(\mathbf{x}_{i j}\right)$, $\mathbf{m}_{l} \approx \mathbf{m}\left(\mathbf{x}_{l}\right)$ and similarly for the other variables.

The main idea behind SPM and SALM is to partition the boundaries of the source and target domains in segments. We then uniquely enforce one source segment to be mapped to one target segment. We then distribute $\mathbf{b}_{l}$, corresponding to $\mathbf{m}_{l}$ by either a projection (SPM) or by a ratio of arc lengths (SALM).

Let the boundary segments of $\mathcal{X}$ be the curves $\Gamma_{k}^{\mathcal{X}} \subset \partial \mathcal{X}$ such that for $N_{\Gamma}$ boundary segments we have $\cup_{k=1}^{N_{\Gamma}} \Gamma_{k}^{\mathcal{X}}=\partial \mathcal{X}$. We denote $\Gamma_{N_{\Gamma}+1}^{\mathcal{X}}=\Gamma_{1}^{\mathcal{X}}$ and assume the intersections $\Gamma_{k_{1}}^{\mathcal{X}} \cap \Gamma_{k_{2}}^{\mathcal{X}}$ for $k_{2}>k_{1}$ contains precisely one element if $k_{2}=k_{1}+1$ or if $k_{1}=1, k_{2}=N_{\Gamma}$ and no elements otherwise. Furthermore, we require each $\Gamma_{k}^{\mathcal{X}}$ to be parametrizable. We assume similar properties for $\Gamma_{k}^{\mathcal{Y}}$. We aim to map each boundary segment of $\partial \mathcal{X}$ to a boundary segment of $\partial \mathcal{Y}$, hence we enforce $\mathbf{m}\left(\Gamma_{k}^{\mathcal{X}}\right)=\Gamma_{k}^{\mathcal{Y}}$ for $k=1, \ldots, N_{\Gamma}$, from which it follows that

$$
\begin{equation*}
\mathbf{m}(\partial \mathcal{X})=\mathbf{m}\left(\cup_{k=1}^{N_{\Gamma}} \Gamma_{k}^{\mathcal{X}}\right)=\cup_{k=1}^{N_{\Gamma}} \mathbf{m}\left(\Gamma_{k}^{\mathcal{X}}\right)=\cup_{k=1}^{N_{\Gamma}} \Gamma_{k}^{\mathcal{Y}}=\partial \mathcal{Y}, \tag{5.47}
\end{equation*}
$$

which is the required transport boundary condition.
Figure 5.1 shows a part of $\partial \mathcal{Y}$ and (parts of) three boundary segments. In the following we fix $k$ and for brevity drop the subscript in $\Gamma_{k}^{\mathcal{X}}$ and $\Gamma_{k}^{\mathcal{Y}}$.

Let $\mathbf{y}_{i}$ for $i=1, \ldots, N_{\mathrm{b}}$ be a discretization of the boundary segment $\Gamma^{\mathcal{Y}}$ such that for a given counter clockwise parametrization $\mathbf{y}(s):[0,1] \rightarrow \Gamma^{\mathcal{Y}}$, we have $\mathbf{y}_{1}=\mathbf{y}(0)$ and $\mathbf{y}_{N_{\mathrm{b}}}=\mathbf{y}(1)$. We choose to parametrize $\partial \mathcal{X}$ and $\partial \mathcal{Y}$ in opposite directions as all examples have experimentally shown that $\mathbf{m}$ reverts the direction if it is a solution to the hyperbolic Monge-Ampère equation.

Projection method. We briefly explain PM as introduced in [65, p. 131-133]. We perform the following for each approximation $\mathbf{m}_{l}$ individually. Let $N_{\Gamma}=1$, i.e., we consider the whole boundary as one boundary segment. Furthermore, let


Figure 5.1: Schematic overview of the discretization of $\partial \mathcal{Y}$.
$\mathbf{y}_{N_{b}+1}=\mathbf{y}_{1}$, we connect adjacent points $\mathbf{y}_{i}$ and $\mathbf{y}_{i+1}$ by straight line segments. The projection of $\mathbf{m}_{l}$ onto the line connecting $\mathbf{y}_{i}$ and $\mathbf{y}_{i+1}$ is given by

$$
\begin{align*}
\mathbf{m}_{l}^{\mathrm{P}}\left(t_{i}\right) & =\mathbf{y}_{i}+t_{i}\left(\mathbf{y}_{i+1}-\mathbf{y}_{i}\right),  \tag{5.48a}\\
t_{i} & =\frac{\left(\mathbf{m}_{l}-\mathbf{y}_{i}\right) \cdot\left(\mathbf{y}_{i+1}-\mathbf{y}_{i}\right)}{\left|\mathbf{y}_{i+1}-\mathbf{y}_{i}\right|^{2}} . \tag{5.48b}
\end{align*}
$$

As only $0 \leq t_{i} \leq 1$ corresponds to a point on the line segment between $\mathbf{y}_{i}$ and $\mathbf{y}_{i+1}$, we limit $t_{i}$ according to $\hat{t}_{i}=\min \left(1, \max \left(0, t_{i}\right)\right)$. Among all possible line segments, we choose $\mathbf{b}_{l}$ corresponding to $\mathbf{m}_{l}$, such that the distance is smallest, i.e.,

$$
\begin{align*}
i_{\min } & =\underset{i}{\operatorname{argmin}}\left\{\left|\mathbf{m}_{l}^{\mathrm{P}}\left(\hat{t}_{i}\right)-\mathbf{m}_{l}\right|\right\},  \tag{5.49a}\\
\mathbf{b}_{l} & =\mathbf{m}_{l}^{\mathrm{P}}\left(\hat{t}_{i_{\text {min }}}\right) . \tag{5.49b}
\end{align*}
$$

Segmented projection method. Let $\Gamma_{k}^{\mathcal{X}} \subseteq \partial \mathcal{X}$ and $\Gamma_{k}^{\mathcal{Y}} \subseteq \partial \mathcal{Y}$ be boundary segments of the source and target, respectively. For this method, we apply PM to the individual boundary segments instead of the whole boundary at once. Furthermore, we set

$$
\begin{equation*}
\mathbf{b}\left(\Gamma_{k}^{\mathcal{X}} \cap \Gamma_{k+1}^{\mathcal{X}}\right)=\Gamma_{k}^{\mathcal{Y}} \cap \Gamma_{k+1}^{\mathcal{Y}}, \quad 1 \leq k \leq N_{\Gamma}, \tag{5.50}
\end{equation*}
$$

meaning, we map the end points of the source segments to the end points of the corresponding target segments. In practice, these end points are the corners of the source and target domains.

Segmented arc length method. The core idea of this method is as follows: if $\mathbf{m}\left(\Gamma^{\mathcal{X}}\right)=\Gamma^{\mathcal{Y}}$, then the arc length of the curve $\mathbf{m}\left(\Gamma^{\mathcal{X}}\right)$ should be equal to the
arc length of the curve $\Gamma^{\mathcal{y}}$. Numerically we approximate this condition by approximating the arc length of both $\Gamma^{\mathcal{Y}}$ and the distance between the points $\left\{\mathbf{m}\left(\mathbf{x}_{l}\right) \mid \mathbf{x}_{l} \in \Gamma^{\mathcal{X}}\right\}$.

We start with the arc length of the curve $\Gamma^{y}$. We approximate the arc length between $\mathbf{y}_{i}$ and $\mathbf{y}_{i+1}$ along $\Gamma^{\mathcal{Y}}$ by the length of the line segment connecting $\mathbf{y}_{i}$ and $\mathbf{y}_{i+1}$. We denote the approximation by

$$
\begin{equation*}
\tau_{i}=\left|\mathbf{y}_{i+1}-\mathbf{y}_{i}\right|, \quad i=1, \ldots, N_{\mathrm{b}}-1 \tag{5.51}
\end{equation*}
$$

The approximate cumulative arc length between $\mathbf{y}_{1}$ and $\mathbf{y}_{i}$ in the direction of increasing $s$ is then given by

$$
\begin{equation*}
t_{i}=\sum_{j=1}^{i-1} \tau_{j}, \quad i=1, \ldots, N_{\mathrm{b}} \tag{5.52}
\end{equation*}
$$

The total arc length from $\mathbf{y}_{1}$ to $\mathbf{y}_{N_{b}}$ is then approximated by $L=t_{N_{b}}$. We use the cumulative arc lengths to introduce a piece-wise linear interpolation $\mathbf{b}_{\text {int }}$ approximating $\mathbf{y}(s)$, viz.

$$
\begin{equation*}
\mathbf{b}_{\text {int }}(t)=\mathbf{y}_{i}+\frac{t-t_{i}}{t_{i+1}-t_{i}}\left(\mathbf{y}_{i+1}-\mathbf{y}_{i}\right), \quad t_{i} \leq t \leq t_{i+1} \tag{5.53}
\end{equation*}
$$

where the scalar factor is a scaled coordinate between $\mathbf{y}_{i}$ and $\mathbf{y}_{i+1}$. Note that by construction $\mathbf{b}_{\text {int }}$ satisfies

$$
\begin{equation*}
\mathbf{b}_{\text {int }}\left(t_{i}\right)=\mathbf{y}_{i}, \quad i=1, \ldots, N_{\mathrm{b}}, \tag{5.54}
\end{equation*}
$$

and $\mathbf{b}_{\text {int }}(t)$ is a linear approximation of $\partial \mathcal{Y}$ for $0 \leq t \leq N_{\mathbf{b}}$.
Next we consider the points $\mathbf{m}\left(\mathbf{x}_{l}\right)$ with $\mathbf{x}_{l} \in \Gamma^{\mathcal{X}}$. Let $N_{\mathrm{m}}$ be the number of grid points on $\Gamma^{\mathcal{X}}$ such that $\mathbf{x}_{l} \in \Gamma^{\mathcal{X}}$ for $l=1, \ldots, N_{\mathrm{m}}$. Furthermore, let

$$
\begin{equation*}
\sigma_{l}=\left|\mathbf{m}_{l+1}-\mathbf{m}_{l}\right|, \quad l, \ldots, N_{\mathrm{m}}-1, \tag{5.55}
\end{equation*}
$$

be an approximation of the arc length from $\mathbf{m}\left(\mathbf{x}_{l}\right)$ to $\mathbf{m}\left(\mathbf{x}_{l+1}\right)$ along $\partial \mathcal{Y}$. This again introduces a cumulative arc length and a total arc length, respectively, given by

$$
\begin{equation*}
s_{l}=\sum_{j=1}^{l-1} \sigma_{j}, \quad l=1, \ldots, N_{\mathrm{m}}, \quad \tilde{L}=s_{N_{\mathrm{m}}} . \tag{5.56}
\end{equation*}
$$

Because $\mathbf{m}_{l}$ is an approximation and $\Gamma^{\mathcal{Y}}$ is approximated by straight line segments, $\tilde{L} \neq L$ in general. Hence, $s_{N_{\mathrm{m}}} \neq L$ may occur such that the end points of $\Gamma^{\mathcal{X}}$ may not be mapped to the end points of $\Gamma^{\mathcal{Y}}$. Furthermore, in
the limits $N_{\mathrm{b}}, N_{x}, N_{y} \rightarrow \infty$ with $\mathbf{m}_{l}$ the exact solution in the point $\mathbf{x}_{\ell}$, we have $L=\tilde{L}$. By scaling $s_{l}$ according to

$$
\begin{equation*}
\tilde{s}_{l}=\frac{L}{\tilde{L}^{s_{l}}} \tag{5.57}
\end{equation*}
$$

we ensure endpoints of $\Gamma^{\mathcal{X}}$ are mapped to endpoints of $\Gamma^{\mathcal{Y}}$ with proper behaviour in the limit. It follows that $\mathbf{b}_{\text {int }}\left(\tilde{s}_{l}\right)$ forms a proper approximation for $\mathbf{m}_{l}$ restricted to $\Gamma^{\mathcal{Y}}$, viz.

$$
\begin{equation*}
\mathbf{b}_{l}=\mathbf{b}_{\text {int }}\left(\tilde{s}_{l}\right), \quad l=1, \ldots, N_{\mathrm{m}} . \tag{5.58}
\end{equation*}
$$

### 5.1.4 Grid-shock correction

Using the methods outlined above, it is possible that the approximation $\mathbf{m}^{n}$ of $\mathbf{m}$ contains crossing grid lines, also known as grid shocks [19]. This phenomenon is shown in Figure 5.2 for an example we discuss in Section 5.2.2, with grid parameters $N_{x_{1}}=N_{x_{2}}=321$ after $n=15,000$ iterations. Though the solution on the left may look visually correct, the grid shock, as seen on the right, prevents proper numerical convergence of our algorithm.

To detect grid shocks, consider a point $\mathbf{x}_{i j} \in \partial \mathcal{X}$ as shown for $j=1$ in Figure 5.3 on the left, and the corresponding image $\mathbf{m}_{i j}$ shown on the right. If both $\mathbf{m}_{i j}$ and $\mathbf{b}_{i j}$ are exact, then $\left|\mathbf{m}_{i j}-\mathbf{b}_{i j}\right|=0$ and $\left|\mathbf{m}_{k l}-\mathbf{b}_{i j}\right|>0$ for all $(k, l) \neq(i, j)$. Because both $\mathbf{m}$ and $\mathbf{b}$ are approximated, $\left|\mathbf{m}_{i j}-\mathbf{b}_{i j}\right| \neq 0$ in general. To detect grid shocks, we compute the distance $\left|\mathbf{m}_{k l}-\mathbf{b}_{i j}\right|$ for all $(k, l)$ such that $\left|(k, l)^{\mathrm{T}}-(i, j)^{\mathrm{T}}\right|_{1} \leq 2$. If the minimum distance is found for $(k, l) \neq(i, j)$, then we assume a grid shock occurs and we apply grid-shock correction.


Figure 5.2: Example of grid shock. The global numerical approximation is shown on the left, and a zoomed-in version on the right.

For the gird-shock correction we make $\alpha$ in (5.8c) dependent on the coordinate, i.e., $\alpha=\alpha(\mathbf{x})$ and $\alpha_{i j}=\alpha\left(\mathbf{x}_{i j}\right)$ and subsequently reduce $\alpha_{i j}$ on the boundary which puts more emphasis on the minimization of $\left|\mathbf{m}_{i j}-\mathbf{b}_{i j}\right|$. Introducing the $\mathbf{x}$-dependency, the coefficients $\alpha$ and $1-\alpha$ in (5.8c) formally have to be moved inside the integrals of $J_{\mathrm{I}}$ and $J_{\mathrm{B}}$. Doing so yields the functional

$$
\begin{equation*}
J(\mathbf{m}, \mathbf{P}, \mathbf{b}, \alpha)=\frac{1}{2} \iint_{\mathcal{X}} \alpha\|\mathrm{D} \mathbf{m}-\mathbf{P}\|^{2} \mathrm{~d} \mathbf{x}+\frac{1}{2} \oint_{\partial \mathcal{X}}(1-\alpha)|\mathbf{m}-\mathbf{b}|^{2} \mathrm{~d} s \tag{5.59}
\end{equation*}
$$

We compute the first variation of $J(\mathbf{m}, \mathbf{P}, \mathbf{b}, \alpha)$ w.r.t. $\mathbf{m}$ to find

$$
\begin{equation*}
\left.\delta J(\mathbf{m}, \mathbf{P}, \mathbf{b}, \alpha)(\boldsymbol{\eta})=\iint_{\mathcal{X}} \alpha(\mathrm{Dm})-\mathbf{P}\right): \mathrm{D} \boldsymbol{\eta} \mathrm{~d} \mathbf{x}+\oint_{\partial \mathcal{X}}(1-\alpha)(\mathbf{m}-\mathbf{b}) \cdot \boldsymbol{\eta} \mathrm{d} \mathbf{s} \tag{5.60}
\end{equation*}
$$

We split the area integral as follows:

$$
\begin{equation*}
\iint_{\mathcal{X}} \alpha\left(\nabla\left(\mathbf{m}^{\mathrm{T}}\right)-\mathbf{P}\right): \nabla\left(\boldsymbol{\eta}^{\mathrm{T}}\right) \mathrm{d} \mathbf{x}=\iint_{\mathcal{X}} \sum_{i=1}^{2} \alpha\left(\nabla m_{i}-\mathbf{p}_{i}\right) \cdot \nabla \eta_{i} \mathrm{~d} \mathbf{x} \tag{5.61}
\end{equation*}
$$

Next, we have $\alpha\left(\nabla m_{i}-\mathbf{p}_{i}\right) \cdot \nabla \eta_{i}=\nabla \cdot\left(\alpha\left(\nabla m_{i}-\mathbf{p}_{i}\right) \eta_{i}\right)-\eta_{i} \nabla \cdot\left(\alpha\left(\nabla m_{i}-\mathbf{p}_{i}\right)\right)$, such that by applying the divergence theorem to (5.61), we obtain

$$
\begin{align*}
& \iint_{\mathcal{X}} \alpha(\mathrm{D} \mathbf{m}-\mathbf{P}): \mathrm{D} \eta \mathrm{~d} \mathbf{x}= \\
& \sum_{i=1}^{2} \oint_{\partial \mathcal{X}} \alpha \eta_{i}\left(\nabla m_{i}-\mathbf{p}_{i}\right) \cdot \hat{\mathbf{n}} \mathrm{d} s-\sum_{i=1}^{2} \iint_{\mathcal{X}} \eta_{i} \nabla \cdot\left(\alpha\left(\nabla \mathbf{m}_{i}-\mathbf{p}_{i}\right)\right) \mathrm{d} \mathbf{x} \tag{5.62}
\end{align*}
$$



Figure 5.3: Schematic overview of the stencil used for detecting grid shocks. On the left and right the source and the target spaces are shown, respectively. On the right $\mathbf{m}_{i-1,2}$ (the mapping of an interior point) is closer to $\mathbf{b}_{i, 1}$ than $\mathbf{m}_{i, 1}$ (the mapping of a boundary point) is, so a grid shock occurs.

The minimum of $J(\mathbf{m}, \mathbf{P}, \mathbf{b}, \alpha)$ satisfies $\delta J=0$. Choosing $\eta_{2}=0$ and applying the fundamental lemma of calculus of variations yields

$$
\begin{align*}
\nabla \alpha \cdot \nabla m_{1}+\alpha \Delta m_{1} & =\nabla \alpha \cdot \mathbf{p}_{1}+\alpha \nabla \cdot \mathbf{p}_{1,}, & & \mathbf{x} \in \mathcal{X},  \tag{5.63a}\\
(1-\alpha) m_{1}+\alpha \nabla m_{1} \cdot \hat{\mathbf{n}} & =(1-\alpha) b_{1}+\alpha \mathbf{p}_{1} \cdot \hat{\mathbf{n}}, & & \mathbf{x} \in \partial \mathcal{X}, \tag{5.63b}
\end{align*}
$$

for the first component of $\mathbf{m}$. If $\alpha$ is constant in the interior, we have $\nabla \alpha=\mathbf{0}$ in the interior and equations (5.63) reduce to (5.18). By analogy, we have (5.19) for the second component of $\mathbf{m}$. Let $\alpha_{1} \in(0,1)$. We set $\alpha\left(\mathbf{x}_{i j}\right)=\alpha_{1}$ for $\mathbf{x}_{i j}$ in the interior of $\mathcal{X}$. For a boundary point $\mathbf{x}_{i j} \in \partial \mathcal{X}$ we instead set

$$
\alpha_{i j}= \begin{cases}\alpha_{2}, & \text { if } \min _{(k, l) \in \mathcal{I}(i, j)}\left|\mathbf{m}_{k l}-\mathbf{b}_{i j}\right|<\left|\mathbf{m}_{i j}-\mathbf{b}_{i j}\right|,  \tag{5.64}\\ \alpha_{1} & \text { otherwise, }\end{cases}
$$

where $\mathcal{I}(i, j)=\left\{(k, l)\left|\mathbf{x}_{k l} \in \operatorname{int}(\mathcal{X}),\left|(k, l)^{\mathrm{T}}-(i, j)^{\mathrm{T}}\right| \leq 2\right\}\right.$ is the index set over which we minimize, $\operatorname{int}(\mathcal{X})$ the interior of $\mathcal{X}$ and $\alpha_{2} \in\left(0, \alpha_{1}\right)$ a constant. We choose a distance of 2 and the values $\alpha_{2}=0.005$ and $\alpha_{1}=0.2$ since these work well in practice.

If in the $n^{\text {th }}$ iteration we obtain $\alpha(\mathbf{x}) \not \equiv \alpha_{1}$, we solve (5.18) and (5.19) for a second time with the updated $\alpha$ to perform a correction.

Recall, we use a finite difference method for discretizing the Poisson equations (5.18) and (5.19), yielding a system of equations. This system of equations depends on $\alpha$. Without grid-shock correction, a LU-factorization can be calculated once and used for each subsequent iteration which makes solving the system efficient. In case $\alpha_{i j} \neq \alpha_{1}$ for any $(i, j)$, the same LU-factorization can no longer be used due to the component $\alpha \nabla m_{k} \cdot \hat{\mathbf{n}}$ in the Robin boundary conditions and a new LU-factorization has to be calculated for the iteration in which grid-shock correction is applied.

### 5.1.5 Curl-constrained minimization

By construction we have $\mathbf{m}=\nabla u$, and hence $\mathbf{m}$ is rotation free, i.e., $(\nabla \times \mathbf{m}) \cdot \hat{\mathbf{e}}_{z}=0$. Due to the decoupling of $\mathbf{m}$ and $u$ in the iterative algorithm, the rotation-free condition is in general not satisfied. Constraining the optimization of $J$ such that $\mathbf{m}$ is rotation free is therefore a potential alternative to the grid-shock correction as introduced in the previous section, so here we choose $\alpha=$ const. To constrain the optimization of $J$ given by (5.8c), we minimize $J$ over the space

$$
\begin{equation*}
\mathcal{M}_{\mathrm{R}}=\left\{\mathbf{m} \in\left[C^{2}(\mathcal{X})\right]^{2} \mid(\nabla \times \mathbf{m}) \cdot \hat{\mathbf{e}}_{z}=0\right\}, \tag{5.65}
\end{equation*}
$$

instead of $\mathcal{M}$. We seek the optimum of $J$ using Lagrange multipliers and calculus of variations. To this end, we define

$$
\begin{align*}
\Lambda_{\mathrm{R}}\left(\mathbf{m}, \mathbf{P}, \mathbf{b}, \lambda_{\mathrm{R}}\right) & =J(\mathbf{m}, \mathbf{P}, \mathbf{b})+J_{\mathrm{R}}\left(\mathbf{m}, \lambda_{\mathrm{R}}\right),  \tag{5.66a}\\
J_{\mathrm{R}}\left(\mathbf{m}, \lambda_{\mathrm{R}}\right) & =\iint_{\mathcal{X}} \lambda_{\mathrm{R}}(\nabla \times \mathbf{m}) \cdot \hat{\mathbf{e}}_{z} \mathrm{~d} \mathbf{x}, \tag{5.66b}
\end{align*}
$$

where $\lambda_{\mathrm{R}}=\lambda_{\mathrm{R}}(\mathbf{x})$ and where we assume $\mathbf{P}$ and $\mathbf{b}$ to be fixed. To ease computations, we introduce the symplectic matrix $\mathbf{J}$ such that

$$
\mathbf{J}=\left(\begin{array}{cc}
0 & 1  \tag{5.67}\\
-1 & 0
\end{array}\right), \quad(\nabla \times \mathbf{m}) \cdot \hat{\mathbf{e}}_{z}=\nabla \cdot(\mathbf{J m}) .
$$

The first variation of $\Lambda_{R}$ with respect to $m$ for $\eta \in\left[C^{2}(\mathcal{X})\right]^{2}$ is given by

$$
\begin{align*}
\delta \Lambda_{\mathrm{R}}\left(\mathbf{m}, \mathbf{P}, \mathbf{b}, \lambda_{\mathrm{R}}\right)(\boldsymbol{\eta}) & =\lim _{\epsilon \rightarrow 0} \frac{\Lambda_{\mathrm{R}}\left(\mathbf{m}+\epsilon \boldsymbol{\eta}, \mathbf{P}, \mathbf{b}, \lambda_{\mathrm{R}}\right)-\Lambda_{\mathrm{R}}\left(\mathbf{m}, \mathbf{P}, \mathbf{b}, \lambda_{\mathrm{R}}\right)}{\epsilon}  \tag{5.68}\\
& =\delta J(\mathbf{m}, \mathbf{P}, \mathbf{b})(\boldsymbol{\eta})+\delta J_{\mathrm{R}}\left(\mathbf{m}, \lambda_{\mathrm{R}}\right)(\boldsymbol{\eta}),
\end{align*}
$$

where $\delta J$ and $\delta J_{\mathrm{R}}$ denote the first variations of $J$ and $J_{\mathrm{R}}$, respectively. The first variation of $J$ is given by (5.17) and reads

$$
\begin{align*}
\delta J(\mathbf{m}, \mathbf{P}, \mathbf{b})(\boldsymbol{\eta})= & \oint_{\partial \mathcal{X}}\left[\alpha\binom{\left(\nabla m_{1}-\mathbf{p}_{1}\right) \cdot \hat{\mathbf{n}}}{\left(\nabla m_{2}-\mathbf{p}_{2}\right) \cdot \hat{\mathbf{n}}}+(1-\alpha)(\mathbf{m}-\mathbf{b})\right] \cdot \boldsymbol{\eta} \mathrm{d} s \\
& -\iint_{\mathcal{X}} \alpha\binom{\Delta m_{1}-\nabla \cdot \mathbf{p}_{1}}{\Delta m_{2}-\nabla \cdot \mathbf{p}_{2}} \cdot \boldsymbol{\eta} \mathrm{~d} \mathbf{x} . \tag{5.69}
\end{align*}
$$

We calculate the first variation of $J_{\mathrm{R}}$, viz.

$$
\begin{align*}
\delta J_{\mathrm{R}}\left(\mathbf{m}, \lambda_{\mathrm{R}}\right)(\boldsymbol{\eta}) & =\lim _{\epsilon \rightarrow 0} \frac{J_{\mathrm{R}}\left(\mathbf{m}+\epsilon \boldsymbol{\eta}, \lambda_{\mathrm{R}}\right)-J_{\mathrm{R}}\left(\mathbf{m}, \lambda_{\mathrm{R}}\right)}{\epsilon} \\
& =\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \iint_{\mathcal{X}}\left[\lambda_{\mathrm{R}} \nabla \cdot(\mathbf{J}(\mathbf{m}+\epsilon \boldsymbol{\eta}))-\lambda_{\mathrm{R}} \nabla \cdot(\mathbf{J} \mathbf{m})\right] \mathrm{d} \mathbf{x} \\
& =\iint_{\mathcal{X}} \lambda_{\mathrm{R}} \nabla \cdot(\mathbf{J} \boldsymbol{\eta}) \mathrm{d} \mathbf{x}  \tag{5.70}\\
& =\iint_{\mathcal{X}}\left(\nabla \cdot\left(\lambda_{\mathrm{R}} \mathbf{J} \boldsymbol{\eta}\right)-\mathbf{J} \eta \cdot \nabla \lambda_{\mathrm{R}}\right) \mathrm{d} \mathbf{x} \\
& \star=\oint_{\partial \mathcal{X}}\left(\lambda_{\mathrm{R}} \mathbf{J} \boldsymbol{\eta}\right) \cdot \hat{\mathbf{n}} \mathrm{d} s-\iint_{\mathcal{X}} \mathbf{J} \eta \cdot \nabla \lambda_{\mathrm{R}} \mathrm{~d} \mathbf{x} \\
& =\oint_{\partial \mathcal{X}} \lambda_{\mathrm{R}} \mathbf{J}^{\mathrm{T}} \hat{\mathbf{n}} \cdot \boldsymbol{\eta} \mathrm{~d} s-\iint_{\mathcal{X}} \mathbf{J}^{\mathrm{T}} \nabla \lambda_{\mathrm{R}} \cdot \eta \mathrm{~d} \mathbf{x},
\end{align*}
$$

where we used the divergence theorem at $\star$ and $\mathbf{J}^{T}=\mathbf{J}$ for the last equality. So in total we have

$$
\begin{align*}
& \delta \Lambda_{\mathrm{R}}\left(\mathbf{m}, \mathbf{P}, \mathbf{b}, \lambda_{\mathrm{R}}\right)(\boldsymbol{\eta})=-\iint_{\mathcal{X}}\left[\alpha\binom{\Delta m_{1}-\nabla \cdot \mathbf{p}_{1}}{\Delta m_{2}-\nabla \cdot \mathbf{p}_{2}}+\mathbf{J}^{\mathrm{T}} \nabla \lambda_{\mathrm{R}}\right] \cdot \boldsymbol{\eta} \mathrm{d} \mathbf{x}  \tag{5.71}\\
& \quad+\oint_{\partial \mathcal{X}}\left[\alpha\binom{\left(\nabla m_{1}-\mathbf{p}_{1}\right) \cdot \hat{\mathbf{n}}}{\left(\nabla m_{2}-\mathbf{p}_{2}\right) \cdot \hat{\mathbf{n}}}+(1-\alpha)(\mathbf{m}-\mathbf{b})+\lambda_{\mathrm{R}} \mathbf{J}^{\mathrm{T}} \hat{\mathbf{n}}\right] \cdot \boldsymbol{\eta} \mathrm{d} s
\end{align*}
$$

For $\mathbf{m}$ to be a minimizer, we have $\delta \Lambda_{R}=0$ for all $\eta \in\left[C^{2}(\mathcal{X})\right]^{2}$. Choosing $\eta_{2}=0$ and applying the fundamental lemma of calculus of variations we obtain

$$
\begin{array}{cl}
\alpha \Delta m_{1}=\alpha \nabla \cdot \mathbf{p}_{1}+\lambda_{\mathrm{R}, x_{2}} & \left(x_{1}, x_{2}\right) \in \mathcal{X} \\
(1-\alpha) m_{1}+\alpha \nabla m_{1} \cdot \hat{\mathbf{n}}=(1-\alpha) b_{1}+\alpha \mathbf{p}_{1} \cdot \hat{\mathbf{n}}+\lambda_{\mathrm{R}} n_{2}, & \left(x_{1}, x_{2}\right) \in \partial \mathcal{X} \tag{5.72b}
\end{array}
$$

where $\lambda_{\mathrm{R}, x_{2}}$ is the derivative of $\lambda_{\mathrm{R}}$ w.r.t. $x_{2}$. Similarly, choosing $\eta_{1}=0$ and applying the fundamental lemma of calculus of variations, we find

$$
\begin{array}{cl}
\alpha \Delta m_{2}=\alpha \nabla \cdot \mathbf{p}_{2}-\lambda_{\mathrm{R}, x_{1}} & \left(x_{1}, x_{2}\right) \in \mathcal{X} \\
(1-\alpha) m_{2}+\alpha \nabla m_{2} \cdot \hat{\mathbf{n}}=(1-\alpha) b_{2}+\alpha \mathbf{p}_{2} \cdot \hat{\mathbf{n}}-\lambda_{\mathrm{R}} n_{1}, & \left(x_{1}, x_{2}\right) \in \partial \mathcal{X} \tag{5.73b}
\end{array}
$$

equations (5.72) and (5.73) are two Poisson equations in the three (independent) variables $m_{1}, m_{2}$ and $\lambda_{R}$. To obtain a third equation, we calculate the first variation of $\Lambda_{R}$ with respect to $\lambda_{\mathrm{R}}$ for $\eta \in\left[C^{2}(\mathcal{X})\right]$, yielding

$$
\begin{align*}
\delta J_{\mathrm{R}}\left(\mathbf{m}, \lambda_{\mathrm{R}}\right)(\eta) & =\lim _{\epsilon \rightarrow 0} \frac{J_{\mathrm{R}}\left(\mathbf{m}, \lambda_{\mathrm{R}}+\epsilon \eta\right)-J_{\mathrm{R}}\left(\mathbf{m}, \lambda_{\mathrm{R}}\right)}{\epsilon} \\
& =\iint_{\mathcal{X}}\left(\lambda_{\mathrm{R}}+\epsilon \eta\right) \nabla \cdot(\mathbf{J m})-\lambda_{\mathrm{R}} \nabla \cdot(\mathbf{J m}) \mathrm{d} \mathbf{x}  \tag{5.74}\\
& =\iint_{\mathcal{X}} \eta \nabla \cdot(\mathbf{J m}) \mathrm{d} \mathbf{x} .
\end{align*}
$$

Applying the fundamental lemma of calculus of variations yields the original constraint

$$
\begin{equation*}
\nabla \cdot(\mathbf{J m})=0, \quad\left(x_{1}, x_{2}\right) \in \mathcal{X} \tag{5.75}
\end{equation*}
$$

In order to solve for $m_{1}, m_{2}$ and $\lambda_{R}$, we formulate an additional equation by using (5.75), (5.72) and (5.73). Conceptually we apply (5.75) to the vector of
equations (5.72), (5.73), or more precisely, we differentiate (5.19) w.r.t. $x_{1}$ and subtract (5.18) after differentiation it w.r.t. $x_{2}$ to obtain

$$
\begin{equation*}
\alpha \Delta\left(\partial_{x_{1}} m_{2}-\partial_{x_{2}} m_{1}\right)=\alpha \nabla \cdot\left(\partial_{x_{1}} \mathbf{p}_{2}-\partial_{x_{2}} \mathbf{p}_{1}\right)-\lambda_{\mathrm{R}, x_{1} x_{1}}-\lambda_{\mathrm{R}, x_{2} x_{2}}, \quad\left(x_{1}, x_{2}\right) \in \mathcal{X} \tag{5.76}
\end{equation*}
$$

Because $\mathbf{P}$ is symmetric by construction, $p_{12}=p_{21}$ and equation (5.76) reads

$$
\begin{array}{r}
\Delta \lambda_{\mathrm{R}}=\alpha\left(\partial_{x_{1} x_{1}} p_{12}-\partial_{x_{2} x_{2}} p_{12}+\partial_{x_{1} x_{2}} p_{22}-\partial_{x_{1} x_{2}} p_{11}\right)-\alpha \Delta\left(\partial_{x_{1}} m_{2}-\partial_{x_{2}} m_{1}\right), \\
\left(x_{1}, x_{2}\right) \in \mathcal{X} . \tag{5.77a}
\end{array}
$$

We obtain a boundary condition for (5.77a) by subtracting $n_{1}$ times (5.19) from $n_{2}$ times (5.18), viz.

$$
\begin{align*}
\lambda_{\mathrm{R}}= & (1-\alpha)\left(n_{2}\left(m_{1}-b_{1}\right)-n_{1}\left(m_{2}-b_{2}\right)\right) \\
& +\alpha\left(n_{2}\left(\nabla m_{1}-\mathbf{p}_{1}\right)-n_{1}\left(\nabla m_{2}-\mathbf{p}_{2}\right)\right) \cdot \hat{\mathbf{n}}, \quad\left(x_{1}, x_{2}\right) \in \partial \mathcal{X} . \tag{5.77b}
\end{align*}
$$

Note, in case $\mathbf{P}$ and $\mathbf{m}$ are exact we have

$$
\begin{array}{ll}
\partial_{x_{1} x_{1}} p_{12}=u_{x_{1} x_{1} x_{1} x_{2}}, & \partial_{x_{2} x_{2}} p_{12}=u_{x_{1} x_{2} x_{2} x_{2},} \\
\partial_{x_{1} x_{2}} p_{22}=u_{x_{1} x_{2} x_{2} x_{2}}, & \partial_{x_{1} x_{2}} p_{11}=u_{x_{1} x_{1} x_{1} x_{2}}, \tag{5.78}
\end{array}
$$

and equation (5.77a) reads

$$
\begin{equation*}
\Delta \lambda_{\mathrm{R}}=0, \quad\left(x_{1}, x_{2}\right) \in \mathcal{X} \tag{5.79}
\end{equation*}
$$

If furthermore $\mathbf{b}\left(x_{1}, x_{2}\right)=\mathbf{m}\left(x_{1}, x_{2}\right)$ for $\left(x_{1}, x_{2}\right) \in \partial \mathcal{X}$, then

$$
\begin{equation*}
\lambda_{\mathrm{R}}=0, \quad\left(x_{1}, x_{2}\right) \in \partial \mathcal{X}, \tag{5.80}
\end{equation*}
$$

and consequently $\lambda_{\mathrm{R}} \equiv 0$ on the whole of $\mathcal{X}$ by the maximum principle for the Laplace equation. Under the above assumptions, $m$ is exact and thus the constraint $\nabla \cdot(\mathbf{J m})=0$ is automatically satisfied and, as expected, equations (5.72) and (5.73) reduce to the PDEs (5.18) and (5.19) because $\lambda_{R} \equiv 0$.

Equations (5.72), (5.73) and (5.77) form a system of coupled PDEs. To solve these we employ an iterative scheme. First, we assume $m_{1}$ and $m_{2}$ to be given and solve (5.77) using standard second-order finite differences (FD). The solution $\lambda_{\mathrm{R}}$ is then regarded as a given function and we solve (5.18) and (5.19) sequentially by a similar FD scheme. This process is repeated until $m_{1}$ and $m_{2}$ no longer change significantly. Solving (5.77) the first time requires an initial guess for $m_{1}$ and $m_{2}$. For this we use $\mathbf{m}$ from the previous iteration, i.e., $\mathbf{m}^{n}$ given by (5.9c).

Correcting grid shocks by constraining the curl of $\mathbf{m}$ has experimentally proven to work for some, but not all cases. The grid-shock correction, as presented in Section 5.1.4, has experimentally shown to work better, therefore we do not present numerical results for constraining the curl of $\mathbf{m}$.

### 5.2 Numerical results

In this section we present numerical results for five examples. For each example we know the exact solution and compare the numerical methods. We choose $\mathcal{X}=\left[x_{1}^{m}, x_{1}^{M}\right] \times\left[x_{2}^{m}, x_{2}^{M}\right]$, a rectangle which may vary per case. For each example we choose $\mathcal{Y}$ such that it has a unique feature to it. We measure the residual

$$
\begin{equation*}
\epsilon_{r}=\left|D_{x_{1}}\left[m_{1}\right]_{i j} D_{x_{2}}\left[m_{2}\right]_{i j}-D_{x_{1}}\left[m_{2}\right]_{i j} D_{x_{2}}\left[m_{1}\right]_{i j}+f^{2}\left(\mathbf{x}_{i j}, \mathbf{m}_{i j}\right)\right|_{\infty} \tag{5.81}
\end{equation*}
$$

with $D_{x_{1}}$ and $D_{x_{2}}$ standard second-order (central in interior and one-sided on boundary) finite difference operators for the first-order derivatives with respect to $x_{1}$ and $x_{2}$, respectively. Furthermore, we measure the global discretization errors $\epsilon_{u}, \epsilon_{m_{1}}$ and $\epsilon_{m_{2}}$ defined by

$$
\begin{align*}
\epsilon_{u} & =\left|\left(u_{i j}-u_{11}\right)-\left(u\left(\mathbf{x}_{i j}\right)-u\left(\mathbf{x}_{11}\right)\right)\right|_{\infty^{\prime}} \\
\epsilon_{m_{1}} & =\mid\left(m_{1}\right)_{i j}-m_{1}\left(\left.\mathbf{x}_{i j}\right|_{\infty^{\prime}}\right.  \tag{5.82}\\
\epsilon_{m_{2}} & =\left|\left(m_{2}\right)_{i j}-m_{2}\left(\mathbf{x}_{i j}\right)\right|_{\infty^{\prime}}
\end{align*}
$$

where the terms $u_{11}$ and $u\left(\mathbf{x}_{11}\right)$ are introduced due to the nonuniqueness of $u$ given $\mathbf{m}$; see the discussion following equations (5.22). Any fixed grid point could be used, here $\mathbf{x}_{11}$ is chosen. The choice for the $\infty$-norm is arbitrary in the sense that any standard norm would give similar results. However, the $\infty$-norm is more sensitive to differences in the errors than, for example, the standard 2-norm. Starting the least-squares algorithm requires an initial guess $\mathbf{m}^{0}$, so we introduce $\widetilde{\mathcal{Y}}=\left[y_{1}^{m}, y_{1}^{M}\right] \times\left[y_{2}^{m}, y_{2}^{M}\right]$, the smallest bounding box of $\mathcal{Y}$. We then choose $\mathbf{m}^{0}(\partial \mathcal{X})=\partial \widetilde{\mathcal{Y}}$, such that $\mathbf{m}_{i j}^{0}$ is equidistantly distributed, i.e., $\mathbf{m}_{i j}^{0}$ is the result of a bilinear uniform interpolation of the bounding box of $\mathcal{Y}$ with $\operatorname{det}\left(\mathrm{Dm}^{0}\right)<0$. The initial guess then reads

$$
\begin{align*}
& \left(m_{1}^{0}\right)_{i j}=\frac{\left(x_{1}\right)_{i j}-x_{1}^{m}}{x_{1}^{M}-x_{1}^{m}} y_{1}^{M}+\frac{x_{1}^{M}-\left(x_{1}\right)_{i j}}{x_{1}^{M}-x_{1}^{m}} y_{1}^{m}  \tag{5.83a}\\
& \left(m_{2}^{0}\right)_{i j}=\frac{x_{2}^{M}-\left(x_{2}\right)_{i j}}{x_{2}^{M}-x_{2}^{m}} y_{2}^{M}+\frac{\left(x_{2}\right)_{i j}-x_{2}^{m}}{x_{2}^{M}-x_{2}^{m}} y_{2}^{m} . \tag{5.83b}
\end{align*}
$$

The initial guess is a (discretized) solution of the hyperbolic Monge-Ampère equation with $f^{2}=\operatorname{area}(\widetilde{\mathcal{Y}}) / \operatorname{area}(\mathcal{X}), \mathbf{m}=\nabla u$ and $u=\frac{1}{2}\left(x^{2}-y^{2}\right) f$. Three more such initial guesses exist, viz., $u=\frac{1}{2}\left(y^{2}-x^{2}\right) f$ and $u= \pm x y f$.

We cut the source boundary in segments, clockwise, according to

$$
\begin{array}{ll}
\Gamma_{1}^{\mathcal{X}}=\left\{x_{1}^{m}\right\} \times\left[x_{2}^{m}, x_{2}^{M}\right], & \Gamma_{2}^{\mathcal{X}}=\left[x_{1}^{m}, x_{1}^{M}\right] \times\left\{x_{2}^{M}\right\}, \\
\Gamma_{3}^{\mathcal{X}}=\left\{x_{1}^{M}\right\} \times\left[x_{2}^{m}, x_{2}^{M}\right], & \Gamma_{4}^{\mathcal{X}}=\left[x_{1}^{m}, x_{1}^{M}\right] \times\left\{x_{2}^{m}\right\}, \tag{5.84}
\end{array}
$$

and we write

$$
\begin{equation*}
\Gamma_{k}^{\mathcal{Y}}=\left\{\mathbf{y}_{k}(s) \mid s \in[0,1]\right\}, \tag{5.85}
\end{equation*}
$$

for $k=1, \ldots, 4$, i.e., for fixed $k$ the segment $\Gamma_{k}^{\mathcal{Y}}$ is parametrized counter clockwise by $\mathbf{y}_{k}(s)$ and formally takes on the role of $\mathbf{y}_{k}(s)$ as introduced in Section 5.1.3. Furthermore, we apply grid-shock correction only for iteration step $n \geq 100$, as the distance between the boundary of the initial guess and the boundary of the target may be large for small $n$.

Lastly, we stop the iteration (5.9) based on the update of $\mathbf{m}^{n}$, i.e., based on

$$
\begin{equation*}
\Delta m^{n}=\left|\mathbf{m}^{n}-\mathbf{m}^{n-1}\right|, \tag{5.86}
\end{equation*}
$$

instead of, the already introduced measures, $J_{\mathrm{I}}$ and $J_{\mathrm{B}}$. This is because the values for $J_{\mathrm{I}}$ and $J_{\mathrm{B}}$ may stagnate over the iterations while $\Delta m^{n}$ is still changing. Conversely, if $\Delta m^{n}$ has stagnated, then so have the functionals $J_{\mathrm{I}}$ and $J_{\mathrm{B}}$. We stop the iterative process when $\Delta m^{n}$ reaches floating-point precision.

### 5.2.1 Example 1: Annulus segment

For the first example we consider $\mathcal{X}=[0,1] \times[-1 / 2,1 / 2], \partial \mathcal{Y}=\cup_{k=1}^{4} \Gamma_{k}^{\mathcal{Y}}$ with

$$
\begin{align*}
& \mathbf{y}_{1}(s)=\left(\cos \left(\frac{1}{2}-s\right), \sin \left(\frac{1}{2}-s\right)\right)  \tag{5.87a}\\
& \mathbf{y}_{2}(s)=\left(e^{s} \cos \left(\frac{1}{2}\right),-e^{s} \sin \left(\frac{1}{2}\right)\right),  \tag{5.87b}\\
& \mathbf{y}_{3}(s)=\left(e \cos \left(\frac{1}{2}-s\right), e \sin \left(s-\frac{1}{2}\right)\right),  \tag{5.87c}\\
& \mathbf{y}_{4}(s)=\left(e^{1-s} \cos \left(\frac{1}{2}\right), e^{1-s} \sin \left(\frac{1}{2}\right)\right), \tag{5.87d}
\end{align*}
$$

as shown together with the exact mapping on a $21 \times 21$ grid in Figure 5.4 on the left. We choose $\Gamma_{k}^{\mathcal{Y}}=\nabla u\left(\Gamma_{k}^{\mathcal{X}}\right)$ for all examples. Furthermore, this choice of $\Gamma_{k}^{\mathcal{Y}}$ implies that for SALM and SPM the corners of $\partial \mathcal{X}$ are mapped to the corners of $\partial \mathcal{Y}$. Let $f^{2}\left(x_{1}, x_{2}\right)=e^{2 x_{1}}$. The solution is then given by

$$
\begin{equation*}
u\left(x_{1}, x_{2}\right)=e^{x_{1}} \cos \left(x_{2}\right) \tag{5.88}
\end{equation*}
$$

which is symmetric in $x_{2}=0$ as can be seen in Figure 5.4. Unless specified otherwise, we take $N_{\mathrm{b}}=10^{4}$ and for each target segment $\Gamma_{k}^{\mathcal{Y}}$, with $k=1, \ldots, 4$, we construct $\mathbf{y}_{i}=\mathbf{y}_{k}\left(s_{i}\right)$ with $s_{i}=(i-1) /\left(N_{\mathrm{b}}-1\right)$ and $i=1, \ldots, N_{\mathrm{b}}$. The results for PM, SPM and SALM are shown in Figure 5.5 for varying grid
configurations with $N_{x_{1}}=N_{x_{2}}$. The three figures clearly show second-order convergence of the relevant errors and residual, which is in accordance with the discretization error of the finite difference approximations used. In terms of $\epsilon_{u}$, PM and SPM $\left(3 \cdot 10^{-6}\right)$ slightly outperform SALM $\left(6 \cdot 10^{-6}\right)$ for $N_{x_{1}}=$ $N_{x_{2}}=473$, though the difference is small. Figure 5.6 shows the J-errors over the iterations on a grid of $N_{x_{1}}=N_{x_{2}}=473$. For PM and SPM we obtained $J_{\mathrm{I}} \approx 2 \cdot 10^{-12}, J_{\mathrm{B}} \approx 3 \cdot 10^{-13}$ in approximately 60,000 iterations. SALM gave $J_{\mathrm{I}} \approx 4 \cdot 10^{-12}, J_{\mathrm{B}} \approx 7 \cdot 10^{-13}$ in 40,000 , iterations. SALM consistently requires less iterations as seen on the left in Figure 5.7, where the number of required iterations ( $n_{\max }$ ) for various $N_{x_{1}}=N_{x_{2}}$ is shown.

Convergence of $u$ with respect to $N_{\mathrm{b}}$ is shown on the right of Figure 5.7 for $N_{x_{1}}=N_{x_{2}}=473$. Two observations are in place. First, for increasing $N_{\mathrm{b}}$, the error $\epsilon_{u}$ reaches an asymptotic value (dashed black line). This phenomenon is to be expected and occurs when the discretization errors in $\mathbf{m}_{i j}, \mathbf{P}_{i j}$ and $u_{i j}$, and the finite differences $\mathbf{D}_{i j}$ become dominant, i.e., when the discretization errors due to the choice of $N_{x_{1}}$ and $N_{x_{2}}$ dominate the errors due to discretizing the boundary. Secondly, in the regime prior to the asymptote, the discretization error in $u$ due to the boundary discretization is second-order accurate for all three boundary methods.

Finally, the computational cost per iteration for SALM is lowest, second comes SPM and third PM. The projection methods calculate $C \max \left(N_{x_{1}}, N_{x_{2}}\right) N_{\mathrm{b}}$ projections and performs $C \max \left(N_{x_{1}}, N_{x_{2}}\right)$ searches over $N_{\mathrm{b}}$ points each, with $C \in \mathbb{N}_{+}$. Similarly, SALM performs a linear interpolation of $C \max \left(N_{x_{1}}, N_{x_{2}}\right)$ points over $N_{\mathrm{b}}-1$ segments. Therefore, one would expect the average time per iteration to scale linearly in $N_{x}, N_{y}$ and $N_{\mathrm{b}}$ for PM and SPM when $N_{x_{1}}=N_{x_{2}}$, and $N_{\mathrm{b}}$ is fixed. For SALM, a linear relation is also expected, with a pos-


Figure 5.4: The exact mapping $\mathbf{m}$ (left) and solution $u$ (right) on a $21 \times 21$ grid for Example 1 (Annulus segment).




Figure 5.5: Global error and the residual for PM (left), SPM (middle) and SALM (right).


Figure 5.6: J-errors and $\Delta m$ over the iterations for PM (left), SPM (middle) and SALM (right).


Figure 5.7: The total number of iterations needed for convergence (left) and the influence of the boundary discretization on $\epsilon_{u}$ (right).
sible asymptote when either the computational load due to $\max \left(N_{x_{1}}, N_{x_{2}}\right)$ or $N_{\mathrm{b}}$ dominates. This is also shown in Figure 5.8, where, from left to right, $N_{x_{1}}=N_{x_{2}}=501$ is fixed while $N_{\mathrm{b}}$ varies, $N_{\mathrm{b}}=37$ is fixed and $N_{x_{1}}=N_{x_{2}}$ varies, and lastly, $N_{\mathrm{b}}=10,007$ is fixed and $N_{x_{1}}=N_{x_{2}}$ varies. Additionally, it is observed that SALM, on average, significantly outperforms the projection methods. Lastly, SPM is approximately four times faster than PM because SPM projects one source segment on a target segment (four times) instead of the whole source boundary on the whole target boundary.


Figure 5.8: Timing results in seconds for the boundary procedures. On the left, $N_{x_{1}}=N_{x_{2}}=501$ is fixed and in the middle and on the right $N_{\mathrm{b}}=37$ and $N_{\mathrm{b}}=10,007$, respectively.

### 5.2.2 Example 2: Deformed square

As a second example we consider a mapping and surface with no symmetries, viz. $\mathcal{X}=[0,1] \times[-1 / 2,1 / 2], \partial \mathcal{Y}=\cup_{k=1}^{4} \Gamma_{k}^{\mathcal{Y}}$ with

$$
\begin{align*}
& \mathbf{y}_{1}(s)=\left(s-\frac{1}{2},-s+\frac{1}{2}\right),  \tag{5.89a}\\
& \mathbf{y}_{2}(s)=\left(\frac{1}{3} s^{3}+s^{2}+\frac{1}{2}, s-\frac{1}{2}\right),  \tag{5.89b}\\
& \mathbf{y}_{3}(s)=\left(-s+\frac{11}{6}, s+\frac{1}{2}\right),  \tag{5.89c}\\
& \mathbf{y}_{4}(s)=\left(-\frac{1}{3} s^{3}+2 s^{2}-3 s+\frac{5}{6}, \frac{3}{2}-s\right), \tag{5.89d}
\end{align*}
$$

as shown on the left of Figure 5.9. Let $f^{2}\left(x_{1}, x_{2}\right)=\left(x_{1}+1\right)^{2}$, then the exact solution is given by

$$
\begin{equation*}
u\left(x_{1}, x_{2}\right)=\frac{1}{12} x_{1}^{4}+\frac{1}{3} x_{1}^{3}+x_{1} x_{2}-\frac{1}{2} x_{2}^{2}, \tag{5.90}
\end{equation*}
$$

which is shown on the right of Figure 5.9. We start with the results for PM. In Figure 5.10 the errors $J_{\mathrm{I}}$ and $J_{\mathrm{B}}$ are shown, both with grid-shock correction (left) and without (right). Clearly the example with grid-shock correction does not converge, the method actually oscillates between intermediate solutions. One may be tempted to think that without grid-shock correction the method does work, as $\Delta m$ goes to machine precision, but this is not the case as shown in Figure 5.11. The two leftmost figures show the mapping for a $29 \times 29$ grid after 50,000 iterations. Clearly, neither of the methods work as intended as there are gaps between the mesh spanned by $\mathbf{m}_{l}$ and $\partial \mathcal{Y}$, i.e., the transport boundary condition has not been satisfied. The reason why the algorithm with PM does not converge is that the projection of $\mathbf{m}$ onto $\partial \mathcal{Y}$ does not distribute $\mathbf{b}$ well. In particular, no points $\mathbf{b}_{l}$ near $(0.5,-0.5) \in \partial \mathcal{Y}$ are obtained, as can be seen in Figure 5.11 on the right, where the blue circles represent $\mathbf{m}_{l}$, the red


Figure 5.9: The exact mapping $\mathbf{m}$ (left) and solution $u$ (right) on a $21 \times 21$ grid for Example 2 (Deformed square).


Figure 5.10: The errors $J_{\mathrm{I}}, J_{\mathrm{B}}$ and the update $\Delta m$ for PM with shock correction (left) and without (right).
squares $\mathbf{b}_{l}$ and the thin black lines connect $\mathbf{m}_{l}$ to $\mathbf{b}_{l}$ for $l=1, \ldots, N$.
In Figure 5.12 errors and residuals are shown for SPM (left) and SALM (right) for varying grid configurations with $N_{x_{1}}=N_{x_{2}}$. Both figures show second-order convergence which is in accordance with the discretization errors of the finite difference approximations used.

Figure 5.13 shows the behavior of $J_{\mathrm{I}}, J_{\mathrm{B}}$ and $\Delta m$ for SPM and SALM. For SPM, on the left, $\Delta m$ exhibit oscillations starting at 100 iterations. This is due to the grid-shock correction, enabled in the $100^{\text {th }}$ iteration. As it turns out, this is one example where grid shocks occur using SPM. Without the grid-shock correction, $\Delta m$ would still go to computer precision but the grid shock (as visualized on the right of Figure 5.2) would remain and subsequently $J_{\mathrm{I}}, J_{\mathrm{B}}$ and the errors $\epsilon_{u}, \epsilon_{m_{1}}$ and $\epsilon_{m_{2}}$ and the residual $\epsilon_{r}$ would be three orders of magnitude higher.


Figure 5.11: The mapping after 50,000 iterations for PM with shock correction (left) and without (middle) and the accompanying projection of $\mathbf{m}_{l}$ onto $\partial \mathcal{Y}$ for construction of $\mathbf{b}_{l}$ without shock correction on the right.


Figure 5.12: Convergence of the global error and the residual for SPM (left) and SALM (right).


Figure 5.13: Comparison of $J_{\mathrm{I}}, J_{\mathrm{B}}$ and $\Delta m$ for SPM (left) and SALM (right) for a grid of $295 \times 295$.

### 5.2.3 Example 3: Inward fold

For this example we consider the target as illustrated in Figure 5.14, for the exact solution on a $61 \times 61$ grid. On the right a zoomed-in version of the target is shown. In the figure we have marked two points, one by a solid circle, and one by an asterisk. The former is a point for which the boundary of the target is not differentiable, while for the latter it is. We will come back to this. The example shown in Figure 5.14 corresponds to $\mathcal{X}=[0,1] \times[-1 / 2,1 / 2]$ and $\partial \mathcal{Y}=\cup_{k=1}^{4} \Gamma_{k}^{\mathcal{Y}}$ with

$$
\begin{align*}
& \mathbf{y}_{1}(s)=\left(0,-\frac{1}{4} s^{4}+\frac{1}{2} s^{3}-\frac{3}{8} s^{2}-\frac{7}{8} s+\frac{31}{64}\right)  \tag{5.91a}\\
& \mathbf{y}_{2}(s)=\left(\frac{9}{8} s-\frac{1}{2} s^{3},-\frac{1}{4} s^{4}+\frac{3}{8} s^{2}-\frac{33}{64}\right),  \tag{5.91b}\\
& \mathbf{y}_{3}(s)=\left(-s^{3}+\frac{3}{2} s^{2}+\frac{1}{4} s+\frac{5}{8},-\frac{1}{4} s^{4}+\frac{1}{2} s^{3}+\frac{9}{8} s^{2}-\frac{3}{8} s-\frac{25}{64}\right),  \tag{5.91c}\\
& \mathbf{y}_{4}(s)=\left(-\frac{1}{2} s^{3}+\frac{3}{2} s^{2}-\frac{19}{8} s+\frac{11}{8},-\frac{1}{4} s^{4}+s^{3}-\frac{9}{8} s^{2}+\frac{1}{4} s+\frac{39}{64}\right) . \tag{5.91d}
\end{align*}
$$

Furthermore we have

$$
\begin{align*}
f^{2}\left(x_{1}, x_{2}\right) & =x_{1}^{6}+3 x_{1}^{4} x_{2}^{2}+3 x_{1}^{2} x_{2}\left(x_{2}^{3}-2\right)+\left(1+x_{2}^{3}\right)^{2},  \tag{5.92a}\\
u\left(x_{1}, x_{2}\right) & =\frac{x_{1}^{2}}{2}-\frac{x_{1}^{4} x_{2}}{4}-\frac{x_{2}^{2}}{2}+\frac{x_{1}^{2} x_{2}^{3}}{2}-\frac{x_{2}^{5}}{20} . \tag{5.92b}
\end{align*}
$$



Figure 5.14: The target domain and mapping, with a zoomed-in version for Example 3 (Inward fold).

Taking derivatives of $u$ yields the mapping, i.e.,

$$
\begin{align*}
& m_{1}\left(x_{1}, x_{2}\right)=u_{x_{1}}\left(x_{1}, x_{2}\right)=x_{1}-x_{1}^{3} x_{2}+x_{1} x_{2}^{3}  \tag{5.93a}\\
& m_{2}\left(x_{1}, x_{2}\right)=u_{x_{2}}\left(x_{1}, x_{2}\right)=-\frac{x_{1}^{4}}{4}-x_{2}+\frac{3 x_{1}^{2} x_{2}^{2}}{2}-\frac{x_{2}^{4}}{4} \tag{5.93b}
\end{align*}
$$

A straightforward calculation shows that $\mathbf{m}(1,1 / 2)=(5 / 8,-25 / 64)$ which corresponds to the solid circle in Figure 5.14. Henceforth, $\mathbf{m}$ is not differentiable in the point $(1,1 / 2)$ as it is the image of a nondifferentiable (corner) point in $\mathcal{X}$ under a continuously differentiable map. The point depicted by the asterisk originates from the source boundary segment $\Gamma_{2}^{\mathcal{X}}=[0,1] \times\left\{\frac{1}{2}\right\}$. Let $m_{1}$ and $m_{2}$ along the boundary be parametrized by $s$. Then in the point indicated by the asterisk, both $\frac{\mathrm{d} m_{1}(s)}{\mathrm{d} s}$ and $\frac{\mathrm{d} m_{2}(s)}{\mathrm{d} s}$ change sign. Henceforth, the location of the asterisk can be obtained by solving $\frac{\mathrm{d} m_{1}(s)}{\mathrm{d} s}=\frac{\mathrm{d} m_{2}(s)}{\mathrm{d} s}=0$, which is equivalent to

$$
\begin{equation*}
\left.\frac{\partial m_{1}}{\partial x_{1}}\right|_{x_{2}=1 / 2}=0,\left.\quad \frac{\partial m_{2}}{\partial x_{1}}\right|_{x_{2}=\frac{1}{2}}=0, \quad 0 \leq x_{1} \leq 1 \tag{5.94}
\end{equation*}
$$

Indeed, doing so one obtains the unique solution $x_{1}=\sqrt{3} / 2$ such that $\mathbf{m}(\sqrt{3} / 2,1 / 2)=(3 \sqrt{3} / 8,-3 / 8)$, which corresponds to the point indicated by an asterisk in Figure 5.14. Furthermore, smoothness of the boundary in said point is implied.

PM and SPM do not yield converging numerical approximations. Figure 5.15 shows a zoomed-in version of two numerical solutions for $161 \times 161$ grids. The sharp inward fold seems to be the culprit for the boundary method, as is also seen in Figure 5.16, which shows the projection of $\mathbf{m}_{l}$ onto $\partial \mathcal{Y}$. The figure clearly shows that the method does not pick $\mathbf{b}_{l}$ deep within the fold and, consequently, the optimization for $\mathbf{m}$ does not produce a mapping with such a sharp fold.

Because SALM does force points $\mathbf{b}_{l}$ to be located along the whole boundary, naturally points will end up in the fold. This can be seen in Figure 5.17, where on the left the first iteration of applying SALM to the result of SPM is shown. The $50^{\text {th }}$ iteration of SALM is shown on the right, showing $\mathbf{m}(\partial \mathcal{X})$ being positioned in the fold. Continuation using SALM yields similar results to using SALM starting from the default initial guess. SALM shows approximately second-order convergence, as shown in Figure 5.18 when using (5.83) as initial guess. SALM does not show any visual distortions, in contrast to PM and SPM.

For the remaining results we will not discuss PM, as it performs, at best, as good as SPM while being more computationally expensive.


Figure 5.15: Zoomed-in results for PM (left) and SPM (right) on a $161 \times 161$ grid.


Figure 5.16: Projection step after convergence for PM (left) and for SPM (right) on a $161 \times 161$ grid.


Figure 5.17: The first (left) and $50^{\text {th }}$ (right) iteration of continuation by SALM after SPM has converged on a $161 \times 161$ grid.


Figure 5.18: Convergence of the errors and residual for SALM starting from a uniform initial guess.

### 5.2.4 Example 4: Annulus

For this example we consider the target given in Figure 5.19, where the central part near $\mathbf{m}=(0,0)$ is not part of $\mathcal{Y}$. Let $\mathcal{X}=[0,2 \pi] \times[-1 / 2,1 / 2], \partial \mathcal{Y}=$ $\cup_{k=1}^{4} \Gamma_{k}^{\mathcal{Y}}$ with

$$
\begin{align*}
& \mathbf{y}_{1}(s)=\left(0, e^{s-\frac{1}{2}}\right),  \tag{5.95a}\\
& \mathbf{y}_{2}(s)=\sqrt{e}(-\sin (2 \pi s), \cos (2 \pi s)),  \tag{5.95b}\\
& \mathbf{y}_{3}(s)=\left(0, e^{\frac{1}{2}-s}\right),  \tag{5.95c}\\
& \mathbf{y}_{4}(s)=\frac{1}{\sqrt{e}}(\sin (2 \pi s), \cos (2 \pi s)), \tag{5.95d}
\end{align*}
$$

and $f^{2}\left(x_{1}, x_{2}\right)=e^{2 x_{2}}$, such that the exact solution is given by

$$
\begin{equation*}
u\left(x_{1}, x_{2}\right)=e^{x_{2}} \cos \left(x_{1}\right), \tag{5.96}
\end{equation*}
$$

as shown on the right of Figure 5.19. Observe that $\left.\mathbf{m}\right|_{\partial \mathcal{X}}$ is not bijective, as $\Gamma_{1}^{y}=\Gamma_{3}^{y}$. Nevertheless, we introduce both $\Gamma_{1}^{y}$ and $\Gamma_{3}^{\mathcal{y}}$ as the orientation, i.e., the parametrization of the segments matters for SALM.

Figure 5.20 shows results for SPM. On the left the mapping after the algorithm has converged for a grid with $N_{x_{1}}=115$ and $N_{x_{2}}=19$. The grid parameters are chosen such that $h_{x_{1}} \approx h_{x_{2}}$ as $N_{x_{1}} / N_{x_{2}} \approx\left(x_{1}^{M}-x_{1}^{m}\right) /\left(x_{2}^{M}-\right.$ $\left.x_{2}^{m}\right)=2 \pi$. Although the figure on the right clearly shows $J_{\mathrm{I}}$ and $J_{\mathrm{B}}$ have converged, and that $\Delta m$ reached computer precision, the algorithm does not


Figure 5.19: The target and the exact mapping on the left, and the solution surface on the right, both shown on a $51 \times 51$ grid for Example 4 (Annulus).



Figure 5.20: The numerical mapping $\mathbf{m}$ after convergence (left) and the history of $J_{\mathrm{I}}, J_{\mathrm{B}}$ and $\Delta m$ for SPM.
yield a correct solution. This is evident by the fact that the solution does not satisfy the transport boundary condition because there are points $\mathbf{m}_{i j}$ which lie outside $\mathcal{Y}$, nor does the solution solve the hyperbolic Monge-Ampère equation as is shown by the residual $\epsilon_{r}$ in Figure 5.21 on the left. The reason why SPM does not produce accurate solutions is easiest demonstrated by visualizing a few iterations. To this end, consider the boundary routine for the first, third and tenth iteration as shown in Figure 5.22. We focus on one segment of the mapping of the boundary, i.e, $\mathbf{m}_{i j}$ with $\mathbf{x}_{i j} \in \Gamma_{4}^{\mathcal{X}}=[0,2 \pi] \times\left\{-\frac{1}{2}\right\}$ for the initial guess shown in Figure 5.22. For the exact solution, $\Gamma_{4}^{\mathcal{X}}$ needs to be mapped to the entire inner circle of the target, i.e., $\Gamma_{4}^{y}$. As shown for the first iteration, $\Gamma_{4}^{\mathcal{X}}$ is mapped to only part of $\Gamma_{4}^{\mathcal{Y}}$, viz., the accompanying $\mathbf{b}_{l}$ 's lie on the northern part of $\Gamma_{4}^{\mathcal{y}}$ (the inner circle). In subsequent iterations, shown in the middle and on the right in Figure 5.22, $\Gamma_{4}^{\mathcal{X}}$ will again not be mapped to the whole of $\Gamma_{4}^{y}$; it is only mapped to the top part of the inner circle. This process continues indefinitely.

For SALM such an accumulation of $\mathbf{b}^{\prime}$ 's does not occur, as by construction, the $\mathbf{b}_{l}{ }^{\prime}$ s are distributed over the boundary segments. The results of the first, second and third iteration of the $\mathbf{b}$-minimization are shown in Figure 5.23. Clearly, SALM does not suffer from the same flaws as SPM. As such, the convergence is expected to behave as for the other examples, which is confirmed by the results shown in Figure 5.21 on the right.


Figure 5.21: Residual for SPM (left) and SALM (right). No convergence for SPM, and secondorder convergence for SALM is observed.


Figure 5.22: From left to right, the first, third and tenth iteration for SPM.


Figure 5.23: From left to right, the first, second and third iteration for SALM.

### 5.2.5 Example 5: Gradient dependent problem

Lastly we consider an example with $f$ dependent on the gradient of the solution, i.e., $f=f\left(x_{1}, x_{2}, \nabla u\right)$, viz.

$$
\begin{equation*}
f^{2}(\mathbf{x}, \mathbf{m})=3 x_{2}^{2}-m_{1} \sin \left(x_{1}\right)-\frac{1}{4} m_{2}^{2} . \tag{5.97}
\end{equation*}
$$

We consider the domain $\mathcal{X}=[-1,1] \times[1,3 / 2]$ and $\partial \mathcal{Y}=\cup_{k=1}^{4} \Gamma_{k}^{\mathcal{V}}$ with

$$
\begin{align*}
& \mathbf{y}_{1}(s)=\left(\frac{\sin (1)}{4} s^{2}+\sin (1) s+\sin (1), \cos (1) s+2 \cos (1)\right),  \tag{5.98a}\\
& \mathbf{y}_{2}(s)=\left(-\frac{9}{4} \sin (2 s-1), 3 \cos (2 s-1)\right),  \tag{5.98b}\\
& \mathbf{y}_{3}(s)=\left(-\frac{\sin (1)}{4} s^{2}+\frac{3}{2} s-\frac{9 \sin (1)}{4},-\cos (1) s+3 \cos (1)\right),  \tag{5.98c}\\
& \mathbf{y}_{4}(s)=(\sin (2 s-1), 2 \cos (2 s-1)) . \tag{5.98d}
\end{align*}
$$

The exact solution is given by

$$
\begin{equation*}
u\left(x_{1}, x_{2}\right)=x_{2}^{2} \cos \left(x_{1}\right), \tag{5.99}
\end{equation*}
$$

and is, together with the mapping and target domain, shown in Figure 5.24.



Figure 5.24: The target and the exact mapping on the left, and the solution surface on the right, both shown on a $51 \times 51$ grid for Example 5 (Gradient dependent problem).

By construction of the algorithm, little effort is required for $f$ to be dependent on the mapping $\mathbf{m}$. The difference being that during the $n^{\text {th }}$ iteration, $f^{2}\left(\mathbf{x}_{i j}, \mathbf{m}_{i j}^{n}\right)$ has to be evaluated instead of $f^{2}\left(\mathbf{x}_{i j}\right)$ in the optimization of $\mathbf{P}$. The results for SPM and SALM with $N_{x_{1}}=N_{x_{2}}$ are given in Figure 5.25, showing second-order convergence for both methods. In this case grid-shock correction is needed for SPM to ensure proper convergence.


Figure 5.25: Convergence of SPM (left) and SALM (right).

### 5.3 Summary

We have introduced a least-squares solver for the hyperbolic Monge-Ampère equation with transport boundary conditions. The algorithm, originally introduced by Prins et al. [66] for the elliptic Monge-Ampère equation, has been improved to encompass a more complete description of the roots for the $P$-optimization. Furthermore, we introduced two new boundary methods, the segmented projection mathod and the segmented arc length method. All three boundary methods, if convergent, show second-order convergence of the residual and the global discretization errors as function of the mesh size, and also second-order convergence as function of the number of boundary points. Of the three boundary methods, the segmented arc length method is both the only method to converge for all tried examples and is computationally most efficient, both in terms of computation time per iteration, as in total number of iterations required.

## Chapter 6

## Freeform Illumination Optics

The aim of this chapter is to derive a framework for designing freeform optical systems consisting of saddle-shaped optical surfaces, i.e., surfaces without any symmetries with both positive and negative curvature. The branch of optics which concerns itself with the design of optical systems is called illumination optics.

We start this chapter with an introduction to optics. First, we introduce Maxwell equations and the underlying reason to consider those. Via these equations, we derive the eikonal equation which lays the foundation for geometrical optics, the branch of optics which considers light as rays. Next we introduce Fermat's principle and the Hamiltonian formalism.

With the use of Hamilton's characteristics, we subsequently formulate the design process of four optical systems as solutions to the Monge-Ampère equation. This is achieved by combining conservation of energy with a cost balance, which is to be derived for each optical system individually. Each optical system consists of a parallel light source and either a far-field or parallel target. Furthermore, the optical systems constructed consist of the minimum required number of freeform lenses or reflectors. The optical systems presented here are a subset of those known in the literature [3].

### 6.1 A primer on optics

The mathematical theory of optics is vast and deep. Because the content of this thesis is rather mathematical, we do not assume any prior knowledge on optics from the reader and instead choose the fundamentals as starting point. Let us consider the outline of this chapter. Our aim is to design optical systems for which a light source and target distribution are given. To do so, we first
need to introduce light and its propagation. This is described by the Maxwell equations. When the wavelength of light is small compared to the optical elements in a system, i.e., compared to the size of reflectors and lenses, light can be considered to move along light rays, which follows from the eikonal equation. The path a light ray takes is described by the ray equation and, as it turns out, is a stationary point of the optical path length. This is known as the principle of Fermat. It follows that each ray is a solution to one of four Hamiltonian systems.

We structure this section similar to those found in [82] and [68]. For a more rigorous treatment of the subject we suggest the book by Born and Wolf [11] or, for a more applied physics oriented approach the book by Hecht [39].

### 6.1.1 Maxwell's equations

In 1820, the first connection between electric and magnetic effects was discovered by Hans Christian Ørsted when he found that electric currents produce magnetic forces [25], implying electric and magnetic fields should be considered jointly which gave rise to the term electromagnetism. In 1845, Michael Faraday observed that light is influenced by magnetic fields [45], meaning light had to be electromagnetic.

Let us consider an electric field $\mathbf{E}=\mathbf{E}(\mathbf{x}, t)$ and magnetic field $\mathbf{H}=\mathbf{H}(\mathbf{x}, t)$, both in $\mathbb{R}^{3}$ with spatial coordinates $\mathbf{x}$ and time $t$. The equations describing the relation between the electric and magnetic fields are called the Maxwell equations. In the presence of a dielectric, i.e., nonconducting, medium, the Maxwell equations in differential form read

$$
\begin{align*}
\nabla \cdot \mathbf{E} & =\frac{\rho}{\epsilon}  \tag{6.1a}\\
\nabla \cdot \mathbf{H} & =0  \tag{6.1b}\\
\nabla \times \mathbf{E} & =-\mu \frac{\partial \mathbf{H}}{\partial t}  \tag{6.1c}\\
\nabla \times \mathbf{H} & =\mathbf{J}+\epsilon \frac{\partial \mathbf{E}}{\partial t} \tag{6.1d}
\end{align*}
$$

where $\rho$ is the free electric charge density, $\mathbf{J}$ the electric current density, and $\epsilon$ and $\mu$ the permittivity and permeability of the dielectric, respectively. For the purpose of illumination optics, we have that $\rho=0, \mathbf{J}=\mathbf{0}$ and both $\epsilon$ and $\mu$ are
constants, simplifying the Maxwell equations to

$$
\begin{align*}
\nabla \cdot \mathbf{E} & =0  \tag{6.2a}\\
\nabla \cdot \mathbf{H} & =0  \tag{6.2b}\\
\nabla \times \mathbf{E} & =-\mu \frac{\partial \mathbf{H}}{\partial t}  \tag{6.2c}\\
\nabla \times \mathbf{H} & =\epsilon \frac{\partial \mathbf{E}}{\partial t} \tag{6.2d}
\end{align*}
$$

The electric and magnetic fields $\mathbf{E}$ and $\mathbf{H}$ propagate as waves. To see this, we take the curl of (6.2c) and (6.2d) to obtain

$$
\begin{align*}
& \nabla \times(\nabla \times \mathbf{E})=-\mu \nabla \times \frac{\partial \mathbf{H}}{\partial t}=-\mu \frac{\partial}{\partial t}(\nabla \times \mathbf{H})=-\mu \epsilon \frac{\partial^{2} \mathbf{E}}{\partial t^{2}}  \tag{6.3a}\\
& \nabla \times(\nabla \times \mathbf{H})=\epsilon \nabla \times \frac{\partial \mathbf{E}}{\partial t}=\epsilon \frac{\partial}{\partial t}(\nabla \times \mathbf{E})=-\mu \epsilon \frac{\partial^{2} \mathbf{H}}{\partial t^{2}} . \tag{6.3b}
\end{align*}
$$

Applying the vector identity $\nabla \times(\nabla \times \mathbf{v})=\nabla(\nabla \cdot \mathbf{v})-\nabla^{2} \mathbf{v}$ to (6.3) and subsequently using (6.2a) and (6.2b) yields the wave equations for $\mathbf{E}$ and $\mathbf{H}$, viz.

$$
\begin{align*}
\frac{\partial^{2} \mathbf{E}}{\partial t^{2}} & =\frac{1}{\mu \epsilon} \nabla^{2} \mathbf{E}  \tag{6.4a}\\
\frac{\partial^{2} \mathbf{H}}{\partial t^{2}} & =\frac{1}{\mu \epsilon} \nabla^{2} \mathbf{H} \tag{6.4b}
\end{align*}
$$

The factor $1 /(\mu \epsilon)$ is the square of the speed of propagation of the electric and magnetic waves, i.e., $\mathbf{E}$ and $\mathbf{H}$ propagate at a speed of $v=1 / \sqrt{\mu \epsilon}$. Because light consists of both an $\mathbf{E}$ and $\mathbf{H}$ field, we call $v$ the speed of light. In a vacuum the permittivity and permeability are given by $\epsilon_{0} \approx 8.85 \cdot 10^{-12}$ $\mathrm{A}^{2} \cdot \mathrm{~s}^{4} \cdot \mathrm{~kg}^{-1} \cdot \mathrm{~m}^{-3}$ and $\mu_{0} \approx 1.26 \cdot 10^{-6} \mathrm{~kg} \cdot \mathrm{~m} \cdot \mathrm{~s}^{-2} \cdot \mathrm{~A}^{-2}$ such that the speed of light in vacuum is $c=1 / \sqrt{\mu_{0} \epsilon_{0}} \approx 3.00 \cdot 10^{8} \mathrm{~m} \cdot \mathrm{~s}^{-1}$. Note that $c$ is constant and $v$ depends on the medium, and may therefore depend on $\mathbf{x}$. The ratio between the speed of light in vacuum and in a medium is called the refractive index and is given by

$$
\begin{equation*}
n(\mathbf{x})=\frac{c}{v(\mathbf{x})} \tag{6.5}
\end{equation*}
$$

with $n \in \mathbb{R}$ and $n>1$. In this thesis we only consider media with a constant refractive index, i.e., $n(\mathbf{x})$ is a piecewise constant function.

The energy density of an electromagnetic wave is defined by

$$
\begin{equation*}
\mathcal{U}=\frac{1}{2}\left(\epsilon|\mathbf{E}|^{2}+\mu|\mathbf{H}|^{2}\right) . \tag{6.6}
\end{equation*}
$$

This energy is carried by the electromagnetic wave in the direction

$$
\begin{equation*}
\mathbf{S}=\mathbf{E} \times \mathbf{H}, \tag{6.7}
\end{equation*}
$$

called the Poynting vector, named after its discoverer John Poynting. To see why the energy flows in the direction $\mathbf{S}$, we derive the conservation law for $\mathcal{U}$. To this end, we take the inner product of (6.2c) with $\mathbf{H}$ and subtract this from the inner product of (6.2d) with $\mathbf{E}$ and find

$$
\begin{equation*}
(\nabla \times \mathbf{H}) \cdot \mathbf{E}-(\nabla \times \mathbf{E}) \cdot \mathbf{H}-\left(\epsilon \mathbf{E} \cdot \frac{\partial \mathbf{E}}{\partial t}+\mu \mathbf{H} \cdot \frac{\partial \mathbf{H}}{\partial t}\right)=0 . \tag{6.8}
\end{equation*}
$$

Subsequently using the vector identity $\nabla \cdot(\mathbf{u} \times \mathbf{v})=(\nabla \times \mathbf{u}) \cdot \mathbf{v}-\mathbf{u} \cdot(\nabla \times \mathbf{v})$ yields

$$
\begin{equation*}
\nabla \cdot(\mathbf{E} \times \mathbf{H})+\frac{1}{2} \frac{\partial}{\partial t}\left(\epsilon|\mathbf{E}|^{2}+\mu|\mathbf{H}|^{2}\right)=0 . \tag{6.9}
\end{equation*}
$$

Thus, energy conservation is given by

$$
\begin{equation*}
\frac{\partial \mathcal{U}}{\partial t}+\nabla \cdot \mathbf{S}=0 \tag{6.10}
\end{equation*}
$$

and indeed the electromagnetic energy $\mathcal{U}$ is transported in the direction of the Poynting vector $\mathbf{S}$.

### 6.1.2 Geometrical optics

For common optical devices the dimension of optical elements, lenses and reflectors, is typically in the order of millimeters to centimeters, while the wavelength of light is in the order of nanometers. This is the starting point for geometrical optics, also named the short wavelength approximation. Let us consider time harmonic fields as solutions to the Maxwell equations (6.2), viz.

$$
\begin{align*}
\mathbf{E}(\mathbf{x}, t) & =\mathbf{e}(\mathbf{x}) e^{i \kappa(\varphi(\mathbf{x})-c t)},  \tag{6.11a}\\
\mathbf{H}(\mathbf{x}, t) & =\mathbf{h}(\mathbf{x}) e^{i \kappa(\varphi(\mathbf{x})-c t)}, \tag{6.11b}
\end{align*}
$$

where $\kappa=\omega /$ c the free-space wave number with $\omega$ is the angular frequency, $\varphi$ the function incorporating the spatial dependence of the phase and $\mathbf{e}$ and $\mathbf{h}$ the amplitudes of their respective fields. The wavelength and the free-space wave number are related by $\lambda \kappa=2 \pi$. Substitution of the harmonic fields (6.11) in
the Maxwell equations (6.2) yields

$$
\begin{align*}
\frac{1}{i \kappa} \nabla \cdot \mathbf{e}+\nabla \varphi \cdot \mathbf{e} & =0  \tag{6.12a}\\
\frac{1}{i \kappa} \nabla \cdot \mathbf{h}+\nabla \varphi \cdot \mathbf{h} & =0  \tag{6.12b}\\
\frac{1}{i \kappa} \nabla \times \mathbf{e}+\nabla \varphi \times \mathbf{e} & =\mu c \mathbf{h}  \tag{6.12c}\\
\frac{1}{i \kappa} \nabla \times \mathbf{h}+\nabla \varphi \times \mathbf{h} & =-\epsilon c \mathbf{e} \tag{6.12d}
\end{align*}
$$

The short wavelength approximation, $\lambda \rightarrow 0$, implies $\kappa \rightarrow \infty$ and consequently (6.12) reduces to

$$
\begin{align*}
\nabla \varphi \cdot \mathbf{e} & =0  \tag{6.13a}\\
\nabla \varphi \cdot \mathbf{h} & =0  \tag{6.13b}\\
\nabla \varphi \times \mathbf{e} & =c \mu \mathbf{h}  \tag{6.13c}\\
\nabla \varphi \times \mathbf{h} & =-c \epsilon \mathbf{e} \tag{6.13d}
\end{align*}
$$

Equations (6.13a) and (6.13b) imply that $\nabla \varphi$ is perpendicular to both $\mathbf{e}$ and $\mathbf{h}$, i.e., $\mathbf{E}$ and $\mathbf{H}$ are transverse waves. Equations (6.13c) and (6.13d) both imply that $\mathbf{e}$ and $\mathbf{h}$ are perpendicular to each other.

For (6.13) to admit a nontrivial solution for $\mathbf{e}$ and $\mathbf{h}$, a consistency requirement on $\varphi$ needs to be satisfied [11, §.3.1]. This consistency requirement can be obtained by eliminating $\mathbf{e}$ and $\mathbf{h}$ from (6.13). Note, (6.13a) and (6.13b) are implied by separately taking the inner product of $\nabla \varphi$ with (6.13c) and (6.13d). Therefore, we should utilize (6.13c) and (6.13d), viz., we solve $\mathbf{h}$ from (6.13c) and subsequently substitute it into (6.13d) to obtain

$$
\begin{equation*}
\nabla \varphi \times(\nabla \varphi \times \mathbf{e})+\epsilon \mu c^{2} \mathbf{e}=\mathbf{0} \tag{6.14}
\end{equation*}
$$

Applying the vector identity $\mathbf{u} \times(\mathbf{v} \times \mathbf{w})=(\mathbf{u} \cdot \mathbf{w}) \mathbf{v}-(\mathbf{u} \cdot \mathbf{v}) \mathbf{w}$ yields

$$
\begin{equation*}
(\nabla \varphi \cdot \mathbf{e}) \nabla \varphi-(\nabla \varphi \cdot \nabla \varphi) \mathbf{e}+\epsilon \mu c^{2} \mathbf{e}=\mathbf{0} \tag{6.15}
\end{equation*}
$$

By (6.13a), we obtain

$$
\begin{equation*}
\left(|\nabla \varphi|^{2}-\epsilon \mu c^{2}\right) \mathbf{e}=\mathbf{0} \tag{6.16}
\end{equation*}
$$

Analogously, by solving $\mathbf{e}$ from (6.13d) and substituting it into (6.13c) we obtain

$$
\begin{equation*}
\left(|\nabla \varphi|^{2}-\epsilon \mu c^{2}\right) \mathbf{h}=\mathbf{0} \tag{6.17}
\end{equation*}
$$

For non-trivial solutions $\mathbf{e}$ and $\mathbf{h}$ cannot simultaneously be $\mathbf{0}$, hence

$$
\begin{equation*}
|\nabla \varphi|=\sqrt{\epsilon \mu} c=n \tag{6.18}
\end{equation*}
$$

where we used (6.5) and $v=1 / \sqrt{\mu \epsilon}$. The nonlinear PDE (6.18) is known as the eikonal equation and the function $\varphi$ is called the eikonal. The surfaces $\varphi(\mathbf{x})=$ const are called geometric wave surfaces or geometric wave fronts [11, p.119]. The eikonal equation is fundamental to geometrical optics in the sense that most properties of geometrical optics are either related to, or derived from (6.18).

To conclude this section, we show that the Poynting vector is parallel to $\nabla \varphi$ and hence perpendicular to a wave fronts. By the definition of the Poynting vector and the harmonic fields (6.11) it follows that

$$
\begin{align*}
\mathbf{S}(\mathbf{x}, t) & =\mathbf{E}(\mathbf{x}, t) \times \mathbf{H}(\mathbf{x}, t) \\
& =(\mathbf{e}(\mathbf{x}, t) \times \mathbf{h}(\mathbf{x}, t)) e^{2 i \kappa(\varphi(\mathbf{x})-c t)} \tag{6.19}
\end{align*}
$$

We define $\mathbf{s}=\mathbf{e} \times \mathbf{h}$ such that $\mathbf{S}(\mathbf{x}, t)=\mathbf{s}(\mathbf{x}, t) e^{2 i \kappa(\varphi(\mathbf{x})-c t)}$. By substituting $\mathbf{e}$ and $\mathbf{h}$, given by equations (6.13c) and (6.13c), into $\mathbf{s}$ and then applying the vector identities $\mathbf{u} \times(\mathbf{v} \times \mathbf{w})=(\mathbf{u} \cdot \mathbf{w}) \mathbf{v}-(\mathbf{u} \cdot \mathbf{v}) \mathbf{w}$, then $\mathbf{u} \cdot(\mathbf{v} \times \mathbf{w})=$ $\mathbf{v} \cdot(\mathbf{w} \times \mathbf{u})$ and $\mathbf{u} \cdot(\mathbf{u} \times \mathbf{v})=\mathbf{0}$ we find

$$
\begin{align*}
\mathbf{s} & =\mathbf{e} \times \mathbf{h} \\
& =-\frac{1}{c^{2} \mu \epsilon}(\nabla \varphi \times \mathbf{h}) \times(\nabla \varphi \times \mathbf{e}) \\
& \left.=-\frac{1}{n^{2}}[((\nabla \varphi \times \mathbf{h}) \cdot \mathbf{e})) \nabla \varphi-(\nabla \varphi \cdot(\nabla \varphi \times \mathbf{h}) \mathbf{e})\right]  \tag{6.20}\\
& =-\frac{1}{n^{2}}(\nabla \varphi \cdot(\mathbf{h} \times \mathbf{e})) \nabla \varphi \\
& =\frac{1}{n^{2}}(\nabla \varphi \cdot \mathbf{s}) \nabla \varphi
\end{align*}
$$

It follows that $\mathbf{s}$ is parallel to $\nabla \varphi$ and henceforth $\mathbf{S}$ is parallel to $\nabla \varphi$. Because the electromagnetic energy $\mathcal{U}$ is carried in the direction of the Poynting vector $\mathbf{S}$, the energy is propagated in the direction $\nabla \varphi$, i.e., in the direction perpendicular to the wave front, justifying the notion of light rays.

### 6.1.3 The ray equation and Fermat's principle

The eikonal equation $|\nabla \varphi|=n$ is one example of a hyperbolic first-order nonlinear PDE in three variables. We aim to apply the method of characteristics to
this equation. To this end, consider a general first-order nonlinear PDE given by

$$
\begin{equation*}
F\left(\mathbf{x}, u, \boldsymbol{p}^{*}\right)=0, \tag{6.21}
\end{equation*}
$$

for the unknown function $u=u(\mathbf{x})$ and $p^{*}=\nabla u$. We parametrize the characteristics of (6.21) by $s$ and write $\mathbf{x}=\mathbf{x}(s), u=u(\mathbf{x}(s))$ and $\boldsymbol{p}^{*}=\boldsymbol{p}^{*}(\mathbf{x}(s))$. The evolution of the solution $u$ along a characteristic is then given by the ODE system [24]

$$
\begin{align*}
\frac{\mathrm{d} \mathbf{x}}{\mathrm{~d} s} & =\frac{\partial F}{\partial \boldsymbol{p}^{*}}  \tag{6.22a}\\
\frac{\mathrm{~d} u}{\mathrm{~d} s} & =\boldsymbol{p}^{*} \cdot \frac{\partial F}{\partial \boldsymbol{p}^{*}}  \tag{6.22b}\\
\frac{\mathrm{~d} \boldsymbol{p}^{*}}{\mathrm{~d} s} & =-\boldsymbol{p}^{*} \frac{\partial F}{\partial u}-\frac{\partial F}{\partial \mathbf{x}} \tag{6.22c}
\end{align*}
$$

Applying the method of characteristics to the eikonal equation $F(\mathbf{x}, \varphi, \nabla \varphi)=$ $|\nabla \varphi|-n=0$ with $n=n(\mathbf{x})$, we obtain the ODE system

$$
\begin{align*}
\frac{\mathrm{dx}}{\mathrm{ds}} & =\frac{1}{n} \nabla \varphi,  \tag{6.23a}\\
\frac{\mathrm{~d} \varphi}{\mathrm{~d} s} & =n,  \tag{6.23b}\\
\frac{\mathrm{~d}(\nabla \varphi)}{\mathrm{d} s} & =\nabla n . \tag{6.23c}
\end{align*}
$$

Equation (6.23a) shows that $\frac{\mathrm{dx}}{\mathrm{ds}}$ is parallel to $\nabla \varphi$, i.e., light rays are characteristics curves of the eikonal equation. By the eikonal equation and (6.23a), we find $\left|\frac{\mathrm{dx}}{\mathrm{d} s}\right|=1$ and hence, $s$ is the arc length of a light ray. Multiplying (6.23a) by $n$ and taking the derivative w.r.t. the arc length shows

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} s}\left(n \frac{\mathrm{~d} \mathbf{x}}{\mathrm{~d} s}\right)=\frac{\mathrm{d}(\nabla \varphi)}{\mathrm{d} s}=\nabla n \tag{6.24}
\end{equation*}
$$

where we used (6.23c) in the last equality. Equation (6.24) is known as the ray equation for the unknown $\mathbf{x}$. It shows that the path a light ray takes only depends on the refractive index $n=n(\mathbf{x})$ and, among others, implies that light rays follow straight paths when $n$ is constant. When $n$ is piece-wise constant, e.g., in the case of an isotropic lens surrounded by air, the path consists of straight line segments and only changes direction at the interface. Solving the ray equation will, in general, be a tedious exercise due to, for example, $n$
being discontinuous at an optical interface. We instead consider the optical path length

$$
\begin{equation*}
V[\mathbf{x}]:=\int_{\mathcal{C}} n(\mathbf{x}(s)) \mathrm{d} s, \tag{6.25}
\end{equation*}
$$

over a continuous curve $\mathcal{C}$ between the points $P_{1}$ and $P_{2}$. The ray equation (6.24) is then recovered as the Euler-Lagrange equation [24] of the optical path length $V$ if $\mathbf{x}$ is stationary w.r.t. $V$, which is asserted by Fermat's principle. We do not give a derivation here, but instead refer the reader to [11, § 3.3.2]. Fermat's principle, also know as the principle of shortest optical path, states that the optical path length

$$
\begin{equation*}
\int_{P_{1}}^{P_{2}} n \mathrm{~d} s, \tag{6.26}
\end{equation*}
$$

of a light ray between two fixed points $P_{1}$ and $P_{2}$ is stationary with respect to its path.

### 6.1.4 Hamiltonian optics

In geometrical optics, Fermat's principle is the notion of light rays being stationary with respect to their path. This principle is mathematically similar to Lagrangian mechanics, a branch of classical mechanics, which is founded on the stationary-action principle (also known as the principle of least action). Sir William Rowan Hamilton introduced Hamiltonian mechanics as a reformulation of Lagrangian mechanics and subsequently applied his ideas to geometrical optics, founding the branch of Hamiltonian optics in his series of papers [36-38]. Here we discuss some of the ideas of Hamiltonian optics.

### 6.1.4. From Fermat to Hamilton

We consider the path of one light ray between two reference planes in $\mathbb{R}^{3}$. Without loss of generality, we choose the planes perpendicular to the $z$-axis, i.e., parallel to the $x y$-plane. We parametrize the light ray as $\mathbf{x}=\mathbf{x}(z)=$ $\left(q_{1}(z), q_{2}(z), z\right)$ where $\mathbf{q}=\left(q_{1}, q_{2}\right)$ are generalized coordinates. The optical path length (6.25) from the plane $z=z_{\mathrm{s}}$ to the plane $z=z_{\mathrm{t}}>z_{\mathrm{s}}$ is, by a coordinate transformation, found to be

$$
\begin{equation*}
V[\mathbf{q}]=\int_{z_{\mathrm{s}}}^{z_{\mathrm{t}}} n(\mathbf{q}, z) \sqrt{1+\left|\mathbf{q}^{\prime}\right|^{2}} \mathrm{~d} z \tag{6.27}
\end{equation*}
$$

where a prime denotes the derivative with respect to $z$. The Euler-Lagrange equations of (6.27) are given by

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} z}\left(\frac{n \mathbf{q}^{\prime}}{\sqrt{1+\left|\mathbf{q}^{\prime}\right|^{2}}}\right)-\sqrt{1+\left|\mathbf{q}^{\prime}\right|^{2}} \frac{\partial n}{\partial \mathbf{q}}=\mathbf{0} \tag{6.28}
\end{equation*}
$$

Note that according to Fermat's principle, a light ray with path $\left(q_{1}(z), q_{2}(z), z\right)$ satisfies equation (6.28) for $z_{\mathrm{s}} \leq z \leq z_{\mathrm{t}}$. We introduce the momentum vector $\mathbf{p}=\left(p_{1}, p_{2}\right)^{\mathrm{T}}$, given by

$$
\begin{equation*}
\mathbf{p}=\frac{n \mathbf{q}^{\prime}}{\sqrt{1+\left|\mathbf{q}^{\prime}\right|^{2}}} \tag{6.29}
\end{equation*}
$$

Note that $|\mathbf{p}| \leq n$. Elaborating on $n^{2}-|\mathbf{p}|^{2}$ using (6.29) straightforwardly yields

$$
\begin{equation*}
\sqrt{1+\left|\mathbf{q}^{\prime}\right|^{2}}=\frac{n}{\sqrt{n^{2}-|\mathbf{p}|^{2}}} \tag{6.30}
\end{equation*}
$$

Combining equations (6.29) and (6.30) gives

$$
\begin{equation*}
\mathbf{q}^{\prime}=\frac{\mathbf{p}}{\sqrt{n^{2}-|\mathbf{p}|^{2}}} \tag{6.31a}
\end{equation*}
$$

Substitution of (6.29) and (6.30) into (6.28) yields

$$
\begin{equation*}
\mathbf{p}^{\prime}=\frac{n}{\sqrt{n^{2}-|\mathbf{p}|^{2}}} \frac{\partial n}{\partial \mathbf{q}} \tag{6.31b}
\end{equation*}
$$

Equations (6.31) form a coupled ODE system of four equations. Using the Hamiltonian

$$
\begin{equation*}
H=H(z, \mathbf{q}, \mathbf{p})=-\sqrt{n^{2}-|\mathbf{p}|^{2}} \tag{6.32}
\end{equation*}
$$

the ODE system can be written as a so-called Hamiltonian system, viz.

$$
\begin{equation*}
\mathbf{q}^{\prime}=\frac{\partial H}{\partial \mathbf{p}}=\frac{\mathbf{p}}{\sqrt{n^{2}-\mid \mathbf{p}^{2}}}, \quad \mathbf{p}^{\prime}=-\frac{\partial H}{\partial \mathbf{q}}=\frac{n}{\sqrt{n^{2}-|\mathbf{p}|^{2}}} \frac{\partial n}{\partial \mathbf{q}} . \tag{6.33}
\end{equation*}
$$

Note that by (6.30)

$$
\begin{equation*}
n \sqrt{1+\left|\mathbf{q}^{\prime}\right|^{2}}=\frac{n^{2}}{\sqrt{n^{2}-\mid \mathbf{p}^{2}}}=\mathbf{q}^{\prime} \cdot \mathbf{p}-H(z, \mathbf{q}, \mathbf{p})=: L\left(z, \mathbf{q}, \mathbf{q}^{\prime}\right) \tag{6.34}
\end{equation*}
$$

where we introduce the Lagrangian $L\left(z, \mathbf{q}, \mathbf{q}^{\prime}\right)$ conform (6.27). The optical path length can thus be written as

$$
\begin{equation*}
V[\mathbf{q}]=\int_{z_{\mathrm{s}}}^{z_{\mathrm{t}}} L\left(z, \mathbf{q}, \mathbf{q}^{\prime}\right) \mathrm{d} z . \tag{6.35}
\end{equation*}
$$

The Hamiltonian and Lagrangian approaches are two different formalisms for the same phenomena and one can freely transform between the two. We do not delve into details here but instead refer to [56] for an excellent overview on Hamiltonian optics and to [52] for the dualism of the Lagrangian and the Hamiltonian approaches and their applications to classical mechanics.

### 6.1.4.2 Hamilton's characteristic functions

The Hamiltonian system (6.33) is an ODE system, naturally requiring boundary conditions. The main result of Hamilton's theory is that chosen either the coordinate or momentum at the plane $z=z_{\mathrm{s}}$ and either the coordinate or momentum at the plane $z=z_{\mathrm{t}}$ as boundary conditions for (6.33), the light ray from the plane $z=z_{\mathrm{s}}$ to $z=z_{\mathrm{t}}$ can be determined completely if a solution exists.

As an example, consider the Hamiltonian boundary value problem

$$
\begin{align*}
\mathbf{q}^{\prime} & =\frac{\partial H}{\partial \mathbf{p}}, & \mathbf{p}^{\prime} & =-\frac{\partial H}{\partial \mathbf{q}^{\prime}}, \quad z_{\mathrm{s}}<z<z_{\mathrm{t}},  \tag{6.36}\\
\mathbf{q}\left(z_{\mathrm{s}}\right) & =\mathbf{q}_{\mathrm{s}}, & \mathbf{q}\left(z_{\mathrm{t}}\right) & =\mathbf{q}_{\mathrm{t}} .
\end{align*}
$$

The system represents a light ray passing through the coordinates $\mathbf{q}_{s}$ and $\mathbf{q}_{t}$ at $z=z_{\mathrm{s}}$ and $z=z_{\mathrm{t}}$, respectively. We write the general solution to (6.36) as $\mathbf{q}=\mathbf{q}\left(z ; z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{q}_{\mathrm{s}}, \mathbf{q}_{\mathrm{t}}\right)$ and $\mathbf{p}=\mathbf{p}\left(z ; z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{q}_{\mathrm{s}}, \mathbf{q}_{\mathrm{t}}\right)$ and find that the momenta $\mathbf{p}_{\mathrm{s}}$ and $\mathbf{p}_{\mathrm{t}}$ can subsequently be calculated. We show this in Section 6.1.4.3. The optical path length of this specific solution is the so-called point characteristic. In total four such characteristics exist, given by (6.37), one for each combination of $\left\{\mathbf{q}_{\mathrm{s}}, \mathbf{q}_{\mathrm{t}}, \mathbf{p}_{\mathrm{s}}, \mathbf{p}_{\mathrm{t}}\right\}$ with exactly one source and one target vector. These characteristics describe the optical path length of a ray through the optical system. Furthermore, each characteristic function satisfies an eikonal equation.

Point characteristic:

$$
\begin{align*}
& V\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{q}_{\mathrm{s}}, \mathbf{q}_{\mathrm{t}}\right)=\int_{z_{\mathrm{s}}}^{z_{\mathrm{t}}} n(\mathbf{q}, z) \sqrt{1+\left|\mathbf{q}^{\prime}\right|^{2}} \mathrm{~d} z,  \tag{6.37a}\\
& \mathbf{p}_{\mathrm{s}}=-\frac{\partial V}{\partial \mathbf{q}_{\mathrm{s}}}, \quad \mathbf{p}_{\mathrm{t}}=\frac{\partial V}{\partial \mathbf{q}_{\mathrm{t}}} . \tag{6.37b}
\end{align*}
$$

Mixed characteristic of the first kind:

$$
\begin{align*}
& W\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{q}_{\mathrm{s}}, \mathbf{p}_{\mathrm{t}}\right)=V\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{q}_{\mathrm{s}}, \mathbf{q}_{\mathrm{t}}\right)-\mathbf{q}_{\mathrm{t}} \cdot \mathbf{p}_{\mathrm{t}}  \tag{6.37c}\\
& \mathbf{p}_{\mathrm{s}}=-\frac{\partial W}{\partial \mathbf{q}_{\mathrm{s}}}, \quad \mathbf{q}_{\mathrm{t}}=-\frac{\partial W}{\partial \mathbf{p}_{\mathrm{t}}} . \tag{6.37d}
\end{align*}
$$

Mixed characteristic of the second kind:

$$
\begin{align*}
& W^{*}\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{p}_{\mathrm{s}}, \mathbf{q}_{\mathrm{t}}\right)=V\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{q}_{\mathrm{s}}, \mathbf{q}_{\mathrm{t}}\right)+\mathbf{q}_{\mathrm{s}} \cdot \mathbf{p}_{\mathrm{s}},  \tag{6.37e}\\
& \mathbf{q}_{\mathrm{s}}=\frac{\partial W^{*}}{\partial \mathbf{p}_{\mathrm{s}}}, \quad \mathbf{p}_{\mathrm{t}}=\frac{\partial W^{*}}{\partial \mathbf{q}_{\mathrm{t}}} . \tag{6.37f}
\end{align*}
$$

Angular characteristic:

$$
\begin{align*}
& T\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{p}_{\mathrm{s}}, \mathbf{p}_{\mathrm{t}}\right)=V\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{q}_{\mathrm{s}}, \mathbf{q}_{\mathrm{t}}\right)+\mathbf{q}_{\mathrm{s}} \cdot \mathbf{p}_{\mathrm{s}}-\mathbf{q}_{\mathrm{t}} \cdot \mathbf{p}_{\mathrm{t}}  \tag{6.37~g}\\
& \mathbf{q}_{\mathrm{s}}=\frac{\partial T}{\partial \mathbf{p}_{\mathrm{s}}}, \quad \mathbf{q}_{\mathrm{t}}=-\frac{\partial T}{\partial \mathbf{p}_{\mathrm{t}}} . \tag{6.37h}
\end{align*}
$$

In the next section we discuss the point characteristic and present the corresponding Hamiltonian system. The derivations of the remaining characteristic functions follows a similar structure and we refer the interested reader to [68, § 2.7].

### 6.1.4.3 The point characteristic

We consider the optical path length (6.35), given by

$$
\begin{equation*}
V[\mathbf{q}]=\int_{z_{\mathrm{s}}}^{z_{\mathrm{t}}} L\left(z, \mathbf{q}, \mathbf{q}^{\prime}\right) \mathrm{d} z, \tag{6.38}
\end{equation*}
$$

with the Lagrangian $L\left(z, \mathbf{q}, \mathbf{q}^{\prime}\right)=\mathbf{q}^{\prime} \cdot \mathbf{p}-H(z, \mathbf{q}, \mathbf{p})$. Let $\mathbf{q}=\mathbf{q}\left(z ; z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{q}_{\mathrm{s}}, \mathbf{q}_{\mathrm{t}}\right)$ and $\mathbf{p}=\mathbf{p}\left(z ; z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{q}_{\mathrm{s}}, \mathbf{q}_{\mathrm{t}}\right)$ denote the solution to the Hamiltonian boundary
value problem (6.36) for fixed $\mathbf{q}_{s}$ and $\mathbf{q}_{\mathrm{t}}$. Given this solution, the optical path length can be expressed as $V=V\left(z_{\mathrm{s}}, z_{\mathrm{s}}, \mathbf{q}_{\mathrm{s}}, \mathbf{q}_{\mathrm{t}}\right)$, which is known as the point characteristic.

Next, we derive explicit expressions for $\mathbf{p}_{\mathrm{s}}$ and $\mathbf{p}_{\mathrm{t}}$. To this end, let $c \in$ $\left\{q_{\mathrm{s}, 1}, q_{\mathrm{s}, 2}, q_{\mathrm{t}, 1}, q_{\mathrm{t}, 2}\right\}$, where $q_{\mathrm{s}, 1}$ denotes the first component of $\mathbf{q}_{\mathrm{s}}$ and similarly for the rest. The derivative of $L\left(z, \mathbf{q}, \mathbf{q}^{\prime}\right)$ with respect to $c$ then reads

$$
\begin{equation*}
\frac{\partial L}{\partial c}=\frac{\partial \mathbf{q}^{\prime}}{\partial c} \cdot \mathbf{p}+\mathbf{q}^{\prime} \cdot \frac{\partial \mathbf{p}}{\partial c}-\frac{\partial H}{\partial \mathbf{q}} \cdot \frac{\partial \mathbf{q}}{\partial c}-\frac{\partial H}{\partial \mathbf{p}} \cdot \frac{\partial \mathbf{p}}{\partial c} . \tag{6.39}
\end{equation*}
$$

By the Hamiltonian system (6.33) the derivative reads

$$
\begin{equation*}
\frac{\partial L}{\partial c}=\frac{\partial \mathbf{q}^{\prime}}{\partial c} \cdot \mathbf{p}+\mathbf{p}^{\prime} \cdot \frac{\partial \mathbf{q}}{\partial c}=\left(\frac{\partial \mathbf{q}}{\partial c} \cdot \mathbf{p}\right)^{\prime} . \tag{6.40}
\end{equation*}
$$

By the Leibniz integral rule and the (second) fundamental theorem of calculus the derivative of $V$ with respect to $c$ reads

$$
\begin{equation*}
\frac{\partial V}{\partial c}=\frac{\partial}{\partial c} \int_{z_{\mathrm{s}}}^{z_{\mathrm{t}}} L \mathrm{~d} z=\int_{z_{\mathrm{s}}}^{z_{\mathrm{t}}} \frac{\partial L}{\partial c} \mathrm{~d} z=\left[\frac{\partial \mathbf{q}}{\partial c} \cdot \mathbf{p}\right]_{z_{\mathrm{s}}}^{z_{\mathrm{t}}}=\frac{\partial \mathbf{q}_{\mathrm{t}}}{\partial c} \cdot \mathbf{p}_{\mathrm{t}}-\frac{\partial \mathbf{q}_{\mathrm{s}}}{\partial c} \cdot \mathbf{p}_{\mathrm{s}} . \tag{6.41}
\end{equation*}
$$

By the chain rule for differentiation we find the derivative of $V\left(z_{\mathrm{s}}, z_{\mathrm{s}}, \mathbf{q}_{\mathrm{s}}, \mathbf{q}_{\mathrm{t}}\right)$ with respect to $c$ to be

$$
\begin{equation*}
\frac{\partial V}{\partial c}=\frac{\partial V}{\partial \mathbf{q}_{\mathrm{s}}} \cdot \frac{\partial \mathbf{q}_{\mathrm{s}}}{\partial c}+\frac{\partial V}{\partial \mathbf{q}_{\mathrm{t}}} \cdot \frac{\partial \mathbf{q}_{\mathrm{t}}}{\partial c} . \tag{6.42}
\end{equation*}
$$

Comparing equations (6.41) and (6.42) we find

$$
\begin{equation*}
\mathbf{p}_{\mathrm{s}}=-\frac{\partial V}{\partial \mathbf{q}_{\mathrm{s}}}, \quad \mathbf{p}_{\mathrm{t}}=\frac{\partial V}{\partial \mathbf{q}_{\mathrm{t}}} . \tag{6.43}
\end{equation*}
$$

### 6.2 Freeform optical systems

We consider the design of freeform optical systems where the source and target distributions are specified, and the optical surfaces are to be calculated. The systems to be considered are shown in Figure 6.1. We consider a source with emittance $f(\mathbf{x})$, with $\mathbf{x} \in \mathcal{X}$. Here $\mathcal{X}$ is the source domain and $\mathbf{x}$ are Cartesian coordinates. Furthermore, we consider either a target intensity or illuminance $g(\mathbf{y})$ with $\mathbf{y} \in \mathcal{Y}$ for the target domain $\mathcal{Y}$. The optical map $\mathbf{m}: \mathcal{X} \rightarrow \mathcal{Y}$ maps a point on the source domain to a point on the target domain via $\mathbf{y}=\mathbf{m}(\mathbf{x})$. We show that each of the optical systems satisfies a Monge-Ampère equation.

To do so, we first derive a general energy balance which holds for each of the optical systems. We posit, for now, that each optical system individually satisfies the cost balance $u_{1}(\mathbf{x})+u_{2}(\mathbf{y})=c(\mathbf{x}, \mathbf{y})$, where the function $c$ is the so-called cost function and $u_{1}(\mathbf{x})$ and $u_{2}(\mathbf{y})$ are functions related to the optical surface(s). Combining the energy balance with the cost balance results in a Monge-Ampère equation. Lastly we derive the cost balance for each system.

### 6.2.1 Energy balance

We consider four freeform optical systems as depicted in Figure 6.1. Let $\hat{\mathbf{s}}=\hat{\mathbf{e}}_{z}$ be the direction of an emitted light ray and $\hat{\mathbf{t}}$ the direction of a light ray incident on the target. Let $A \subseteq \mathcal{X}$. We use Cartesian coordinate $\mathbf{x} \in \mathcal{X}$ for the source domain and either Cartesian or stereographic coordinates, to be introduced in Section 6.2.3, for $\mathbf{y} \in \mathcal{Y}$ on the target domain. Let $J_{\mathcal{Y}}(\mathbf{y})=\left|\frac{\partial \hat{t}}{\partial y_{1}} \times \frac{\partial \hat{t}}{\partial y_{2}}\right|$ the Jacobian of the coordinate system for $\hat{\mathbf{t}}$ with respect to $\mathbf{y}$. By conservation of luminous flux, the emitted flux $f(\mathbf{x})$, ends up at the target at $\mathbf{m}(\mathbf{x})$ and should


Figure 6.1: Overview of optical systems.
be conserved. Henceforth we have conservation of energy, viz.

$$
\begin{align*}
\iint_{A} f(\mathbf{x}) \mathrm{d} A(\mathbf{x}) & =\iint_{\mathbf{m}(A)} g(\mathbf{y}) J \mathcal{Y}(\mathbf{y}) \mathrm{d} A(\mathbf{y})  \tag{6.44}\\
& =\iint_{A} g(\mathbf{m}(\mathbf{x})) J_{\mathcal{Y}}(\mathbf{m}(\mathbf{x}))|\operatorname{det}(\operatorname{Dm}(\mathbf{x}))| \mathrm{d} A(\mathbf{x}) .
\end{align*}
$$

Because equation (6.44) should hold for all $A \subseteq \mathcal{X}$, we find the law of conservation of energy in differential form

$$
\begin{equation*}
\operatorname{det}(\operatorname{Dm}(\mathbf{x}))= \pm \frac{f(\mathbf{x})}{g(\mathbf{m}(\mathbf{x})) J \mathcal{Y}(\mathbf{m}(\mathbf{x}))^{\prime}} \tag{6.45}
\end{equation*}
$$

where the absolute value in (6.44) has been replaced by $\pm$. The choice for either the plus or the minus sign determines the shape of the freeform surface(s) to be either convex, concave or saddle shaped. This will become apparent in the next sections.

### 6.2.2 Monge-Ampère equation

For each of the optical systems we are able to formulate a geometrical description in term of a cost function $c(\mathbf{x}, \mathbf{y})$. The so-called cost balance in terms of $\mathbf{x} \in \mathcal{X}$ and $\mathbf{y} \in \mathcal{Y}$ reads

$$
\begin{equation*}
u_{1}(\mathbf{x})+u_{2}(\mathbf{y})=c(\mathbf{x}, \mathbf{y}), \tag{6.46}
\end{equation*}
$$

where the functions $u_{1}$ and $u_{2}$ are related to the optical surface(s) and are, together with the cost function $c$, derived in Sections 6.2.3, 6.2.4, 6.2.5 and 6.2.6. Hamiltonian optics tells us that there exists a relation, the so-called optical mapping, between a point on the source and the resulting point on the target. We find this relation by first differentiating (6.46) w.r.t. $\mathbf{x}$ to obtain

$$
\begin{equation*}
\nabla_{\mathbf{x}}\left(u_{1}(\mathbf{x})-c(\mathbf{x}, \mathbf{y})\right)=\mathbf{0} . \tag{6.47}
\end{equation*}
$$

For certain cases one can explicitly determine the optical mapping $\mathbf{y}=\mathbf{m}(\mathbf{x})$ from (6.47). For all optical systems we consider here, the existence of $\mathbf{y}=\mathbf{m}(\mathbf{x})$ is established by applying the implicit function theory to (6.47). In this context, the condition under which we can apply the implicit function theory is called the twist condition [77, p. 216], and is satisfied for all optical systems we consider. Henceforth, we assume existence of a unique map $m$ such that $\mathbf{y}=\mathbf{m}(\mathbf{x})$.

We proceed by finding an expression for $\operatorname{det}(\mathrm{Dm})$ using (6.47), which can be combined with the energy balance (6.45). This is achieved by substituting $\mathbf{y}=\mathbf{m}(\mathbf{x})$ in (6.47) and subsequently differentiating w.r.t. $\mathbf{x}$, yielding

$$
\begin{equation*}
\mathrm{D}^{2} u_{1}(\mathbf{x})-\mathrm{D}_{\mathbf{x x}} c(\mathbf{x}, \mathbf{m}(\mathbf{x}))-\mathrm{D}_{\mathbf{x y}} c(\mathbf{x}, \mathbf{m}(\mathbf{x})) \operatorname{Dm}(\mathbf{x})=\mathbf{0} . \tag{6.48}
\end{equation*}
$$

The matrices $\mathrm{D}^{2} u_{1}(\mathbf{x})$ and $\mathrm{D}_{\mathbf{x x}} c(\mathbf{x}, \mathbf{m}(\mathbf{x}))$ are Hessian matrices (with respect to $\mathbf{x}), \mathrm{D}_{\mathbf{x y}} c(\mathbf{x}, \mathbf{m}(\mathbf{x}))=\left(c_{x_{i}, y_{j}}\right)$ is the matrix of mixed derivatives and Dm the Jacobi matrix of $\mathbf{m}$. For convenience we introduce matrices $\mathbf{P}$ and $\mathbf{C}$ such that

$$
\begin{equation*}
\mathbf{C D m}=\mathbf{P}, \quad \mathbf{C}(\mathbf{x})=\mathrm{D}_{\mathbf{x y}} c(\mathbf{x}, \mathbf{m}(\mathbf{x})), \quad \mathbf{P}(\mathbf{x})=\mathrm{D}^{2} u_{1}(\mathbf{x})-\mathrm{D}_{\mathbf{x x}} c(\mathbf{x}, \mathbf{m}(\mathbf{x})) . \tag{6.49}
\end{equation*}
$$

Consequently, $\operatorname{det}(\mathbf{P})=\operatorname{det}(\mathbf{C}) \operatorname{det}(\mathrm{Dm})$ and substitution of $\operatorname{det}(\mathrm{Dm})$ into the energy balance (6.45) gives

$$
\begin{equation*}
\operatorname{det}(\mathbf{P})=\operatorname{det}\left(\mathrm{D}^{2} u_{1}(\mathbf{x})-\mathrm{D}_{\mathbf{x x}} c(\mathbf{x}, \mathbf{m}(\mathbf{x}))\right)= \pm \frac{\operatorname{det}(\mathbf{C}) f(\mathbf{x})}{g(\mathbf{m}(\mathbf{x})) J_{\mathcal{Y}}(\mathbf{m}(\mathbf{x}))}, \tag{6.50}
\end{equation*}
$$

which is a (general) Monge-Ampère equation. The PDE (6.50) with unknown $u_{1}(\mathbf{x})$ is either elliptic for the plus sign $(+)$ or hyperbolic for the minus sign $(-)$. To see this, note that (6.50) can be written as

$$
\begin{align*}
\operatorname{det}\left(\mathrm{D}^{2} u_{1}(\mathbf{x})\right) & +\operatorname{det}\left(\mathrm{D}_{\mathbf{x} \mathbf{x}} c(\mathbf{x}, \mathbf{m}(\mathbf{x}))\right)-c_{22} u_{1, x_{1} x_{1}} \\
& +2 c_{12} u_{1, x_{1} x_{2}}-c_{11} u_{1, x_{2} x_{2}} \mp \frac{\operatorname{det}(\mathbf{C}) f(\mathbf{x})}{g(\mathbf{m}(\mathbf{x})) J_{\mathcal{Y}}(\mathbf{m}(\mathbf{x}))}=0, \tag{6.51}
\end{align*}
$$

where we used the notation $\mathrm{D}_{\mathbf{x x}} c(\mathbf{x}, \mathbf{m}(\mathbf{x}))=\left(c_{i j}\right)$ and $u_{1, x_{1}}$ for the derivative of $u_{1}$ w.r.t. $x_{1}$ and similar for the others. According to the classification of PDEs established in Section 2.1, by equations (2.1) and (2.9) we have

$$
\begin{align*}
\Delta & =4 A_{4}+A_{2}^{2}-4 A_{1} A_{3} \\
& =4\left(\operatorname{det}\left(\mathrm{D}_{\mathbf{x x}} c(\mathbf{x}, \mathbf{m}(\mathbf{x}))\right) \mp \frac{\operatorname{det}(\mathbf{C}) f(\mathbf{x})}{g(\mathbf{m}(\mathbf{x})) J \mathcal{Y}(\mathbf{m}(\mathbf{x}))}\right)+4 c_{12}^{2}-4 c_{11} c_{22}  \tag{6.52}\\
& =\mp \frac{\operatorname{det}(\mathbf{C}) f(\mathbf{x})}{g(\mathbf{m}(\mathbf{x})) J_{\mathcal{Y}}(\mathbf{m}(\mathbf{x}))} .
\end{align*}
$$

For the cost functions and $J_{\mathcal{y}}$, as given in the next sections, we have $\operatorname{det}(\mathbf{C})>0$, $J y>0$. Furthermore, because $f, g>0$, if the $+\operatorname{sign}$ is chosen in (6.50) then $\Delta<0$ and (6.50) is elliptic. Similarly, if the - sign is chosen then $\Delta>0$ and (6.50) is hyperbolic.

For both the elliptic and hyperbolic variant, (6.50) describes solutions for $u_{1}$, which we solve using (an adjusted version of) the least-squares solver
as shown in Section 7.1. Note, whether a solution exists (6.50) exists is not straightforward. Proving existence for the elliptic case is done using results from Optimal Transport Theory, and can for example be found in Romijn's thesis [68, Ch. 4]. As far as the author is aware, currently no existence results exist for the hyperbolic case.

### 6.2.3 Parallel-to-far-field reflector

The first optical system we consider consists of one reflector, a parallel source and a far-field target, as shown in Figure 6.2. We assume the light source to be located at $\left(\mathbf{q}_{\mathrm{s}}, z_{\mathrm{s}}\right)$ with $z_{\mathrm{s}}=0$ and the target at $\left(\mathbf{q}_{\mathrm{t}}, z_{\mathfrak{t}}\right)$ with $z_{\mathfrak{t}}=-L$ for $L>0$. Let $z=u(\mathbf{x})$ be the surface of the reflector. We set the refractive index to $n=1$. Because the source coordinates $\mathbf{x}$ are Cartesian and the target is in the far-field, i.e., directional, we use the mixed characteristics of the first kind, i.e., $W=W\left(z_{s}, z_{\mathrm{t}}, \mathbf{q}_{\mathrm{s}}, \mathbf{p}_{\mathrm{t}}\right)$. The source ray $\hat{\mathbf{s}}$ originates at $O_{\mathrm{s}}=\left(\mathbf{q}_{\mathrm{s}}, 0\right)$, we write $\mathbf{q}_{\mathrm{s}}=\mathbf{x}$ and we have $\mathbf{p}_{\mathrm{s}}=\mathbf{0}$. The reflected ray $\hat{\mathbf{t}}$ intersects the target at $O_{t}=\left(\mathbf{q}_{t},-L\right)$ with position and direction coordinates $\mathbf{q}_{t}$ and $\mathbf{p}_{\mathrm{t}}$. The source ray intersects the reflector at $P=(\mathbf{x}, u(\mathbf{x}))$ and the target at $\left(\mathbf{q}_{\mathrm{t}}, z_{\mathrm{t}}\right)$ as shown in Figure 6.2.

By the definition of the mixed characteristic $W$, given by (6.37c), we have

$$
\begin{equation*}
W\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{q}_{\mathrm{s}}, \mathbf{p}_{\mathrm{t}}\right)=V\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{q}_{\mathrm{s}}, \mathbf{q}_{\mathrm{t}}\right)-\mathbf{q}_{\mathrm{t}} \cdot \mathbf{p}_{\mathrm{t}} \tag{6.53}
\end{equation*}
$$

Because $n=1$, the optical path length between $O_{s}$ and $O_{\mathrm{t}}$ equals the Euclidean


Figure 6.2: Schematic representation of the reflector setup for a parallel source and far-field target.
distance along the ray, i.e.,

$$
\begin{equation*}
V\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{q}_{\mathrm{s}}, \mathbf{q}_{\mathrm{t}}\right)=u(\mathbf{x})+\sqrt{\left|\mathbf{q}_{\mathrm{t}}-\mathbf{x}\right|^{2}+(u(\mathbf{x})+L)^{2}} \tag{6.54}
\end{equation*}
$$

The mixed characteristic $W$ is thus given by

$$
\begin{equation*}
W\left(\mathbf{q}_{\mathrm{s}}, \mathbf{p}_{\mathrm{t}}\right)=u(\mathbf{x})+\sqrt{\left|\mathbf{q}_{\mathrm{t}}-\mathbf{x}\right|^{2}+(u(\mathbf{x})+L)^{2}}-\mathbf{q}_{\mathrm{t}} \cdot \mathbf{p}_{\mathrm{t}} \tag{6.55}
\end{equation*}
$$

By connecting the points $P$ and $O_{t}$, we find that

$$
\begin{equation*}
\mathbf{r}_{O_{\mathbf{t}}}=\mathbf{r}_{P}+d\left(P, O_{\mathbf{t}}\right) \hat{\mathbf{t}} \tag{6.56}
\end{equation*}
$$

with $\mathbf{r}_{O_{\mathrm{t}}}$ the position vector of $O_{\mathrm{t}}$ and $d\left(P, O_{\mathrm{t}}\right)$ the distance between $P$ and $O_{\mathrm{t}}$. Using $O_{\mathbf{t}}=\left(\mathbf{q}_{\mathbf{t}},-L\right)$ and $\hat{\mathbf{t}}=\left(\mathbf{p}_{\mathrm{t}}, t_{3}\right)$ we deduce that

$$
\begin{equation*}
\mathbf{p}_{\mathrm{t}}=\frac{\mathbf{q}_{\mathrm{t}}-\mathbf{x}}{\sqrt{\left|\mathbf{q}_{\mathrm{t}}-\mathbf{x}\right|^{2}+(u(\mathbf{x})+L)^{2}}}, \quad t_{3}=-\frac{L+u(\mathbf{x})}{\sqrt{\left|\mathbf{q}_{\mathrm{t}}-\mathbf{x}\right|^{2}+(u(\mathbf{x})+L)^{2}}} \tag{6.57}
\end{equation*}
$$

Furthermore, $W$ is independent of $\mathbf{q}_{\mathrm{s}}$ by $\mathbf{p}_{\mathrm{s}}=0$ and equation (6.37d). Therefore, $W$ reads

$$
\begin{align*}
W\left(\mathbf{p}_{\mathrm{t}}\right) & =u(\mathbf{x})+\frac{\left|\mathbf{q}_{\mathrm{t}}-\mathbf{x}\right|^{2}-\mathbf{q}_{\mathrm{t}} \cdot\left(\mathbf{q}_{\mathrm{t}}-\mathbf{x}\right)+(u(\mathbf{x})+L)^{2}}{\sqrt{\left|\mathbf{q}_{\mathrm{t}}-\mathbf{x}\right|^{2}+(u(\mathbf{x})+L)^{2}}}  \tag{6.58}\\
& =u(\mathbf{x})-\mathbf{x} \cdot \mathbf{p}_{\mathrm{t}}-(L+u(\mathbf{x})) t_{3} \\
& =u(\mathbf{x})\left(1-t_{3}\right)-x_{1} t_{1}-x_{2} t_{2}-L t_{3}
\end{align*}
$$

where we used (6.57) for the second equal sign. This expression can be rewritten as

$$
\begin{equation*}
u(\mathbf{x})-\frac{W\left(\mathbf{p}_{\mathrm{t}}\right)+L t_{3}}{1-t_{3}}=\frac{x_{1} t_{1}+x_{2} t_{2}}{1-t_{3}} \tag{6.59}
\end{equation*}
$$

We aim to prescribe the target in stereographic coordinates $\mathbf{y}$, thus requiring a transformation from $\hat{\mathbf{t}}$ to $\mathbf{y}$. For this we use a stereographic projection from the north pole. The projection and its inverse read [68, p. 60]

$$
\mathbf{y}=\frac{1}{1-t_{3}}\binom{t_{1}}{t_{2}}, \quad \hat{\mathbf{t}}=\frac{1}{|\mathbf{y}|^{2}+1}\left(\begin{array}{c}
2 y_{1}  \tag{6.60}\\
2 y_{2} \\
|\mathbf{y}|^{2}-1
\end{array}\right)
$$

Applying this coordinate transformation, equation (6.59) becomes

$$
\begin{equation*}
u(\mathbf{x})-w(\mathbf{y})=\mathbf{x} \cdot \mathbf{y}, \quad w(\mathbf{y}):=\frac{W\left(\mathbf{p}_{\mathrm{t}}\right)+L t_{3}}{1-t_{3}} \tag{6.61}
\end{equation*}
$$

Note, we write $w(\mathbf{y})$ though its right-hand side is not in terms of $\mathbf{y}$, though it can solely be written as such due to $\hat{\mathbf{t}}=\left(\mathbf{p}_{\mathrm{t}}, t_{3}\right)^{\mathrm{T}}$ and the projection (6.60). We omit the details here as these are not needed for the remainder of this section. By writing $u_{1}(\mathbf{x})=u(\mathbf{x})$ and $u_{2}(\mathbf{y})=-w(\mathbf{y})$ we obtain the cost balance

$$
\begin{equation*}
u_{1}(\mathbf{x})+u_{2}(\mathbf{y})=\mathbf{x} \cdot \mathbf{y}=: c(\mathbf{x}, \mathbf{y}) . \tag{6.6}
\end{equation*}
$$

In the literature on optimal transport [77], the cost function $c(\mathbf{x}, \mathbf{y})=\mathbf{x} \cdot \mathbf{y}$ is known as a quadratic cost function. It follows that

$$
\mathbf{C}=\mathrm{D}_{\mathbf{x y}} c(\mathbf{x}, \mathbf{y})=\left(\begin{array}{cc}
-1 & 0  \tag{6.63}\\
0 & -1
\end{array}\right)=-\mathbf{I},
$$

and $\operatorname{det}(\mathbf{C})=1$. Lastly we need to calculate the Jacobian $J \mathcal{Y}(\mathbf{y})$. We find, using (6.60), that

$$
\begin{equation*}
J_{\mathcal{Y}}(\mathbf{y})=\left|\frac{\partial \hat{\mathbf{t}}}{\partial y_{1}} \times \frac{\partial \hat{\mathbf{t}}}{\partial y_{2}}\right|=\frac{4}{\left(1+|\mathbf{y}|^{2}\right)^{2}} . \tag{6.64}
\end{equation*}
$$

### 6.2.4 Parallel-to-far-field lens

The second optical system we consider consists of one lens with one refracting surface, a parallel source and a far-field target, as shown in Figure 6.3. We assume the light source to be located at $\left(\mathbf{q}_{\mathrm{s}}, z_{\mathrm{s}}\right)$ with $z_{\mathrm{s}}=0$ and the target at $\left(\mathbf{q}_{\mathrm{t}}, z_{\mathrm{t}}\right)$ with $z_{\mathrm{t}}=L$ for $L>0$. Let $z=u(\mathbf{x})$ be the refracting surface of the lens and we fix the refractive index $n>1$.

Again, because the source coordinates $\mathbf{x}$ are Cartesian and the target is farfield, we use the mixed characteristics of the first kind, i.e., $W=W\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{q}_{\mathrm{s}}, \mathbf{p}_{\mathrm{t}}\right)$. The source ray $\hat{\mathbf{s}}$ originates at $O_{\mathrm{s}}$ with position and


Figure 6.3: Schematic representation of the lens setup for a parallel source and far-field target.
direction coordinates $\mathbf{q}_{\mathrm{s}}$ and $\mathbf{p}_{\mathrm{s}}$. We write $\mathbf{q}_{\mathrm{s}}=\mathbf{x}$ and we have $\mathbf{p}_{\mathrm{s}}=0$. The source ray refracts in direction $\hat{\mathbf{t}}$ at the point $P=(\mathbf{x}, u(\mathbf{x}))$ and intersects the target at the point $O_{\mathrm{t}}$ with position $\left(\mathbf{q}_{\mathrm{t}}, z_{\mathrm{t}}\right)$ and direction $\mathbf{p}_{\mathrm{t}}$ as shown in Figure 6.3.

By the definition of the mixed characteristic $W$, given by (6.37c), we have

$$
\begin{equation*}
W\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{q}_{\mathrm{s}}, \mathbf{p}_{\mathrm{t}}\right)=V\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{q}_{\mathrm{s}}, \mathbf{q}_{\mathrm{t}}\right)-\mathbf{q}_{\mathrm{t}} \cdot \mathbf{p}_{\mathrm{t}} . \tag{6.65}
\end{equation*}
$$

Because the first surface of the lens does not refract the rays, we assume the lens to extend till the source. The optical path length between $O_{\mathrm{s}}$ and $O_{\mathrm{t}}$ then becomes

$$
\begin{equation*}
V\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{q}_{\mathrm{s}}, \mathbf{q}_{\mathrm{t}}\right)=n \cdot u(\mathbf{x})+\sqrt{\left|\mathbf{q}_{\mathrm{t}}-\mathbf{x}\right|^{2}+(L-u(\mathbf{x}))^{2}} \tag{6.66}
\end{equation*}
$$

By connecting the points $P$ and $O_{\mathrm{t}}$, we find that

$$
\begin{equation*}
\mathbf{p}_{\mathrm{t}}=\frac{\mathbf{q}_{\mathrm{t}}-\mathbf{x}}{\sqrt{\left|\mathbf{q}_{\mathrm{t}}-\mathbf{x}\right|^{2}+(L-u(\mathbf{x}))^{2}}}, \quad t_{3}=\frac{L-u(\mathbf{x})}{\sqrt{\left|\mathbf{q}_{\mathrm{t}}-\mathbf{x}\right|^{2}+(L-u(\mathbf{x}))^{2}}}, \tag{6.67}
\end{equation*}
$$

and the mixed characteristic $W$ is thus given by

$$
\begin{align*}
W\left(\mathbf{p}_{\mathrm{t}}\right) & =n \cdot u(\mathbf{x})+\sqrt{\left|\mathbf{q}_{\mathrm{t}}-\mathbf{x}\right|^{2}+(L-u(\mathbf{x}))^{2}}-\mathbf{q}_{\mathrm{t}} \cdot \mathbf{p}_{\mathrm{t}} \\
& =n \cdot u(\mathbf{x})+\frac{\left|\mathbf{q}_{\mathrm{t}}-\mathbf{x}\right|^{2}-\mathbf{q}_{\mathbf{t}} \cdot\left(\mathbf{q}_{\mathrm{t}}-\mathbf{x}\right)+(L-u(\mathbf{x}))^{2}}{\sqrt{\left|\mathbf{q}_{\mathrm{t}}-\mathbf{x}\right|^{2}+(L-u(\mathbf{x}))^{2}}}  \tag{6.68}\\
& =n \cdot u(\mathbf{x})-\mathbf{x} \cdot \mathbf{p}_{\mathrm{t}}+(L-u(\mathbf{x})) t_{3} \\
& =u(\mathbf{x})\left(n-t_{3}\right)-x_{1} t_{1}-x_{2} t_{2}+L t_{3},
\end{align*}
$$

where we used that $W$ is independent of $\mathbf{q}_{\mathrm{s}}$ by $\mathbf{p}_{\mathrm{s}}=0$ and equation (6.37d). We rewrite (6.68) as

$$
\begin{equation*}
u(\mathbf{x})-\frac{W\left(\mathbf{p}_{\mathrm{t}}\right)-L t_{3}}{n-t_{3}}=\frac{x_{1} t_{1}+x_{2} t_{2}}{n-t_{3}} . \tag{6.69}
\end{equation*}
$$

As for the reflector case, we require a transformation from $\hat{\mathfrak{t}}$ to $\mathbf{y}$. For this case we again use a stereographic projection but now we do not project from the north pole $(0,0,1)$, but from $(0,0, n)$ instead. The orthogonal projection and its inverse are given by [82, p. 39-40]

$$
\mathbf{y}=\frac{n}{n-t_{3}}\binom{t_{1}}{t_{2}}, \quad \hat{\mathbf{t}}=\frac{1}{|\mathbf{y}|^{2}+n^{2}}\left(\begin{array}{c}
n^{2}+y_{1} \sqrt{n^{2}+\left(1-n^{2}\right)|\mathbf{y}|^{2}}  \tag{6.70}\\
n^{2}+y_{2} \sqrt{n^{2}+\left(1-n^{2}\right)|\mathbf{y}|^{2}} \\
n|\mathbf{y}|^{2}-n \sqrt{n^{2}+\left(1-n^{2}\right)|\mathbf{y}|^{2}}
\end{array}\right) .
$$

Applying this stereographic projection to (6.69) we obtain

$$
\begin{equation*}
u(\mathbf{x})-w(\mathbf{y})=\frac{1}{n} \mathbf{x} \cdot \mathbf{y}, \quad w(\mathbf{y}):=\frac{W\left(\mathbf{p}_{\mathfrak{t}}\right)-L t_{3}}{n-t_{3}} . \tag{6.71}
\end{equation*}
$$

By splitting the scalar product $\mathbf{x} \cdot \mathbf{y}$ and subsequently introducing the auxiliary functions

$$
\begin{equation*}
u_{1}(\mathbf{x})=\frac{1}{2}|\mathbf{x}|^{2}-n u(\mathbf{x}), \quad u_{2}(\mathbf{y})=\frac{1}{2}|\mathbf{y}|^{2}+n w(\mathbf{y}), \tag{6.72}
\end{equation*}
$$

we obtain the cost balance

$$
\begin{equation*}
u_{1}(\mathbf{x})+u_{2}(\mathbf{y})=\frac{1}{2}|\mathbf{x}-\mathbf{y}|^{2}=: c(\mathbf{x}, \mathbf{y}) . \tag{6.73}
\end{equation*}
$$

Analogously to the parallel to far-field reflector system, we find $\mathbf{C}=-\mathbf{I}$. and $J \mathcal{Y}(\mathbf{y})=4\left(1+|\mathbf{y}|^{2}\right)^{-2}$.

### 6.2.5 Parallel-to-parallel reflectors

For the next example we consider an optical system consisting of a parallel source, two freeform reflectors and a parallel target, as shown in Figure 6.4. Let the source be positioned in the plane $z=0$ with Cartesian coordinates $\mathbf{x} \in \mathcal{X}$. Let the target be positioned in the plane $z=L$ with $L>0$ and Cartesian coordinates $\mathbf{y} \in \mathcal{Y}$. We assume both a parallel source and target, i.e., the direction of both a source ray and a target ray equal $\hat{\mathbf{e}}_{z}$. Let the first reflector surface be given by $z=u_{1}(\mathbf{x})$ and the second by $z=L-u_{2}(\mathbf{y})$.


Figure 6.4: Schematic representation of the reflector setup for a parallel source and parallel target.

Such a parametrization is possible because both source and target rays are perpendicular to the planes $z=$ const. We assume $n=1$. Because $\mathbf{p}_{\mathrm{s}}=\mathbf{p}_{\mathrm{t}}=\mathbf{0}$ we use the point characteristic, i.e., the optical path length

$$
\begin{equation*}
V\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{q}_{\mathrm{s}}, \mathbf{q}_{\mathrm{t}}\right)=V\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{x}, \mathbf{y}\right)=u_{1}(\mathbf{x})+d\left(P_{1}, P_{2}\right)+u_{2}(\mathbf{y}), \tag{6.74}
\end{equation*}
$$

where we parametrize $\mathbf{q}_{\mathbf{s}}$ by $\mathbf{x}, \mathbf{q}_{\mathbf{t}}$ by $\mathbf{y}$ and where $d\left(P_{1}, P_{2}\right)$ is the Euclidean distance between $P_{1}=\left(\mathbf{x}, u_{1}(\mathbf{x})\right)$ and $P_{2}=\left(\mathbf{y}, L-u_{2}(\mathbf{y})\right)$. Because both the source and target are considered parallel, we have $\mathbf{p}_{\mathrm{s}}=\mathbf{p}_{\mathrm{t}}=\mathbf{0}$. By (6.37a) the optical path length $V\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{x}, \mathbf{y}\right)$ is independent of $\mathbf{q}_{\mathrm{s}}$ and $\mathbf{q}_{\mathrm{t}}$, i.e., it is independent of the position vectors $\mathbf{x}$ and $\mathbf{y}$ and therefore $V\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{x}, \mathbf{y}\right)=$ $V>0$. The optical distance between the two reflectors, which is equal to the Euclidean distance between $P_{1}$ and $P_{2}$ due to $n=1$, can be written as

$$
\begin{equation*}
d^{2}(\mathbf{x}, \mathbf{y})=\left(u_{1}(\mathbf{x})+u_{2}(\mathbf{y})-L\right)^{2}+|\mathbf{x}-\mathbf{y}|^{2} . \tag{6.75}
\end{equation*}
$$

Substitution of (6.75) into (6.74), and subsequently reordering, yields

$$
\begin{equation*}
u_{1}(\mathbf{x})+u_{2}(\mathbf{y})=\frac{\beta^{2}+2 \beta L-|\mathbf{x}-\mathbf{y}|^{2}}{2 \beta}=: c(\mathbf{x}, \mathbf{y}), \tag{6.76}
\end{equation*}
$$

which is the sought cost balance and cost function $c$, with $\beta=V-L$ the so-called reduced optical path length [72]. It follows that

$$
\begin{equation*}
\mathbf{C}=\mathrm{D}_{\mathbf{x y}} c(\mathbf{x}, \mathbf{y})=\frac{1}{\beta} \mathbf{I}, \tag{6.77}
\end{equation*}
$$

and $\operatorname{det}(\mathbf{C})=\frac{1}{\beta^{2}}$. Lastly we need to calculate the Jacobian $J y(\mathbf{y})$. Because $\mathbf{y}$ are Cartesian coordinates, we have $J_{\mathcal{Y}}(\mathbf{y})=1$.

### 6.2.6 Parallel-to-parallel lens

As a last optical system we consider a parallel source, a parallel target and a lens with two freeform surfaces, as shown in Figure 6.5. Let the source be positioned in the plane $z=0$ with Cartesian coordinates $\mathbf{x} \in \mathcal{X}$. Let the target be positioned in the plane $z=L$ with $L>0$ and Cartesian coordinates $\mathbf{y} \in \mathcal{Y}$. We assume both a parallel source and target with the direction of both source and target rays equal to $\hat{\mathbf{e}}_{z}$. Let $n_{\mathrm{o}}$ be the refractive index outside of the lens, and $n_{\mathrm{i}}$ the refractive index inside the lens. Let the first refracting surface be given by $z=u_{1}(\mathbf{x})$ and the second by $z=L-u_{2}(\mathbf{y})$. Such a parametrization is possible beacause both the source and target rays are perpendicular to the
planes $z=$ const. Because $\mathbf{p}_{\mathrm{s}}=\mathbf{p}_{\mathrm{t}}=\mathbf{0}$, we use the point characteristic, i.e., the optical path length

$$
\begin{equation*}
V\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{q}_{\mathrm{s}}, \mathbf{q}_{\mathrm{t}}\right)=V\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{x}, \mathbf{y}\right)=n_{\mathrm{o}} u_{1}(\mathbf{x})+n_{\mathrm{i}} d(\mathbf{x}, \mathbf{y})+n_{\mathrm{o}} u_{2}(\mathbf{y}), \tag{6.78}
\end{equation*}
$$

where we parametrize $\mathbf{q}_{\mathrm{s}}$ by $\mathbf{x}, \mathbf{q}_{\mathrm{t}}$ by $\mathbf{y}$ and where $d\left(P_{1}, P_{2}\right)$ is the Euclidean distance between $P_{1}=\left(\mathbf{x}, u_{1}(\mathbf{x})\right)$ and $P_{2}=\left(\mathbf{y}, L-u_{2}(\mathbf{y})\right)$. By (6.37a) the optical path length $V\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{x}, \mathbf{y}\right)$ is independent of $\mathbf{q}_{\mathrm{s}}$ and $\mathbf{q}_{\mathrm{t}}$, i.e., it is independent of the position vectors $\mathbf{x}$ and $\mathbf{y}$ and therefore $V\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{x}, \mathbf{y}\right)=V>0$. The Euclidean distance between $P_{1}$ and $P_{2}$ can be written as

$$
\begin{equation*}
d^{2}(\mathbf{x}, \mathbf{y})=\left(u_{1}(\mathbf{x})+u_{2}(\mathbf{y})-L\right)^{2}+|\mathbf{x}-\mathbf{y}|^{2} . \tag{6.7.7}
\end{equation*}
$$

Combining equations (6.78) and (6.79) yields

$$
\begin{equation*}
n_{\mathrm{i}}^{2}\left(u_{1}(\mathbf{x})+u_{2}(\mathbf{y})-L\right)^{2}+n_{\mathrm{i}}^{2}|\mathbf{x}-\mathbf{y}|^{2}=\left(V-n_{\mathrm{o}} u_{1}(\mathbf{x})-n_{\mathrm{o}} u_{2}(\mathbf{y})\right)^{2} . \tag{6.80}
\end{equation*}
$$

Subsequently solving for $u_{1}(\mathbf{x})+u_{2}(\mathbf{y})$ we find

$$
\begin{equation*}
u_{1}(\mathbf{x})+u_{2}(\mathbf{y})=c_{ \pm}(\mathbf{x}, \mathbf{y}), \tag{6.81}
\end{equation*}
$$

where, using $\beta=V-n_{0} L$, the cost function is given by

$$
\begin{equation*}
c_{ \pm}(\mathbf{x}, \mathbf{y})=L+\frac{n_{\mathrm{o}} \beta}{n_{\mathrm{o}}^{2}-n_{\mathrm{i}}^{2}} \pm \frac{n_{\mathrm{i}}}{n_{\mathrm{o}}^{2}-n_{\mathrm{i}}^{2}} \sqrt{\beta^{2}+\left(n_{\mathrm{o}}^{2}-n_{\mathrm{i}}^{2}\right)|\mathbf{x}-\mathbf{y}|^{2}}, \tag{6.82}
\end{equation*}
$$

with the sign in front of the square root yet undetermined and the implied condition $\beta^{2}+\left(n_{\mathrm{o}}^{2}-n_{\mathrm{i}}^{2}\right)|\mathbf{x}-\mathbf{y}|^{2}>0$. To choose the sign, we consider a practical example with a source in air, i.e., $n_{\mathrm{o}}=1$ and a lens with, for example, plastic or glass material with, approximately, $1.3<n_{\mathrm{i}}<1.7$ [57]. We therefore


Figure 6.5: Schematic representation of the reflector setup for a parallel source and parallel target.
have $n_{\mathrm{o}}<n_{\mathrm{i}}$. Furthermore, because we assume $u_{1}$ to be the first surface, and $u_{2}$ to be the second, we have $u_{1}(\mathbf{x})+u_{2}(\mathbf{y})<L$. Combining this inequality with equations (6.81), (6.82) and $n_{\mathrm{o}}<n_{\mathrm{i}}$, we obtain

$$
\begin{equation*}
n_{\mathrm{o}} \beta \pm n_{\mathrm{i}} \sqrt{\beta^{2}+\left(n_{\mathrm{o}}^{2}-n_{\mathrm{i}}^{2}\right)|\mathbf{x}-\mathbf{y}|^{2}}>0 . \tag{6.83}
\end{equation*}
$$

By combining $V\left(z_{\mathrm{s}}, z_{\mathrm{t}}, \mathbf{x}, \mathbf{y}\right)=V>0$, equations (6.78) and (6.79), we find

$$
\begin{equation*}
\beta^{2}+\left(n_{\mathrm{o}}^{2}-n_{\mathrm{i}}^{2}\right)|\mathbf{x}-\mathbf{y}|^{2}=\frac{1}{n_{\mathrm{o}}^{2}}\left(n_{\mathrm{i}} \beta+d\left(n_{\mathrm{o}}^{2}-n_{\mathrm{i}}^{2}\right)\right)^{2} \geq 0 . \tag{6.84}
\end{equation*}
$$

Because $\beta=V-n_{0} L>0$, by choosing the plus sign in (6.82), condition (6.83) is automatically satisfied. We therefore choose the plus sign and henceforth have

$$
\begin{equation*}
u_{1}(\mathbf{x})+u_{2}(\mathbf{y})=L+\frac{n_{\mathrm{o}} \beta}{n_{\mathrm{o}}^{2}-n_{\mathrm{i}}^{2}}+\frac{n_{\mathrm{i}}}{n_{\mathrm{o}}^{2}-n_{\mathrm{i}}^{2}} \sqrt{\beta^{2}+\left(n_{\mathrm{o}}^{2}-n_{\mathrm{i}}^{2}\right)|\mathbf{x}-\mathbf{y}|^{2}}=: c(\mathbf{x}, \mathbf{y}) \tag{6.85}
\end{equation*}
$$

Calculating the derivatives of $c$ straightforwardly shows that

$$
\begin{align*}
\mathbf{C} & =\frac{n_{\mathrm{i}}}{r^{3}}\left[\left(n_{\mathrm{o}}^{2}-n_{\mathrm{i}}^{2}\right) \mathbf{J}(\mathbf{x}-\mathbf{y})(\mathbf{x}-\mathbf{y})^{\mathrm{T}} \mathbf{J}-\beta^{2} \mathbf{I}\right]  \tag{6.86a}\\
\mathbf{J} & =\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)  \tag{6.86b}\\
r & =\sqrt{\beta^{2}+\left(n_{\mathrm{o}}^{2}-n_{\mathrm{i}}^{2}\right)|\mathbf{x}-\mathbf{y}|^{2}} \tag{6.86c}
\end{align*}
$$

and subsequently we obtain

$$
\begin{equation*}
\operatorname{det}(\mathbf{C})=\frac{\beta^{2} n_{\mathrm{i}}^{2}}{\left(\beta^{2}-\left(n_{\mathrm{i}}^{2}-n_{\mathrm{o}}^{2}\right)|\mathbf{x}-\mathbf{y}|^{2}\right)^{2}} \tag{6.87}
\end{equation*}
$$

Lastly, the Jacobian reads $J_{\mathcal{Y}}(\mathbf{y})=1$.

### 6.3 Summary

In this chapter we provided a brief introduction to optics. We introduced the fundamentals of geometrical optics and showed how these can be derived from the Maxwell equations. By means of a short wave length approximation, we derived the eikonal equations laying the basis for the ray equation, Fermat's principle and Hamiltonian optics. By use of Hamilton's characteristics we derived cost functions and corresponding cost balances for the optical elements of four freeform optical systems.

## Chapter 7

## Least-Squares Solutions to four Optical Systems

In this chapter we present numerical results for four distinct optical systems.
To calculate the optical surfaces, we propose a least-squares solver. This solver is an adaption of the least-squares method introduced in the Chapter 5, such that it includes the cost balances introduced in Chapter 6.

For each of the optical systems, we show that there exist multiple distinct solutions and present four. Two such solutions are so-called $c$-convex and $c$ concave solutions and are solutions to an elliptic Monge-Ampère equation [68]. The other two solutions we name $c$-saddle solutions and are solutions to a hyperbolic Monge-Ampère equation. These solutions differ in the way light rays are mapped from the source to the target. This mapping is called the optical map. Furthermore, we present the results of ray-tracing the optical systems and compare the various solutions.

### 7.1 Adjusted Least-squares method

In this section we present a least-squares method for the design problem of the optical systems presented in Section 6.2. The aim is to adjust the leastsquares method introduced in Chapter 5 to include the cost balances derived in Chapter 6. The Monge-Ampère equation introduced in Section 5.1.1, given by

$$
\begin{equation*}
\operatorname{det}(\operatorname{Dm}(\mathbf{x}))+f^{2}(\mathbf{x}, \mathbf{m}(\mathbf{x}))=0, \quad \mathbf{x} \in \mathcal{X}, \tag{7.1}
\end{equation*}
$$

and the Monge-Ampère equation of Section 6.2.2, i.e.,

$$
\begin{equation*}
\operatorname{det}(\mathbf{P})=\operatorname{det}\left(\mathrm{D}^{2} u_{1}(\mathbf{x})-\mathrm{D}_{\mathbf{x x}} c(\mathbf{x}, \mathbf{m}(\mathbf{x}))\right)= \pm \frac{\operatorname{det}(\mathbf{C}) f(\mathbf{x})}{g(\mathbf{m}(\mathbf{x})) J_{y}(\mathbf{m}(\mathbf{x}))}, \tag{7.2}
\end{equation*}
$$

differ slightly. Certain parts of the least-squares method introduced in Section 5.1.1 remain the same, so we only highlight the differences. Recall equations (6.49), viz.

$$
\begin{equation*}
\mathbf{C D m}=\mathbf{P}, \quad \mathbf{C}(\mathbf{x})=\mathrm{D}_{\mathbf{x y}} c(\mathbf{x}, \mathbf{m}(\mathbf{x})), \quad \mathbf{P}(\mathbf{x})=\mathrm{D}^{2} u_{1}(\mathbf{x})-\mathrm{D}_{\mathbf{x x}} c(\mathbf{x}, \mathbf{m}(\mathbf{x})) . \tag{7.3}
\end{equation*}
$$

Instead of approximating $\operatorname{Dm}$ by $\mathbf{P}$, as we did on basis of equation (7.1), we now approximate $\mathbf{C D m}$ by $\mathbf{P}$. We do so by minimizing the functionals

$$
\begin{align*}
J_{\mathrm{I}}(\mathbf{m}, \mathbf{P}) & =\frac{1}{2} \iint_{\mathcal{X}}\|\mathbf{C D m}-\mathbf{P}\|^{2} \mathrm{~d} \mathbf{x}  \tag{7.4a}\\
J_{\mathrm{B}}(\mathbf{m}, \mathbf{b}) & =\frac{1}{2} \oint_{\partial \mathcal{X}}|\mathbf{m}-\mathbf{b}|^{2} \mathrm{~d} s  \tag{7.4b}\\
J(\mathbf{m}, \mathbf{P}, \mathbf{b}) & =\alpha J_{\mathrm{I}}(\mathbf{m}, \mathbf{P})+(1-\alpha) J_{\mathrm{B}}(\mathbf{m}, \mathbf{b}), \tag{7.4c}
\end{align*}
$$

iteratively, according to

$$
\begin{align*}
& \mathbf{P}^{n+1}=\underset{\mathbf{P} \in \mathcal{P}\left(\mathbf{m}^{n}\right)}{\operatorname{argmin}} J_{I}\left(\mathbf{m}^{n}, \mathbf{P}\right),  \tag{7.5a}\\
& \mathbf{b}^{n+1}=\underset{\mathbf{b} \in \mathcal{B}}{\operatorname{argmin}} J_{\mathcal{B}}\left(\mathbf{m}^{n}, \mathbf{b}\right),  \tag{7.5b}\\
& \mathbf{m}^{n+1}=\underset{\mathbf{m} \in \mathcal{M}}{\operatorname{argmin}} J\left(\mathbf{m}, \mathbf{P}^{n+1}, \mathbf{b}^{n+1}\right), \tag{7.5c}
\end{align*}
$$

where the spaces $\mathcal{B}$ and $\mathcal{M}$ are given by (5.10) and

$$
\begin{equation*}
\mathcal{P}(\mathbf{m})=\left\{\mathbf{P} \in\left[C^{1}(\mathcal{X})\right]^{2 \times 2} \left\lvert\, \operatorname{det}(\mathbf{P}(\mathbf{x}))=-\frac{\operatorname{det}(\mathbf{C}) f(\mathbf{x})}{g(\mathbf{m}(\mathbf{x})) J_{\mathcal{Y}}(\mathbf{m}(\mathbf{x}))}\right., \mathbf{P}=\mathbf{P}^{\mathrm{T}}\right\} . \tag{7.6}
\end{equation*}
$$

Here, we have chosen the minus sign in (7.2), which corresponds to a hyperbolic solution. For a treatment of the elliptic variant we refer to [68, Ch .6$]$. Upon convergence of (7.5) we reconstruct $u_{1}$ from $\mathbf{m}$ by minimizing a leastsquares functional, based on (6.47), viz.

$$
\begin{equation*}
u=\underset{\psi \in C^{2}(\mathcal{X})}{\operatorname{argmin}} I(\psi), \quad I(\psi):=\frac{1}{2} \iint_{\mathcal{X}}\left|\nabla \psi-\nabla_{\mathbf{x}} c(\mathbf{x}, \mathbf{m}(\mathbf{x}))\right|^{2} \mathrm{~d} \mathbf{x} . \tag{7.7}
\end{equation*}
$$

Let us consider the minimization procedures for (7.4)-(7.5) and (7.7). The minimization of (7.4a), as given in Section 5.1.2, changes only slightly. The minimization remains point-wise, but instead of minimizing $\|\mathrm{Dm}-\mathbf{P}\|^{2}$ under the constraint $\operatorname{det} \mathbf{P}=-f^{2}(\mathbf{x}, \mathbf{m})$ with $\mathbf{P}=\mathbf{P}^{\mathrm{T}}$, we minimize $\|\mathbf{C D m}-\mathbf{P}\|^{2}$ under the constraint $\operatorname{det} \mathbf{P}=-\operatorname{det}(\mathbf{C}) f(\mathbf{x}) /\left(g(\mathbf{m}(\mathbf{x})) J_{\mathcal{Y}}(\mathbf{m}(\mathbf{x}))\right)$ with $\mathbf{P}=\mathbf{P}^{\mathrm{T}}$. The method outlined in Section 5.1.2 can still be used for the current case by formally replacing $f^{2}(\mathbf{x}, \mathbf{m})$ by $\operatorname{det}(\mathbf{C}) f(\mathbf{x}) / g(\mathbf{m}(\mathbf{x})) J_{\mathcal{Y}}(\mathbf{m}(\mathbf{x}))$. In Section 5.1.2 we approximated the Jacobian matrix $\mathbf{D m}$ by $\mathbf{D}$ using finite difference. Subsequently, we used the symmetric part of $\mathbf{D}$, denoted by $\mathbf{D}_{s}$, for the remainder of the section. Now we define $\mathbf{D}_{s}$ as the symmetric part of $C D$ such that the derivations in Section 5.1.2 remain valid, i.e., we let $\mathbf{D}_{s}=\frac{1}{2}\left(\mathbf{C D}+(\mathbf{C D})^{\mathrm{T}}\right)$.

The minimization of $(7.4 \mathrm{~b})$ remains unchanged and is given in Section 5.1.3.
The minimization of $(7.4 \mathrm{c})$ changes significantly, so let us consider the current case. The first variation of $J_{I}$ with respect to $\mathbf{m}$ is given by

$$
\begin{align*}
\delta J_{\mathrm{I}}(\mathbf{m}, \mathbf{P})(\boldsymbol{\eta}) & =\lim _{\epsilon \rightarrow 0} \frac{J_{\mathrm{I}}(\mathbf{m}+\epsilon \boldsymbol{\eta}, \mathbf{P})-J_{\mathrm{I}}(\mathbf{m}, \mathbf{P})}{\epsilon} \\
& =\lim _{\epsilon \rightarrow 0} \frac{1}{2} \iint_{\mathcal{X}}\left(2(\mathbf{C D m}-\mathbf{P}): \mathbf{C D} \boldsymbol{\eta}+\epsilon\|\mathbf{C D} \boldsymbol{\eta}\|^{2}\right) \mathrm{d} \mathbf{x}  \tag{7.8}\\
& =\iint_{\mathcal{X}}(\mathbf{C D m}-\mathbf{P}): \mathbf{C D} \eta \mathrm{d} \mathbf{x}
\end{align*}
$$

with : the Frobenius inner product. Let $\mathbf{V}=\left[\mathbf{v}_{1}, \mathbf{v}_{2}\right]=\mathbf{C}^{\mathrm{T}}(\mathbf{C D m}-\mathbf{P})$ and $\mathbf{W}=\left[\mathbf{w}_{1}, \mathbf{w}_{2}\right]=\mathbf{V}^{\mathrm{T}}$, then

$$
\begin{align*}
(\mathbf{C D m}-\mathbf{P}): \mathbf{C D} \boldsymbol{\eta} & =\mathbf{C}^{\mathrm{T}}(\mathbf{C D m}-\mathbf{P}): \mathrm{D} \boldsymbol{\eta} \\
& =\mathbf{V}: \mathrm{D} \boldsymbol{\eta}=\mathbf{V}^{\mathrm{T}}:(\mathrm{D} \boldsymbol{\eta})^{\mathrm{T}} \\
& =\mathbf{w}_{1} \cdot \nabla \eta_{1}+\mathbf{w}_{2} \cdot \nabla \eta_{2} \\
& =\nabla \cdot\left(\eta_{1} \mathbf{w}_{1}+\eta_{2} \mathbf{w}_{2}\right)-\left(\eta_{1} \nabla \cdot \mathbf{w}_{1}+\eta_{2} \nabla \cdot \mathbf{w}_{2}\right)  \tag{7.9}\\
& =\nabla \cdot(\mathbf{W} \boldsymbol{\eta})-\boldsymbol{\eta} \cdot\binom{\nabla \cdot \mathbf{w}_{1}}{\nabla \cdot \mathbf{w}_{2}} \\
& =\nabla \cdot\left(\mathbf{V}^{\mathrm{T}} \boldsymbol{\eta}\right)-\boldsymbol{\eta} \cdot(\nabla \cdot \mathbf{V})
\end{align*}
$$

where we used the definitions of $\mathbf{V}$ and $\mathbf{W}$ in the first and second step, and the divergence of $\mathbf{V}$ in the last step, which is defined by

$$
\begin{equation*}
\nabla \cdot \mathbf{V}=\binom{\frac{\partial v_{11}}{\partial x_{1}}+\frac{\partial v_{12}}{\partial x_{2}}}{\frac{\partial v_{21}}{\partial x_{1}}+\frac{\partial v_{22}}{\partial x_{2}}}=\binom{\nabla \cdot \mathbf{w}_{1}}{\nabla \cdot \mathbf{w}_{2}} . \tag{7.10}
\end{equation*}
$$

Using the divergence theorem we can write the first variation of $J_{\mathrm{I}}$ as

$$
\begin{align*}
\delta J_{\mathrm{I}}(\mathbf{m}, \mathbf{P})(\boldsymbol{\eta}) & =\iint_{\mathcal{X}}\left(\nabla \cdot\left(\mathbf{V}^{\mathrm{T}} \boldsymbol{\eta}\right)-\boldsymbol{\eta} \cdot(\nabla \cdot \mathbf{V})\right) \mathrm{d} \mathbf{x} \\
& =\oint_{\partial \mathcal{X}}\left(\mathbf{V}^{\mathrm{T}} \boldsymbol{\eta}\right) \cdot \hat{\mathbf{n}} \mathrm{d} s-\iint_{\mathcal{X}} \boldsymbol{\eta} \cdot(\nabla \cdot \mathbf{V}) \mathrm{d} \mathbf{x} \tag{7.11}
\end{align*}
$$

where $\hat{\mathbf{n}}$ is the outward unit normal of $\mathcal{X}$. The minimizer for $J$ is given by $\delta J(\mathbf{m}, \mathbf{P}, \mathbf{b})(\boldsymbol{\eta})=\alpha \delta J_{\mathrm{I}}(\mathbf{m}, \mathbf{P})(\boldsymbol{\eta})+(1-\alpha) \delta J_{\mathrm{B}}(\mathbf{m}, \mathbf{b})(\boldsymbol{\eta})=0$ for all $\boldsymbol{\eta} \in\left[\mathrm{C}^{2}(\mathcal{X})\right]^{2}$, with $\delta J_{\mathrm{B}}$ given by (5.13). It follows that for $\mathbf{m}$ to be minimum of $J$, we have the necessary condition

$$
\begin{equation*}
\oint_{\partial \mathcal{X}}(\alpha \mathbf{V} \hat{\mathbf{n}}+(1-\alpha)(\mathbf{m}-\mathbf{b})) \cdot \boldsymbol{\eta} \mathrm{d} s-\alpha \iint_{\mathcal{X}} \boldsymbol{\eta} \cdot(\nabla \cdot \mathbf{V}) \mathrm{d} \mathbf{x}=0 \tag{7.12}
\end{equation*}
$$

Applying the fundamental lemma of calculus of variations [21, p. 185] twice, once for $\eta_{1}=0$ and once for $\eta_{2}=0$, we obtain $\nabla \cdot \mathbf{V}=\mathbf{0}$ for all $\mathbf{x} \in \mathcal{X}$ and $\alpha \mathbf{V} \hat{\mathbf{n}}+(1-\alpha)(\mathbf{m}-\mathbf{b})=0$ for all $\mathbf{x} \in \partial \mathcal{X}$, i.e.,

$$
\begin{align*}
\nabla \cdot\left(\mathbf{C}^{\mathrm{T}} \mathbf{C D m}\right) & =\nabla \cdot\left(\mathbf{C}^{\mathrm{T}} \mathbf{P}\right), & & \mathbf{x} \in \mathcal{X}  \tag{7.13a}\\
(1-\alpha) \mathbf{m}+\alpha\left(\mathbf{C}^{\mathrm{T}} \mathbf{C D m}\right) \hat{\mathbf{n}} & =(1-\alpha) \mathbf{b}+\alpha \mathbf{C}^{\mathrm{T}} \mathbf{P} \hat{\mathbf{n}}, & & \mathbf{x} \in \partial \mathcal{X} . \tag{7.13b}
\end{align*}
$$

We solve this system of PDEs for $\mathbf{m}$ using a standard second-order finite volume method [68, Appendix B]. Because the system is coupled in terms of $m_{1}$ and $m_{2}$, we solve the system iteratively. For the calculation of $\mathbf{m}^{n+1}$, we first calculate $m_{1}$ where we approximate $m_{2}$ by the second component of $\mathbf{m}^{n}$. Next, we calculate $m_{2}$ using the newly found $m_{1}$. Subsequently, one can use the newly found $m_{2}$ and approximate $m_{1}$. This process can be repeated, however, we stop the iteration after the first calculation of $m_{2}$ and do not calculate $m_{1}$ a second time, which has experimentally been proven to be sufficient.

Lastly, we consider the minimization for $u_{1}$. To find the minimum of $I$ we calculate the first variation of $I$, viz.

$$
\begin{align*}
\delta I\left(u_{1}\right)(\eta) & =\lim _{\epsilon \rightarrow 0} \frac{I\left(u_{1}+\epsilon \eta\right)-I\left(u_{1}\right)}{\epsilon} \\
& =\lim _{\epsilon \rightarrow 0} \frac{1}{2} \iint_{\mathcal{X}}\left(2\left(\nabla u_{1}-\nabla_{\mathbf{x}} c(\cdot, \mathbf{m})\right) \cdot \nabla \eta+\epsilon|\nabla \eta|^{2}\right) \mathrm{d} \mathbf{x} \\
& =\iint_{\mathcal{X}}\left(\nabla u_{1}-\nabla_{\mathbf{x}} c(\cdot, \mathbf{m})\right) \cdot \nabla \eta \mathrm{d} \mathbf{x} \\
& =\oint_{\partial \mathcal{X}} \eta\left(\nabla u_{1}-\nabla_{\mathbf{x}} c(\cdot, \mathbf{m})\right) \cdot \hat{\mathbf{n}} \mathrm{d} s-\iint_{\mathcal{X}}\left(\Delta u_{1}-\nabla \cdot \nabla_{\mathbf{x}} c(\cdot, \mathbf{m})\right) \eta \mathrm{d} \mathbf{x} \tag{7.14}
\end{align*}
$$

where in the last step we applied the divergence theorem. For $u_{1}$ to minimize $I\left(u_{1}\right)$, we have $\delta I\left(u_{1}\right)(\eta)=0$ for all $\eta \in C^{2}(\mathcal{X})$. Applying the fundamental lemma of calculus of variations yields

$$
\begin{align*}
\Delta u_{1} & =\nabla \cdot \nabla_{\mathbf{x}} c(\cdot, \mathbf{m}), & & \mathbf{x} \in \mathcal{X}  \tag{7.15a}\\
\nabla u_{1} \cdot \hat{\mathbf{n}} & =\nabla_{\mathbf{x}} c(\cdot, \mathbf{m}) \cdot \hat{\mathbf{n}}, & & \mathbf{x} \in \partial \mathcal{X} . \tag{7.15b}
\end{align*}
$$

We solve for $u_{1}$ using a standard second-order finite volume scheme, see for example [68, Appendix B]. The solution $u_{1}$ of (7.15) is determined up to an additive constant. We prescribe this constant by prescribing the average of $u_{1}$, see $[68, \S 6.1 .4]$ for more details.

For the initial guess we choose $\mathbf{m}^{0}$ such that it maps $\mathcal{X}$ to the smallest bounding box of $\mathcal{Y}$. Therefore, let $\mathcal{X}=\left[x_{1, \min }, x_{1, \max }\right] \times\left[x_{2, \min }, x_{2, \max }\right]$ and let [ $\left.y_{1, \min }, y_{1, \max }\right] \times\left[y_{2, \min }, y_{2, \max }\right]$ be the smallest bounding box of $\mathcal{Y}$. The initial guess is given by

$$
\begin{align*}
\sigma_{1} & =\frac{x_{1}-x_{1, \min }}{x_{1, \max }-x_{1, \min }}  \tag{7.16a}\\
m_{1}^{0}\left(x_{1}, x_{2}\right) & =\sigma_{1}\left(i_{2} y_{1, \min }+i_{1} y_{1, \max }\right)+\left(1-\sigma_{1}\right)\left(i_{1} y_{1, \min }+i_{2} y_{1, \max }\right) \\
\sigma_{2} & =\frac{x_{2}-x_{2, \min }}{x_{2, \max }-x_{2, \min }}  \tag{7.16b}\\
m_{2}^{0}\left(x_{1}, x_{2}\right) & =\sigma_{2}\left(i_{4} y_{2, \min }+i_{3} y_{2, \max }\right)+\left(1-\sigma_{2}\right)\left(i_{3} y_{2, \min }+i_{4} y_{2, \max }\right)
\end{align*}
$$

and corresponds to $\nabla U$ (up to multiplicative and additive constants) with the indices $i_{k}$ and $U$ given in Table 7.1. These choices for $\mathbf{m}$ are due to the symmetries of the elliptic and hyperbolic Monge-Ampère equation as discussed in Section 2.5. The functions $U$ are themselves either convex, concave or saddle-shaped which, in part, gave rise to the naming convention. See [77, §5] for more details on c-convexity being a generalization of conventional convexity and for the relation with optical design see [68, §4.3]. The type of $u_{1}$ can also be characterised in terms of some derivatives of the mapping, as given in Table 7.1. This corresponds to $\mathbf{P}(\mathbf{x})$, as given by (7.3), being symmetric

|  | $i_{1}$ | $i_{2}$ | $i_{3}$ | $i_{4}$ | $U$ | $\partial_{x_{1}} m_{1}$ | $\partial_{x_{2}} m_{2}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c$-convex | 1 | 0 | 1 | 0 | $x_{1}^{2}+x_{2}^{2}$ | $>0$ | $>0$ |
| $c$-concave | 0 | 1 | 0 | 1 | $-x_{1}^{2}-x_{2}^{2}$ | $<0$ | $<0$ |
| $c$-saddle (type 1) | 1 | 0 | 0 | 1 | $x_{1}^{2}-x_{2}^{2}$ | $>0$ | $<0$ |
| $c$-saddle (type 2) | 0 | 1 | 1 | 0 | $-x_{1}^{2}+x_{2}^{2}$ | $<0$ | $>0$ |

Table 7.1: The indices $i_{k}$ and the function $U$ corresponding to the type of solution.


Figure 7.1: Schematic representation of the influence of the type of $\mathbf{m}$ on the boundaries of the source and target domain.
positive definite for a c-concave solution, symmetric negative definite for a $c$-convex solution [68, p. 113] and symmetric indefinite for $c$-saddle solutions. As a practical example, we consider a rectangular domain $\mathcal{X}$ and apply the optical map to $\partial \mathcal{X}$, as shown in Figure 7.1. The figure shows four different configurations depending on the type of the solution, in accordance with Table 7.1. Two implications follow. First, by the edge ray principle [67], rays adhering to the optical mapping do not cross in the case of a $c$-concave solution, cross in one point for the $c$-convex solutions, and cross in (two different lines) for the $c$-saddle solutions. Secondly, by fixing an orientation along $\partial \mathcal{X}$, an orientation along $\partial \mathcal{Y}$ is implied by the mapping. This orientation is the same between $c$-concave and $c$-convex solutions, and opposite for the $c$-saddle solutions, i.e., the orientation along $\partial \mathcal{Y}$ is flipped between elliptic and hyperbolic solutions.

### 7.2 Least-squares solutions

Here we will present numerical results for the four optical systems discussed in Section 6.2. For each of the optical systems considered there exist a c-convex, a $c$-concave, and two distinct $c$-saddle solutions. We will not discuss all possible solutions, but mainly focus on the $c$-saddle solutions, i.e., the solutions to the hyperbolic Monge-Ampère equation.


Figure 7.2: Convergence of the least-squares algorithm for the elliptic (left) and hyperbolic (right) Monge-Ampère equation.

### 7.2.1 Parallel-to-far-field reflector

For the first example we compare a c-concave (elliptic) and a c-saddle (type 1) (hyperbolic) solution for the parallel to far-field case. For the source and target intensity we choose the distributions

$$
\begin{array}{ll}
f(\mathbf{x})=1+\cos \left(x_{1}\right) x_{2}, & \mathbf{x} \in\left[-\frac{1}{2}, \frac{1}{2}\right]^{2}, \\
g(\mathbf{y})=\frac{1}{2}+y_{1}^{2} \sin \left(y_{2}^{2}\right), & \mathbf{y} \in\left[-\frac{1}{2}, \frac{1}{2}\right] \times[0,1] . \tag{7.17b}
\end{array}
$$

The functionals $J_{\mathrm{I}}, J_{\mathrm{b}}$ and the update of $\mathbf{m}$ given by $\Delta m^{n}=\left\|\mathbf{m}^{n+1}-\mathbf{m}^{n}\right\|_{2}$ are shown in Figure 7.2 for the elliptic (left) and hyperbolic (right) example using a grid of $101 \times 101$ points. The figure shows that the functionals for the elliptic variant converge faster and to lower values than their hyperbolic counterparts. For the elliptic solution the convergence stagnates, in terms of $J_{\mathrm{I}}$ and $J_{\mathrm{b}}$ after 102 iterations with $J_{\mathrm{I}} \approx 10^{-8}$ and $J_{\mathrm{b}} \approx 10^{-10}$ and for the hyperbolic solution the functionals stagnate after 67 iterations with $J_{\mathrm{I}} \approx 10^{-6}$ and $J_{\mathrm{b}} \approx 10^{-8}$. Furthermore, after 2000 iterations the elliptic mapping has become stationary, due to $\Delta m$ being of the order of computer precision, while this is not the case for the hyperbolic mapping. This difference in convergence behavior shows up for all optical systems presented. The calculated surfaces are shown in Figure 7.3. It is clearly observed that the sign of the curvature in the $x_{1}$-direction is opposite for the $c$-convex and $c$-saddle solution, but equal in the $x_{2}$-direction. The reflectors have been ray-traced using a quasi-Monte Carlo method using 101 bins in each direction and $5 \cdot 10^{6}$ rays. The obtained error in the target intensity w.r.t. to the desired intensity $g(\mathbf{y})$ is shown in Figure 7.4 and show no apparent patterns. The mean error for the $c$-convex and $c$-saddle (type 1) solutions are approximately $4 \cdot 10^{-3}$ and $5 \cdot 10^{-3}$, respectively.


Figure 7.3: The reflector surface after 2000 iterations for $c$-convex (left) and $c$-saddle (type 1) (right) solutions.


Figure 7.4: Bin-wise error in the ray-traced target distribution w.r.t. $g(\mathbf{y})$ for the elliptic (left) and hyperbolic (right) Monge-Ampère equation.

Furthermore, the root-mean squared errors (RMSs) are approximately $5 \cdot 10^{-3}$ and $7 \cdot 10^{-3}$. Using more iterations for the $c$-saddle (type 1) solution does not improve the mean target intensity error or RMS for this case.

Qualitative differences between the reflected rays for $c$-concvex, $c$-concave and $c$-saddle solutions exist. In Figures 7.5 we plot 49 rays for the $c$-convex and $c$-saddle solutions. For the $c$-convex solution, all rays are converging in one point, $(0,0.5,1)$, while for the $c$-saddle (type 1$)$ solution the rays pass through the line $\left(x_{1}, 0.5,1\right)$ with $x_{1} \in \mathbb{R}$. This difference in behavior is typical for different solutions for each of the four optical system in this thesis. More precisely, an optical surface may have a optical axis implying refracted rays either converge or diverge relative to this axis. In our case, $c$-convex and $c$-concave surfaces have one (main) optical axis while $c$-saddle surfaces have two distinct optical axes such that refracted rays converge relative to one axis and diverge relative to the other.


Figure 7.5: Plot of 49 rays for a c-convex (left) and $c$-saddle (type 1) (right) solution.

Lastly we note that in general the functionals $J_{I}$ and $J_{\mathrm{B}}$ converge to lower values for the elliptic Monge-Ampère equation than for the hyperbolic variant. Furthermore, the number of iterations required for $\Delta m$ to converge is in general higher for the hyperbolic Monge-Ampère equation than for the elliptic variant.

### 7.2.2 Parallel-to-far-field lens

For the next example we consider a lens with two surfaces. The first surface is flat and does not cause any refractions and the second surface is freeform. The target intensity is given in stereographic coordinates. We prescribe a refractive index of $n=1.52$, and the source and target distributions read

$$
\begin{array}{ll}
f(\mathbf{x})=1+x_{1}^{2} x_{2}^{3}, & \mathbf{x} \in\left[-\frac{1}{2}, \frac{1}{2}\right]^{2}, \\
g(\mathbf{y})=\exp \left(-\frac{y_{1}^{2}}{2}-2 y_{2}^{2}\right), & \mathbf{y} \in\left[-\frac{1}{2}, \frac{1}{2}\right]^{2} . \tag{7.18b}
\end{array}
$$

Using the least-squares algorithm with 101 grid points in each direction a numerical solution is obtained. The resulting optical system is shown on the left of Figure 7.6 for a $c$-saddle (type 2) pair. The figure shows that the refracted rays are diverging along the $x_{1}$-axis and converging along the $x_{2}$-axis. The error in the ray-traced target intensity is shown on the right of Figure 7.6, where $5 \cdot 10^{6}$ rays and 101 bins in each direction are used. Furthermore, the average error is approximately $4 \cdot 10^{-3}$ and the RMS approximately $5 \cdot 10^{-3}$. If instead we use 201 grid points in each direction for the least-squares algorithm, we obtain an average error in the ray-traced target intensity of $8 \cdot 10^{-4}$ and an RMS of $10^{-3}$ using the same ray-tracing parameters as before. This clearly indicates that the numerically obtained lens surface becomes more accurate
when using more discretization points.


Figure 7.6: The $c$-saddle (type 2) solution with 49 rays from three different points of view.

### 7.2.3 Parallel-to-parallel reflectors

For the parallel-to-parallel system with two reflectors we consider the source and target distributions

$$
\begin{array}{ll}
f(\mathbf{x})=1+x_{1}^{2}+x_{2}, & \mathbf{x} \in\left[-\frac{1}{2}, \frac{1}{2}\right]^{2}, \\
g(\mathbf{y})=1+\left(y_{1}-\frac{7}{2}\right)^{2}+\left(y_{2}-3\right)^{2}, & \mathbf{y} \in\left[\frac{5}{2}, \frac{7}{2}\right]^{2} . \tag{7.19b}
\end{array}
$$

Furthermore, we choose the design parameters $\beta=5+\sqrt{10}$ and $L=1$. Both the $c$-saddle (type 1 and 2) solutions have been calculated using a $101 \times 101$ grid. The mean error in the target intensity and the RMS, calculated after ray-tracing using 101 bins in each direction and $5 \cdot 10^{6}$ rays, are approximately $6 \cdot 10^{-3}$ and $7 \cdot 10^{-3}$ for both cases. The only real difference between the two solutions is the shape of the individual reflectors, and consequently their optical axes, as is shown in Figure 7.7. On the left we show the $c$-saddle (type 1) solution and on the right the $c$-saddle (type 2) solution with 49 rays. Again, the figure shows rays converging in one direction, and diverging in the other. Furthermore, the optical axis of convergence and divergence are swapped between the $c$-saddle (type 1) and $c$-saddle (type 2 ) solutions.


Figure 7.7: The optical systems for a $c$-saddle (type 1) (top) and $c$-saddle (type 2) (bottom) from two different points of view and 49 uniformly sampled rays.

### 7.2.4 Parallel-to-parallel lens

Lastly, we discuss the case for one lens with two freeform surfaces, a parallel source and parallel target. The refractive index chosen is $n=1.52$ and the source and target distributions are given by:

$$
\begin{array}{ll}
f(\mathbf{x})=1+\sqrt{x_{1}^{2}+2 x_{2}^{2}}, & \mathbf{x} \in\left[-\frac{1}{2}, \frac{1}{2}\right]^{2}, \\
g(\mathbf{y})=2 \frac{1+y_{1}^{2}}{1+y_{2}^{2}}, & \mathbf{y} \in\left[\frac{5}{2}, \frac{7}{2}\right] \times\left[-\frac{1}{4}, 1\right] . \tag{7.20b}
\end{array}
$$

The resulting $c$-saddle (type 2) optical system with design parameters $\beta=\pi$ and $L=10$ is shown on the left of Figure 7.8, and the ray-traced target intensity on the right. Both the least-squares parameters and the ray-trace parameters are equal to those of Section 7.2.3. The resulting average error in the target intensity is approximately $6 \cdot 10^{-3}$ and the RMS $9 \cdot 10^{-3}$.


Figure 7.8: The numerically obtained $c$-saddle (type 2) solution with 49 uniform sampled rays on the left and the ray-traced target intensity on the right.

### 7.3 Summary

In this chapter we presented a least-squares method to calculate the optical surfaces of four optical systems. Each of the optical systems has multiple solutions, 2 elliptic (c-convex and c-concave) and 2 hyperbolic (c-saddle (type 1 and 2)). Various examples are given on which the numerical method has been tested. The calculated optical systems are subsequently ray-traced and error estimates are given. Differences in the ray-paths between elliptical and hyperbolic solutions are observed. Furthermore, although the least-squares algorithm works for both variants of the Monge-Ampère equation, it requires fewer iterations and converges to lower errors for the elliptic Monge-Ampère equation.

## Chapter 8

## Conclusions and Recommendations

### 8.1 Summary and conclusions

In this thesis we developed multiple methods for the hyperbolic MongeAmpère equation. We started by introducing some general concepts regarding the Monge-Ampère equation, i.e, classification and exact solutions. These solutions are used to test the developed numerical methods.

The first algorithm is based on the method of characteristics. By classifying curves as either free or characteristic, we are able to determine the evolution of the solutions. The solution turns out to evolve exactly along the characteristics and is mathematically described by two mutually coupled systems of ordinary differential equations (ODEs). Because the systems are coupled, the characteristic (base) curve is dependent on the characteristic of the other family. This increases the difficulty of solving the systems of ODEs. By using explicit integrators, this dependency can be decoupled from the evolution along the characteristic. Each explicit integration step yields new approximations of the unknowns along a grid line. As the evolution of the direction of a characteristics is unknown along said characteristic, the dependency between characteristics need to be reconstructed. This is done by interpolating along grid lines using B-splines. Furthermore, by using a dynamic step-size, the numerical error can be controlled for both the integration and interpolation methods while also providing stability to the numerical method.

The direction of the characteristics at the boundary yields the required boundary conditions: where two characteristics enter the domain, Cauchy boundary conditions need to be prescribed, where one characteristic enters, a second-order derivative of the solution needs to prescribed and where no
characteristics enter the domain, no boundary conditions need to be prescribed. The use of an interpolation routine allows for incorporating the (varying) boundary conditions by simply adding the boundary condition as a known data point along a grid line. The forward Euler, modified Euler and RungeKutta methods have been demonstrated to work for various examples with the expected rate of convergence. We presented multiple test cases, each with a different number of required boundary conditions. We also presented a case where a discontinuity is propagated along a characteristic, which is in accordance to the theory. Lastly, convergence of the numerical methods for the general Monge-Ampère equation has been shown for multiple examples and multiple initial strips. In total, the method of characteristics provides a proper foundation for understanding the complex behavior of the hyperbolic Monge-Ampère equation. Furthermore, we used the method of characteristics to develop numerical methods for solving the hyperbolic Monge-Ampère equation which, as far as tested, are stable and convergent. The main downside of the method of characteristics is that the required boundary conditions are often unknown a priori.

For the design of optical systems, we require the so-called transport boundary condition. This condition requires the boundary of a source domain to be mapped to the boundary of the target domain. The method of characteristics does not easily lend itself to the transport boundary conditions. Therefore we considered a second numerical method. This method, a least-squares algorithm originally developed for the elliptic Monge-Ampère equation [66], has been adapted to work for the hyperbolic Monge-Ampère equation, requiring a few adaptations. First, we improved upon the original optimization routine for the $\mathbf{P}$-matrix to find all possible minimizers. Second, the original method uses a projection method for approximating the boundary conditions. For the hyperbolic Monge-Ampère equation, the target domain can possibly be such that projections yield wrong results. Therefore we introduced the segmented projection method and the segmented arc length method. Both methods cut the boundary into segments and approximate boundary points per segment. For the segmented projection method the approximation is based on orthogonal projections. For the segmented arc length method, the approximation is based on distributing the boundary points by pairing the arc length of the mapping along the source boundary to the arc length of the target boundary. Both methods have been shown to outperform the projection method in both effectivity and computational efficiency. Lastly, we introduced two possible grid-shock corrections. We observed that locally putting more emphasis on the boundary error prevents grid-shocks which we forthrightly used. Using these adaptations, the least-squares solver has been demonstrated to work for a
wide range of examples. Moreover, it shows the expected rate of convergence as function of spatial discretization.

The design of optical systems with parallel light sources, far field and parallel targets in the geometrical optics regime can be posed as an inverse problem. This problem can be modeled by both the elliptic and hyperbolic Monge-Ampère equation. It was found that at least four distinct optical systems can be calculated for the same optical problem (mapping a fixed source distribution to a fixed target distribution). Two of these systems are solutions to the elliptic Monge-Ampère equation and two are solutions to the hyperbolic problem, yielding convex/concave or saddle surfaces, respectively. We presented multiple design problems and solutions and verified the obtained optical surfaces using ray tracers.

### 8.2 Future research

One of the key reasons for doing research is finding new and unforeseen mechanisms, consequences and opportunities. Here we present a few of the research opportunities which we have not yet explored but deem worthy of further investigation.

- Currently, our numerical methods based on the method of characteristics require a fixed step size per grid line. The factors $\kappa^{\alpha}$ and $\kappa^{\beta}$ are coordinate dependent functions and consequently allow for skew grid lines, i.e., grid lines with $c_{1} x+c_{2} y=c_{3}$ for $c_{1}, c_{2}, c_{3} \in \mathbb{R}$ and $c_{1}^{2}+c_{2}^{2} \neq 0$. Phrased differently, by choosing $\kappa^{\alpha}$ and $\kappa^{\beta}$ the grid lines need not be parallel to the $x$ - or $y$-axis and can possibly even be curvilinear coordinate lines. This possibly allows for efficient hyperbolic Monge-Ampère solvers on irregular domains.
- In Chapter 4 we showed a numerical example where we introduced a discontinuity in the boundary data. Due to the spline interpolation, the shock does not propagate precisely along the characteristic but rather smears out along the grid lines. This may be improved upon by introducing shock-capturing techniques and one-sided spline interpolation.
- In [68], sixteen optical design problems were formulated of which we presented four in this thesis. It seems likely that for each of these design problems (multiple) hyperbolic solutions exist, requiring further research.
- In Chapter 6 we found two elliptic and two hyperbolic solutions to the optical design problem. This is in accordance with the results obtained
in Chapter 2, i.e., for certain examples multiple symmetries exist in the Monge-Ampère equation and multiple solutions can exist when using transport boundary conditions. More specifically, in Chapter 2 we showed there can exist two elliptic solutions and an uncountable number of hyperbolic solutions, dependent on the chosen (co-)domain. Therefore, we speculate there may exist more solutions for the hyperbolic optical design problem than the two found thus far.
- The combination of convex, concave and saddle solutions allows for the construction of periodic and smooth optical elements, possibly reducing unwanted optical artefacts, like scattering or glaring, and increasing the efficacy of optical systems. As the least-squares solver has been shown to work for both the elliptic and hyperbolic Monge-Ampère equation, we conjecture the solver may be used for such periodic continuous optical surfaces.
- We have experimented, but not documented, combining a shooting-like algorithm with the method of characteristics while prescribing transport boundary conditions. To do so, we approximated the initial strip. By stepping in the $x$-direction, the transport boundary condition yields sufficient conditions to derive the boundary conditions required for the method of characteristics if at least one characteristic leaves the domain at all boundary points. By quantifying how well a numerical solution satisfies the transport boundary condition an optimization problem can be formulated. By iteratively updating the initial strip, this method seemed to work for most hyperbolic examples tried. A problem arises when no characteristics leave the domain at least one boundary point, because then the transport boundary condition no longer yields sufficient boundary conditions for mthe method of characteristics. So the question is: Does the transport boundary condition guarantee at least one characteristic leaving the domain for each boundary point? Or phrased more broadly, how are the characteristics and the transport boundary condition related?
- For the elliptic Monge-Ampère equation various uniqueness and existence results are established in the literature. These include, among others, results for classical, Aleksandrov and viscosity solutions and for equivalent formulations in optimal transport theory. Few such uniqueness and existence results exist for the hyperbolic Monge-Ampère equation and even fewer when combined with transport boundary conditions. Our research has experimentally shown that solutions exist and therefore further theoretical results are needed.
- Both the method of characteristics and the least-squares method have their own strengths and weaknesses. Wether these methods can be combined somehow requires further research. One can, for example, consider the evolution of the mapping along the characteristics to update the mapping locally within one iteration of the least-squares algorithm. Vice versa, the result of the least-squares method can serve as the initial strip and accompanying boundary conditions for the method of characteristics.
- In Section 7.1 we mentioned that the orientation of the target boundary, found by applying the optical mapping to the source boundary, differs between elliptic and hyperbolic solutions to the Monge-Ampère equation. This has been observed for all tried elliptic and hyperbolic examples, and does not seem to be confined to optical systems. Thus far no proof has been found for this, but examples are easily constructed by contracting a mapping with a reflection in one axis, e.g., if $\mathbf{m}$ solves an elliptic Monge-Ampère equation, then $\mathbf{m} \circ \mathbf{l}$ with $\mathbf{l}\left(x_{1}, x_{2}\right)=\left(-x_{1}, x_{2}\right)^{\mathrm{T}}$ solves an hyperbolic Monge-Ampère equation.


## Appendix A

## Interpolation for the numerical MOC

In this section we will briefly introduce splines, which we use for numerical interpolation. To understand spline interpolation, we first introduce knot sequences, which generate B-splines, and in term determine the spline interpolant. To this end consider a set of $N+1$ numbers $\boldsymbol{\xi}=\left\{\xi_{0}, \xi_{1}, \ldots, \xi_{N}\right\}$ with $\xi_{0} \leq \xi_{1} \leq \cdots \leq \xi_{N}$. Such a sequence is called a knot sequence and each member of the sequence is called a knot. B-splines $b_{k}^{n}$ of degree $n$ for the knot sequence $\boldsymbol{\xi}$ are recursively defined on the interval $\left[\tilde{\xi}_{k}, \xi_{k+n+1}\right)$ by [41, p. 52]

$$
\begin{equation*}
b_{k}^{n}(t)=\gamma_{k}^{n}(t) b_{k}^{n-1}(t)+\left(1-\gamma_{k+1}^{n}(t)\right) b_{k+1}^{n-1}(t), \quad \gamma_{k}^{n}(t)=\frac{t-\xi_{k}}{\xi_{k+n}-\xi_{k}}, \tag{A.1}
\end{equation*}
$$

for $0 \leq k, k+n+1 \leq N, 0 \leq n \leq k$ with initial values

$$
b_{k}^{0}(t)= \begin{cases}1, & \text { if } \xi_{k} \leq t<\xi_{k+1}  \tag{A.2}\\ 0, & \text { otherwise }\end{cases}
$$

Each B-spline $b_{k}^{n}$ is a polynomial, of degree $\leq n$ on its knot interval $\left[\xi_{k}, \xi_{k+n+1}\right)$, and vanishes outside this interval.

Let $m \in \mathbb{N}_{+}$, let $g$ be a sufficiently smooth function and let $t_{0} \leq \cdots \leq t_{m-1}$ be a set of points such that $g\left(t_{0}\right), \ldots, g\left(t_{m-1}\right)$ are known. Furthermore, let $N=m+n$, so $\boldsymbol{\xi}=\left\{\mathcal{\xi}_{0}, \xi_{1}, \ldots, \xi_{m+n}\right\}$ and let $\boldsymbol{\xi}$ be such that

$$
\begin{equation*}
\xi_{k}<t_{k}<\xi_{k+n+1} \text { for } k=0, \ldots, m-1 . \tag{A.3}
\end{equation*}
$$

These conditions, also known as the Schoenberg-Whitney conditions [41, p.

91], imply that there exists a unique interpolating spline

$$
\begin{equation*}
P(t)=\sum_{k=0}^{m-1} c_{k} b_{k}^{n}(t), \tag{A.4}
\end{equation*}
$$

of degree $n$, which interpolates $g$ in the interval $t \in\left[t_{0}, t_{m-1}\right]$. The coefficients $c_{k}$ are calculated via the implicit relation

$$
\begin{equation*}
\mathbf{A c}=\mathbf{g}, \quad\left(a_{j, k}\right)=b_{k}^{n}\left(t_{j}\right), \quad \mathbf{c}=\left(c_{k}\right), \quad \mathbf{g}=\left(g\left(t_{k}\right)\right) \tag{A.5}
\end{equation*}
$$

for $j, k=0,1, \ldots, m-1$. Furthermore, the associated error can be estimated by

$$
\begin{equation*}
|g(t)-P(t)| \leq C\left(n,\left\|\mathbf{A}^{-1}\right\|_{\infty}\right)\left\|g^{(n+1)}\right\|_{\infty, R} h^{n+1}, \quad t \in R, \tag{A.6}
\end{equation*}
$$

where $\left\|g^{(n+1)}\right\|_{\infty, R}$ is the maximum norm of the derivative of $g$ of order $n+1$ on the interval $R=\left[\xi_{n}, \xi_{n+m}\right], h=\left(\xi_{j+1}-\xi_{j}\right)$ and the constant $C$ depends on the degree $n$ of the B-splines and the infinity-norm of the inverse of A. A convergence order for odd and even $n$ has been established, where generally convergence for odd $n$ is of order $\mathcal{O}\left(h^{n+1}\right)$ as given by (A.6). Convergence for even $n$ has been observed to be of order $\mathcal{O}\left(h^{n+2}\right)$ instead of the theoretical established upper bound (A.6). This observed superior convergence for even $n$ is not fully understood at the time of writing [78].

What remains is to construct a suitable knot sequence such that the Schoenberg-Whitney condition holds. Let data points $t_{0} \leq \cdots \leq t_{m-1}$ be such that $m>n$, i.e., let the number of data points exceeds the degree of the B-splines used for interpolation. Then we choose the knot sequence $\boldsymbol{\xi}$ according to

$$
\begin{cases}\xi_{i}=t_{0} & i=0, \ldots, n-1  \tag{A.7}\\ \xi_{i}=\frac{1}{n-1} \sum_{j=1}^{n-1} t_{i-n+j}, & i=n, \ldots, m \\ \xi_{i}=t_{m} & i=m+1, \ldots, m+n-1\end{cases}
$$

The first and last terms of $\boldsymbol{\xi}$ are the original, possibly duplicated, starting and end values $t_{0}$ and $t_{m}$, respectively. The remaining components are running averages of size $n-1$ of $\left\{t_{j}\right\}$, which ensures (A.3) holds.

Example: Consider the ordered sequence of data points $t:\{1,2,4,5,7,10\}$ and let the desired spline order be $n=3$. Hence $m=6$ and the knot sequence $\xi$ according to (A.7) is given by $\xi:\{1,1,1,3,4.5,6,10,10,10\}$.

In the case that we require extrapolation at a point $t_{e}<t_{0}$ or $t_{e}>t_{m-1}$, we simply estimate $g\left(t_{e}\right) \approx P\left(t_{e}\right)$. This need for extrapolation does occur
for both the modified Euler and Runge-Kutta based methods, as shown in Figure A. 1 for the modified Euler scheme, due to the predictor lying outside of $\Omega$ and missing either the value $a$, or $b$, as it cannot be determined along the characteristic. Let without loss of generality $a>b$, then in order to approximate $b\left(x_{i+\frac{1}{2}}, \tilde{y}_{i+\frac{1}{2}}^{\beta}(1)\right)$ which is needed to calculated $\widetilde{\mathbf{v}}_{i+1}^{\beta}(1)$ according to (4.7), we extrapolate using a spline based on $\tilde{\mathbf{v}}_{i+1 / 2}^{\alpha}(1)$ for $j=1, \ldots, m+$ 1 , known at the $y$-values $\tilde{y}_{i+\frac{1}{2}}^{\alpha}(1)$ inside the domain, to $\tilde{y}_{i+\frac{1}{2}}^{\beta}(1)$ outside the domain.


Figure A.1: Modified Euler based method near the lower boundary of the domain.
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## Summary

## Numerical Methods for the Hyperbolic Monge-Ampère Equation with Applications to Optical Design

Climate change, carbon emissions and the need for more sustainable technologies are familiar topics nowadays. One possible venue for reducing our carbon footprint is to improve the optical/lighting systems we use. In 2021 approximately 875.000 kg of $\mathrm{CO}_{2}$ was globally emitted due to lighting applications [44]. Although this is $6.4 \%$ less than in 2010, the need for more sustainable optical systems remains. Since the introduction of light emitting diodes (LEDs) the luminous efficacy has already increased from 10 lumen per watt for the traditional incandescent light bulb to over 200 lumen per watt for LED bulbs. A big contributor for this is the fact that LEDs produce relatively little heat. This has in term led to the need to redesign many optical systems.

The design of optical systems can be modeled by a mathematical equation called the Monge-Ampère equation. The Monge-Ampère equation is a nonlinear partial differential equation (PDE), which is a class of extremely hard problems for which no complete mathematical theory exists yet. To intuitively understand this, consider one practical application of these PDEs; the forecasting of the weather. People often experience the weather forecasts to be wrong, especially when forecasting multiple days or even weeks ahead. It turns out these forecasts are indeed often objectively wrong, the reason being that the underlying mathematics is complicated and the physics is chaotic!

The design of optical systems, modeled by the Monge-Ampère equation, shares this complexity. Furthermore, the equation comes in two variants, an elliptic and a hyperbolic variant. The optical surfaces one can calculate using the elliptic variant are convex or concave while the hyperbolic surfaces resemble a saddle. Mathematically the elliptic surfaces are easier to calculate than the hyperbolic ones. In this thesis, we developed two algorithms to calculate the hyperbolic surfaces. The first algorithm uses the method of characteristics and the second uses a least-squares approach. We've shown that the hyperbolic surfaces are different from the elliptic ones. Now, combining elliptic and hyperbolic surfaces enables the design of new smooth optical elements which are more energy efficient as they can better steer the light.
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