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A B S T R A C T   

Cardiovascular strain imaging is continually improving due to ongoing advances in ultrasound acquisition and 
data processing techniques. The phantoms used for validation of new methods are often burdensome to make and 
lack flexibility to vary mechanical and acoustic properties. Simulations of US imaging provide an alternative with 
the required flexibility and ground truth strain data. However, the current Lagrangian US strain imaging models 
cannot simulate heterogeneous speed of sound distributions and higher-order scattering, which limits the realism 
of the simulations. More realistic Eulerian modelling techniques exist but have so far not been used for strain 
imaging. In this research, a novel sampling scheme was developed based on a band-limited interpolation of the 
medium, which enables accurate strain simulation in Eulerian methods. The scheme was validated in k-Wave 
using various numerical phantoms and by a comparison with Field II. The method allows for simulations with a 
large range in strain values and was accurate with errors smaller than − 60 dB. Furthermore, an excellent 
agreement with the Fourier theory of US scattering was found. The ability to perform simulations with het-
erogeneous speed of sound distributions was demonstrated using a pulsating artery model. The developed 
sampling scheme contributes to more realistic strain imaging simulations, in which the effect of heterogenous 
acoustic properties can be taken into account.   

1. Introduction 

Ultrasound (US) imaging stands out as medical imaging modality 
due to its ability to image organs at large depths with a high frame rate. 
US imaging therefore not only provides spatial information of the tissue 
scanned, but also allows the analysis of its motion. Many techniques 
have been described in literature to benefit from this motion information 
in US, in order to enhance medical diagnostics [1–3]. These techniques 
include strain elastography and a variety of shear wave elastography 
methods, such as acoustic radiation force impulse imaging and super-
sonic shear wave imaging [4–7]. Strain imaging methods currently 
applied in clinical setting are mainly based on a quasi-static analysis, 
where the externally applied deformation is relatively small (~1%) 
[8,9]. Clinical use of quasi-static strain imaging includes grading liver 
and kidney fibrosis, breast lesion diagnostics, and thyroid and prostate 
cancer detection. However, the deformation ranges and rates are much 
larger in cardiovascular tissues, and a quasi-static analysis is therefore 

not applicable [10]. Furthermore, strain imaging of large cardiovascular 
organs, e.g., the aorta and the heart, requires sufficient US quality at 
relatively large depths, which is impeded by speed of sound aberrations, 
attenuation, and clutter. Therefore, strain imaging for in vivo cardio-
vascular applications remains challenging. 

As a result of ongoing advances in beamforming, ultrafast US ac-
quisitions and data processing, cardiovascular image quality is contin-
ually improving [11,12]. However, a quantitative in vivo evaluation of 
the benefit of the improved image quality for strain imaging is difficult, 
due to the lack of a ground truth. Therefore, the use of tissue mimicking 
phantoms for validation is an important aspect in the development of 
improved techniques for cardiovascular strain imaging. These phan-
toms, however, require validation of their properties themselves, are 
often difficult and time consuming to make, and lack flexibility to vary 
mechanical and acoustic properties [13]. In contrast, numerical simu-
lations provide an experimental platform in which the phantom prop-
erties are exactly known and fully controllable. For these reasons, 
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simulations are used to objectively compare the performance of different 
strain imaging methods [14–16]. Moreover, the controllability of in 
silico experiments can be taken advantage of to generate large datasets of 
US strain data with a ground truth. Simulations are therefore essential 
for the development of data-driven methods, for instance machine- 
learning. 

Many US imaging simulation methods and implementations have 
already been described in literature [17]. The models currently used 
most often for strain imaging are based on the impulse response method 
(IRM) [18,19]. In these models, the total acoustic backscatter is calcu-
lated by linearly superimposing the received pressure of individual point 
scatterers. The medium displacement in IRM models is simulated by 
displacing each point scatterer using a Lagrangian approach. Although 
the IRM is relatively accurate for simple phantoms, it lacks the ability to 
simulate complex tissues. For example, heterogeneities in the speed of 
sound, and higher-order scattering cannot be simulated. These phe-
nomena are the cause of speed of sound aberrations and clutter, which 
are two major effects that limit the US image quality. Not being able to 
simulate those phenomena therefore severely limits the realism of strain 
imaging simulations in complex tissues. 

More advanced methods which are capable of simulating most of the 
relevant physical phenomena by solving the wave equation, have been 
described in literature [17,20–22]. In these methods, acoustic properties 
of the simulated medium are prescribed at fixed points in space, which 
do not move along with the motion of the medium (Eulerian approach). 
Although Eulerian methods have been shown to be able to realistically 
simulate US propagation in heterogenous complex media, they have so 
far not been used for strain imaging. 

Therefore, the goal of this study is to develop and analyse the per-
formance of novel sampling methods to enable accurate strain imaging 
with Eulerian simulation methods. To this end, an interpolation scheme 
is proposed to accurately resample a deformed medium onto the 
Eulerian sample points fixed in space. The scheme was specifically 
designed to be robust against strain induced errors within the medium’s 
spatial frequency bandwidth in the simulation. The scheme is validated 
using grid-based k-Wave simulations of in silico phantoms [22], which 
were displaced using both homogenous and heterogenous displacement 
fields. Furthermore, strain imaging results are compared with data 

obtained from Field II, an IRM often used in literature [23]. Finally, the 
ability to perform strain simulations in acoustically heterogeneous 
media is demonstrated with a simulation of a pulsating artery. 

2. Methods 

2.1. Criteria for the sampling of acoustic properties 

Due to the band-limited nature of US signals, an effective interpo-
lation technique for the acoustic property fields can be devised using 
Fourier theory. According to the Fourier theory of US scattering, a 

mono-frequent US wave with a wave vector k
→

wave interacts uniquely 
with a specific component in the medium property’s frequency space 

with wave vector k
→

medium, when neglecting evanescent waves [24,25]. 

For 180-degree backscatter, the magnitude of k
→

medium is the largest: |

k
→

medium| = 2⋅| k
→

wave|. To capture the acoustic behaviour of the medium, 
it is therefore sufficient to use a bandlimited representation of the me-

dium, with spatial frequencies up to 2⋅| k
→

wave|. Under deformation, the 
medium’s spatial frequency content changes. It is therefore expected 
that an accurate simulation of the deformed medium can be performed if 

all spatial frequencies ≤ 2⋅| k
→

wave| are still sampled correctly after 
deformation. Together with the Nyquist criterion, this implies a sam-
pling of 4 points per wavelength (PPWL) is sufficient. For broadband 
incoming waves, this criterion refers to the smallest wavelength. From 
this point of view, a bandlimited interpolant (BLI) is the natural choice 
for interpolation of the medium [26,27]. An interpolation strategy was 
developed for deforming bandlimited media sampled on a grid, using 
the BLI. The details of this strategy are described in Sections 2.2–2.4. 

2.2. Displacement of band-limited gridded data 

In Eulerian methods, the medium properties in the undeformed 
configuration, m0, are described at spatially constant coordinates x→.

Motion can be prescribed by deforming m0 according to a displacement 
field, to obtain the medium properties in the deformed configuration m. 
An interpolation is needed to apply the deformation and to resample m 
on the same Eulerian coordinates. The BLI is most accurate when using 

Fig. 1. A schematic overview of the medium displacement method with strain artefact correction. The displacement field d
→

0, defined in the reference configuration, 
is interpolated to the deformed configuration using a push operation. Afterwards, the medium is deformed by interpolating the reference image using a 
pull approach. 
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an equidistantly sampled input. Therefore, the undeformed medium 
properties m0 are described using a grid. A pull strategy is used, in which 
m is obtained from the undeformed configuration using a gridded 
interpolation of m0: 

m( x→) = m0( x→− d
→
( x→)). (1) 

where d
→

denotes the displacement field in the deformed configu-
ration (how much the medium was moved). The pull approach was 
implemented using a non-uniform fast Fourier transform (FINUFFT 
2.1.0, Flatiron Institute, New York, NY, USA) for fast and efficient 
interpolation of the undeformed gridded medium properties to their 
displaced locations using a BLI [28]. In many applications however, the 

displacement field is defined in the undeformed configuration, d
→

0 (how 

much the medium will be moved). d
→

can be obtained by interpolating 

d
→

0 using a push interpolation: 

d
→
(

x→+ d
→

0

)

= d
→

0( x→). (2) 

In this case, a scattered interpolation is needed to resample the 

scattered data, pushed to the displaced location x→ + d
→

0, onto the 
Eulerian coordinates x→. For an overview of all interpolation steps, see 
Fig. 1. 

2.3. Strain artefact reduction 

For homogeneous displacement fields, the effective strain is zero, 
and the BLI can be used for interpolation without complications. How-
ever, an inhomogeneous displacement field will result in non-zero 
strains and causes two artefacts for band-limited interpolation. 1) For 
positive strain values, the maximum spatial frequency present in the 
medium is decreased. This effect can affect the simulated interaction 
between the US wave and the medium at high frequencies. 2) For 
negative strain values, compression will occur. This compression in-
creases the maximum spatial frequency present in the sampled medium, 
which can lead to aliasing if the sampling spacing is not sufficient. In this 
study, we propose a sampling scheme that is robust against these strain- 
induced artefacts. 

The input medium is prescribed in the undeformed state. In case of a 
positive strain, the effective maximum frequency in the medium is 
decreased after deformation. The largest frequency in the medium may 
not drop below the maximum supported frequency in the simulation, 
after deformation. Therefore, the sampling spacing of the input medium 
Δxin must be smaller than the spacing of the simulation grid Δxsim: 

Δxin =
Δxsim

1 + ∊
, (3) 

where ∊ is the global maximum nominal strain [29]. In case of a 
negative strain, aliasing will occur if the deformed medium is sampled 
with the same spacing as the undeformed input medium. Therefore, the 
deformed medium is first sampled on an intermediate grid with a 
spacing Δxinter, which is smaller than Δxin. Due to the compression of the 
medium, the medium’s maximum spatial frequency in the intermediate 
grid is increased. Consequently, a low-pass filter is needed to remove 
frequencies larger than 1

2⋅Δxsim
, as these cannot be sampled correctly with 

the grid used in the simulation. After filtering, down-sampling is applied 
to obtain a spacing of Δxsim for use in the simulation. The largest value of 
Δxinter for which no harmful aliasing is present, can be derived analyti-
cally. The alias frequency kalias for the highest frequency present in the 
medium after deformation, kdeform, can be expressed as: 

kalias =
1

Δxinter
− kdeform, (4)  

kdeform =
1

2⋅(1 − c)⋅Δxin
, (5) 

where c is the absolute value of the global minimum nominal strain 
[29]. Aliasing is allowed for frequencies larger than 1

2⋅Δxsim
, as these fre-

quencies are filtered out by the low-pass filter afterwards. Therefore, to 
obtain the optimal (largest) value of Δxinter, kalias is set equal to 1

2⋅Δxsim
. 

Together with Eq. (4) and Eq. (5), this results in: 

Δxinter =
1

1
2⋅Δxsim

+ 1
2⋅(1− c)⋅Δxin

=
2⋅(1 − c)⋅Δxin⋅Δxsim

(1 − c)⋅Δxin + Δxsim
. (6) 

By substituting Eq. (3) into Eq. (6), Δxinter can be determined for 
heterogenous strain fields, when both positive and negative strains are 
present: 

Δxinter =
2⋅(1 − c)
2 + ∊ − c

⋅Δxsim. (7) 

Note that in 2D and 3D, ∊ and c denote the global maximum principal 
strain and the absolute value of the global minimum principal strain 
respectively. If multiple deformed states are simulated, ∊ and c are al-
ways defined with respect to the undeformed state (cumulative strain 
values). 

2.4. Eulerian and Lagrangian backscatter intensities 

The sampling strategy proposed was designed to interpolate the 
frequency content of the undeformed medium correctly using a BLI. 
However, applying strain to a medium not only induces a change in 
appearance, but also affects the intensity of the received simulated 
backscatter. The relation between strain and backscatter intensity is 
different between the Eulerian approach proposed in this study, and the 
IRM employing a Lagrangian approach. In the IRM, fully developed 
speckle can be generated by superimposing the received pressure signals 
of many (> 10 per resolution cell) randomly positioned point scatterers 
[23]. For fully developed speckle, the acoustic intensity (IL) is propor-
tional to the scatterers’ number density (ρN). The relative number den-
sity will vary according to the local strain value, and will thereby affect 
the speckle intensity: 

IL∝ρN∝
1

1 + ΔV
, (8) 

where ΔV denotes the local volumetric strain. In a Eulerian 
approach, white noise speckle may be generated by adding a Gaussian 
variation to the medium property fields. The BLI conserves the signal 
amplitude while interpolating m0, but as a consequence, does not 
conserve signal energy under strain. Straining the signals in m0 with 
constant amplitude, results in an additional scaling of the medium’s 
energy spectral density (S) with (1 + ΔV)2. As the speckle intensity in 
the Eulerian approach, IE is proportional to S (for small impedance 
variations) [25], strain will influence the speckle intensity according to: 

IE∝S∝(1 + ΔV)2⋅IL∝1+ΔV. (9) 

Eq. (8) and Eq. (9) were used pragmatically in this study to quanti-
tatively compare speckle from simulations using the two different ap-
proaches, see Section 2.7. Note that the scaling of both IL and IE with 
respect to (1 + ΔV), as derived here, are only valid for a white noise 
model to generate speckle. The ratio between IE and IL, (1 + ΔV)2, 
however, is caused by the BLI and therefore independent of the speckle 
model used. Although the white noise model allows for a straightfor-
ward comparison between the Lagrangian and Eulerian approach, it 
may not be a realistic model for all media. For a physically correct and 
quantitative simulation, the behaviour of each medium property (e.g. 
density, speed of sound or point scatterer’s amplitude) should be 
modelled as function of strain individually. However, the quantitative 
simulation of speckle under strain is outside the scope of this study. 

J.-W. Muller et al.                                                                                                                                                                                                                              
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2.5. Experimental set-up 

To investigate the performance of the methods proposed for 
deforming gridded media, several numerical experiments were per-
formed with k-Wave [22] using Matlab (R2022b, The Mathworks, 
Natick, Massachusetts, USA). The details of these experiments are 
described in the Sections 2.6–2.9 hereafter but are also summarized in 
Table 1 for reference. In all experiments in this study, a Verasonics 
(Kirkland, Washington, USA) L11-5v linear array transducer was simu-
lated. The transducer consisted of 128 elements with a pitch of 300 μm 
and an element width of 270 μm. The center frequency was 7.6 MHz and 
the channel data were sampled with a frequency of 31.25 MHz. The 
bandwidth of the probe was 75% (at − 6 dB), unless stated otherwise. 
The frequency response of the probe was simulated using a Hann win-
dow in the temporal Fourier domain. For further details on the imple-
mentation of the transducer properties in k-Wave, the reader is referred 
to [27]. 

2.6. Error analysis of homogenous medium displacement 

Interpolation of the medium may introduce errors in both the 
amplitude and the phase of received backscatter. The introduced errors 
were compared for several interpolation methods (linear, cubic, spline 
and BLI) while applying homogeneous medium displacement in a 1D k- 
Wave simulation. Δxsim was set to 25 μm, corresponding to ~7.9 PPWL 
at the centre frequency. An echoic region with a diameter of 2 mm 
(~10λ) was simulated at a depth of 1 cm within an anechoic background 
medium with a density of 1000 kg/m3 and a speed of sound of 1500 m/s. 
The echoic region was simulated by adding random Gaussian fluctua-
tions to the density or the speed of sound map. Two different types of 
simulations were performed: 1) The Gaussian fluctuations were added to 
the density map, and the speed of sound remained constant and 2), the 
fluctuations were added to the speed of sound map, and the density map 
remained constant. The standard deviations of the distributions were 1 
kg/m3 and 1 m/s respectively. Sub-pixel displacements, between 0 and 
Δxsim, were applied to the medium. In this 1D simulation, the point 
spread function is independent of the spatial location. Therefore, the 
displacement of the medium should not alter the received backscatter 
signal apart from the time-of-flight. To compare the results of the dis-
placed medium with those of the reference simulation, the received 
channel data were corrected for the altered time-of-arrival. The pressure 
signals were shifted in time using a BLI, for which the bulk speed of 
sound was used to determine time offset caused by the medium 
displacement. After correction, the resulting channel data were 
compared using the root-mean-square (RMS) pressure and average 
phase of the backscatter to analyse the performance of the different 
interpolation methods. 

2.7. Error analysis of heterogenous medium displacement 

The accuracy of the Eulerian BLI sampling strategy to simulate 
strained media was determined using a 2D k-Wave simulation. To obtain 
a reference to compare with, the medium was described using a 
Lagrangian approach. Each point scatterer was defined off-grid and 
sampled on the k-Wave grid using a BLI. In the Eulerian displacement 
approach, the displacements were applied after sampling the point 
scatterers, using the scheme proposed. In the Lagrangian displacement 
approach, the point scatterers were moved according to the displace-
ment field first, before being sampling on the grid. Although the 
Lagrangian approach is limited to media defined by point scatters only, 
it provides an accurate reference to compare with, while the proposed 
Eulerian method can be applied to any gridded medium definition. An 
echoic disc with a diameter of 2 mm (~10λ) was simulated at a depth of 
1 cm within an anechoic background medium with a bulk density of 
1000 kg/m3 and a bulk speed of sound of 1500 m/s. The echoic region 
was simulated using 104 point scatterers (~3200 scatters per mm2) 
placed randomly within the disc with a uniform spatial distribution, to 
create fully developed speckle. The amplitude of the point scatterers was 
sampled from a Gaussian distribution with a standard deviation of either 
1 kg/m3 or 1 m/s, and the resulting fields were added to the bulk density 
and bulk speed of sound fields respectively. The channel data were 
simulated for multiple axial strain values, whereas the lateral displace-
ment was set to zero. The axial displacements were chosen to be linearly 
increasing with axial position, relative to an offset Oax. This results in an 
analytical description of the displacement fields as: 

d0ax(xax) = ∊ax⋅(xax − Oax), (10)  

dax(xax) =
∊ax⋅(xax − Oax)

1 + ∊ax
, (11) 

where doax, dax, xax and ∊ax denote the axial displacement in the 
reference frame, the axial displacement in the displaced frame, the axial 
Eulerian position and the axial strain respectively. Oax is the origin of the 
axial strain, where the displacement and strain are zero, and was set to a 
depth of 1 cm. The strains ranged from − 0.5 to 0.5 and were each 
applied to the undeformed medium in a single deformation step. In the 
Eulerian approach, ∊ and c were both set to either 0, for no strain artefact 
corrections, or both to a value of 0.1. The relative scattering amplitude 
of the field was multiplied by 

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1 + ∊ax

√
in the Lagrangian approach, and 

by 1̅̅̅̅̅̅̅̅̅
1+∊ax

√ in the Eulerian approach, to ensure strain independent speckle 
intensities in the received channel data in both approaches. US simu-
lations were performed using a single 0 angle plane wave, which 
allowed for a straightforward comparison of the strain induced errors 
with the Fourier theory of scattering. The delay-and-sum (DAS) beam-
formed RF images were compared to the DAS beamformed images ob-
tained with the reference method to determine the performance of the 
strain method proposed. The error in dB was determined in a circular 
region of interest with a radius of 3 mm around the inclusion, according 
to: 

ε = 10⋅log10

∑(
p − pref

)2

∑
p2

ref
. (12) 

The sampling scheme proposed was designed to correctly sample all 
frequencies in the k-Wave grid after deformation with a strain value in 
the range [ − c,∊]. However, if the k-Wave grid is sampled with more than 
4 PPWL of the maximum US pulse frequency, a part of the highest spatial 
frequencies in the medium has no interaction with the US pulse, see 
Section 2.1. This implies the scheme proposed may still be accurate even 
for strains outside the range [ − c,∊], if the undeformed grid is sampled 
with more than 4 PPWL. To analyse the influence of the maximum fre-
quency of the transmitted pulse on the accuracy of the sampling scheme, 
two different bandwidths were used. Simulations were performed with 
bandwidths of 37.5% and 75% (at − 6 dB), both with a Δxsim of 29.6 μm. 

Table 1 
A summary of all simulations performed, briefly stating the purpose and simu-
lation settings used.  

Simulation Description Purpose Settings 

1D homogeneous 
displacement simulation ( 
Section 2.6) 

Characterizing errors of 
several interpolation methods 
for medium displacement 

Δxsim: 25 μm. 

2D simulation with uniaxial 
strain (Section 2.7) 

Analyzing strain simulation 
performance in a controlled 
way using a reference 
simulation 

Δxsim: 29.6 μm 
Acquisition: 
single plane wave 

2D simulation of 
incompressible medium 
with heterogeneous strain 
(Section 2.8) 

Comparing strain results with 
Field II, using a finite element 
model of a compressed 
medium 

Δxsim: 25 μm 
Acquisition: 13 
coherent plane 
waves 

2D strain simulation of an 
artery with speed of sound 
aberration (Section 2.9) 

Verifying the ability to 
simulate strain imaging in 
acoustically heterogeneous 
tissues 

Δxsim: 25 μm 
Acquisition: 13 
coherent plane 
waves  
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This specific value corresponds to exactly 4 PPWL of the maximum 
frequency present in the 75% bandwidth pulse (12.7 MHz, at − 60 dB) 
and therefore corresponds to the coarsest sampling possible according to 
the Fourier theory of US, see Section 2.1. The maximum frequency 
present (-60 dB) in the 37.5% bandwidth pulse was 10.1 MHz (5 PPWL) 
and is therefore sampled finer than theoretically needed. 

2.8. Strain imaging comparison between k-Wave and Field II 

The quality of the strain simulations using the sampling scheme 
proposed was further analysed in a more realistic use case. The 
compression of a 2D soft tissue phantom was simulated in both k-Wave 

and Field II [22,30]. Field II was chosen to provide a reference simula-
tion, as it has a been used extensively in literature to simulate motion in 
media with a homogenous speed of sound [17,18]. The centre of the 
simulated US array was used as the origin of the coordinate system. The 
phantom contained four inclusions with a diameter of 5 mm, placed at a 
depth of 20 and 30 mm, see Fig. 2. The bulk tissue’s shear modulus was 
100 kPa, and the four inclusions had an increasing shear modulus be-
tween 150 and 300 kPa. The displacements in the tissue were obtained 
using a finite element simulation, using a plane strain incompressible 
Neo Hookean model in Abaqus (2019, Dassault Systèmes, Vélizy-Villa-
coublay, France), with triangular CPE6H elements. The mesh was ob-
tained using Triangle 1.6 [31], and refined with MMG (5.6.0, INRIA, 

Fig. 2. An in silico strain phantom with four stiffer inclusions, which was imaged using a linear array. The bottom face of the phantom was displaced towards the top, 
causing a bulk strain of 5%. The top face was only constrained in z-direction. The aperture of the probe is indicated with the dotted lines. 

Fig. 3. (a–c) The homogeneous, layered, and aberrating speed of sound maps used in the pulsating artery simulations are shown respectively. Note that the speed of 
sound is identical inside the vessel for all media. (d) The pressure applied to the inner wall of the artery as function of the frame number. 
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Bordeaux, France), with a target maximum edge length of 1 mm for the 
bulk tissue and 0.1 mm for the inclusions. Compression was applied by 
prescribing the displacements in the z-direction at the bottom face of the 
phantom. The motion at the top face was restricted in z-direction but 
allowed to move in x-direction. A bulk compression of 5% was pre-
scribed in steps of 0.5%, yielding 11 frames with displacement data. The 
mean lateral displacement in each frame was subtracted from the dis-
placements, to ensure that no global lateral drift occurred. The nodal 
displacement values in the deformed frame were interpolated to a 
Eulerian grid using a linear interpolation in each triangular element. For 
each frame, 13 plane waves with angles between − 15 and +15 degrees 
were compounded to obtain 11 US images. In k-Wave, the channel data 
were generated in 2D using a Δxsim of 25 μm. The displacement was 
applied using the sampling scheme proposed, in which both ∊ and c were 
set to 0.07. Speckle was generated with uniform spatial intensity by 
adding Gaussian noise to the input density map. 

In Field II, the channel data was generated using a sampling fre-
quency of 100 MHz, which was down sampled to 31.25 MHz using a BLI. 
Speckle was generated by randomly placing scatterers in the 2D imaging 
plane with Gaussian distributed amplitudes. Out-of-plane scatterers 
were not simulated, consistent with the 2D geometry simulated in k- 
Wave. The impulse response in Field II, however, propagates as a 3D 
spherical wave, whereas in the 2D k-Wave simulation it is cylindrical. 
This leads to minor received pressure amplitude differences between the 
methods as function of depth, but its effect is deemed negligible for the 
speckle’s local properties in the US images. The spatial density of the 

scatterers was 500 mm− 2, which was found to be sufficient to generate 
fully developed speckle. The channel data were DAS beamformed on a 
Cartesian grid and demodulated to baseband IQ data. 

The displacements in both simulations methods were estimated on a 
new Cartesian grid, using a block-matching method, employing the 
normalized cross-correlation. The axial and lateral displacement kernel 
sizes were 21 by 29 pixels (1050 µm by 1450 µm). Afterwards, strain 
values were calculated using a least-squares strain estimator (LSQSE), 
with a kernel size of 11 by 11 pixels (2750 µm by 2750 µm) [32]. The 
reference strain field obtained from the FEM simulations was deter-
mined using the same LSQSE, to eliminate effects of the strain estimation 
method itself. The strain fields were compared using the elastographic 
signal-to-noise ratio SNRe: 

SNRe = 20⋅log10(
|μinc|

σback
)

where μinc denotes the cumulative mean axial strain in the inclusions, 
and σback the standard deviation of the cumulative background axial 
strain. 

2.9. Pulsating artery in acoustically heterogeneous media 

The ability to perform strain imaging in acoustically heterogeneous 
media was verified using a simulation of a pulsating artery. The artery 
was rotationally symmetric and had an outer radius of 3 mm and a wall 
thickness of 0.65 mm. The motion of the artery was modelled using an 

Fig. 4. The performance of different 
interpolation methods for homoge-
nous displacement in 1D is shown. (a, 
b) The RMS pressure for sub-pixel 
displacements of the density field 
and speed of sound field. (c, d) The 
phase error for sub-pixel displace-
ments of the density field and speed 
of sound field. (e, f) Time of flight 
corrected reconstruction of the pres-
sure with a medium displacement of 
0.25 pixels. The solid red line shows 
the pressure for the zero-displacement 
reference simulation. The position is 
relative to the center of the echoic 
region.   
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Fig. 5. The reconstructed B-mode images (60 dB dynamic range, 75% bandwidth) of the strained 2D disk are shown for different sampling strategies of the density 
map: (a) Undeformed reference; (b) 20% strain using the BLI with the sampling method proposed; (c) 20% strain using the reference method; (d) 20% strain using the 
BLI without strain correction. The intensity error as function of strain is shown for the 37.5% and 75% bandwidth simulations in (e) and (f) respectively. 

Fig. 6. The displacement tracking (frame 10 to 11), cumulative strain (frame 11) and B-mode (frame 11, 60 dB dynamic range) imaging results are shown for both 
the Field II simulation and the k-Wave simulation with the sampling method proposed. 
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analytical incompressible plane strain model, in which the Young’s 
modulus was set to 500 kPa [33]. A pressure pulse was applied on the 
inner wall of the vessel in 30 frames, see Fig. 3(d). For each frame, 13 
plane waves with angles between − 15 and +15 degrees were simulated 
(as in Section 2.8) and compounded to obtain 30 US images. The artery 
was embedded in three media with a different speed of sound distribu-
tion: 1) a homogeneous speed of sound of 1540 m/s, 2) a 17 mm flat 
layer with a speed of sound of 1580 m/s within a background speed of 
sound of 1540 m/s and 3) an aberrating layer with a speed of sound of 
1580 m/s within a background speed of sound of 1540 m/s, see Fig. 3 
(a)–3(c). In all cases, the density was set to a constant value of 1000 kg/ 
m3. To add speckle, Gaussian noise with a standard deviation of 1.35 m/ 
s and 4.28 m/s was added to the bulk speed of sound map, in the 
background and artery wall respectively. No speckle was added in the 
lumen. The parameters ∊ and c were both set to 0.07, which was suffi-
cient for the absolute maximum analytical strain of ~0.05 at peak sys-
tole. Displacement tracking and strain imaging were performed with 
identical parameters as described in Section 2.8, apart from the size of 
the strain kernel. Here, the size of the strain kernel was 3 by 5 pixels 
(600 µm by 2400 µm) in radial and circumferential direction 
respectively. 

3. Results 

3.1. Error analysis of homogenous medium displacement 

Simulations of an echoic region were performed in 1D, to analyse the 
performance of various interpolation methods when applying homoge-
neous displacements to the medium, see Fig. 4. The RMS pressure of the 
received backscatter is dependent on both the displacement, measured 
as fraction of a pixel in the k-Wave grid, and the interpolation method 

used. The linear interpolation method performed worst. It resulted in an 
RMS pressure of 47% and 46% with respect to the reference RMS 
pressure, when interpolating the density and speed of sound map 
respectively, see Fig. 4(a) and 4(b). Although cubic and spline interpo-
lation show a smaller RMS pressure underestimation, only the BLI 
method is capable of displacing both medium properties without 
significantly affecting the RMS pressure. The phase errors of the received 
signals show a similar behaviour, see Fig. 4(c) and 4(d). Again, linear 
interpolation performed worst, now together with cubic interpolation, 
and the BLI shows no significant phase errors. The phase errors were 
similar when displacing the density map and the speed of sound map, for 
all interpolation methods. Overall, the absolute phase errors were 
relatively small for all interpolation methods, with a maximum absolute 
error of 0.09 rad. 

3.2. Error analysis of heterogenous medium displacement 

An analysis of the performance of the sampling method proposed was 
performed using 2D simulations of a strained echoic disc region. Oscil-
lations in the RF data are introduced when strain is applied to the speed 
of sound or density map using the BLI without corrections (∊ = c = 0). 
These oscillations can be observed in the envelope detected B-mode 
images as white streaks in the background but are not visibly present in 
the region within the discs, see Fig. 5(d). With the proposed sampling 
scheme, these distortions can no longer be observed in the image after 
deformation, see Fig. 5(b). To analyse the improvement quantitatively, 
the beamformed RF data were compared with the data obtained from 
reference simulations (Lagrangian displacement of the scatterers). The 
mean relative error was determined using Eq. (12). A circular region 
with a diameter of 3 mm around the discs after deformation was used as 
region of interest, see Fig. 5. For the 75% bandwidth pulse, the medium 

Fig. 7. The results of the pulsating artery simulation 
in the three different acoustic media are shown. (a–c) 
The B-mode images (frame 6, 60 dB dynamic range) 
are shown for the heterogenous, layered and aber-
rated medium respectively. (d–f) The circumferential 
strain overlayed over the B-mode image at peak 
systole (frame 6) are shown in the heterogenous, 
layered and aberrated medium respectively. (g) The 
global median circumferential strain as function of 
frame number is shown. (h) The reference true 
strains overlayed over the homogeneous medium B- 
mode image at peak systole (frame 6).   
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was sampled at the theoretical lower limit, with exactly 4 PPWL at 12.7 
MHz (maximum frequency present). Therefore, it is expected that any 
non-zero strain will lead to increased intensity error if no corrections are 
applied. This was also observed experimentally, e.g., the error increased 
from around − 70 dB at zero strain, to − 37 dB for − 0.1 strain and to − 35 
dB for 0.1 strain. When strain corrections were applied with the method 
proposed (∊ = c = 0.1), the error remained relatively stable at a value of 
− 70 dB for strain values between − 0.1 and 0.1, in accordance with the 
prescribed values for c and ∊. The intensity error of the data simulated 
with a 37.5% bandwidth pulse shows a different behaviour as function 
of strain, see Fig. 5(f). In this case, the sampling of the medium was 5 
PPWL at 10.1 MHz (maximum frequency), smaller than the theoretical 
limit of 4 PPWL. The theoretically calculated range of strain values for 
which the spatial frequencies smaller than 1

4λ (at 10.1 MHz) are still 
sampled correctly, were determined using Eq. (3) to Eq. (5). These 
ranges were − 0.17 to 0.25 and − 0.23 to 0.37, for the uncorrected and 
corrected data, respectively. This agrees well with the experimental 
results, as within these ranges the intensity error remained smaller than 
approximately − 60 dB. Still, a slight increase in error within the ranges 
is observed for larger absolute strain values. However, for strain values 
outside the theoretically calculated ranges, the error increases much 
faster in both directions. For these larger absolute strain values, the 
spatial frequencies in the medium smaller than 1

4λ are no longer sampled 
correctly. Consequently, the interaction between the medium and the 
high frequencies pressure waves in the US pulse is affected. Note that the 
results discussed here were obtained from simulation in which the 
density map was deformed. The intensity errors in simulations in which 
the speed of sound map was deformed, show an almost identical 
behaviour, see Fig. A1. 

3.3. Strain imaging comparison between k-Wave and Field II 

Strain imaging of a tissue phantom with four stiffer inclusions was 
simulated. The results obtained using k-Wave, with the correction 
method proposed, were compared to the reference method employing 
field II, see Fig. 6. Overall, the estimated displacement fields are very 
similar between the k-Wave and Field II, both in axial and lateral di-
rection. The estimated cumulative axial strain fields, after displacement 
tracking of the 11 frames, are almost identical in appearance. Both 
displacement fields and the axial strain could be determined accurately 
with the k-Wave data, as no bias compared to the Field II results is 
observed. Furthermore, the irregularities in the background, caused by 
an imperfect displacement tracking, are comparable in amplitude. The 
mean and standard deviation of the SNRe for the inclusions were 21.2 ±
1.2 dB using Field II, and 22.1 ± 1.2 dB using k-Wave. 

3.4. Pulsating artery in acoustically heterogeneous media 

Strain imaging simulations were of a pulsating artery were per-
formed in three different acoustic media, see Fig. 7. The circumferential 
strains in the artery could be determined relatively accurately in the 
simulations with the homogeneous and layered speed of sound media. In 
both cases, the circumferential strain shows the expected spatial distri-
bution, where the magnitude of the strain is highest for smaller radii. 
The larger speed of sound in the layered medium caused the apparent 
position of the vessel to shift upwards. Furthermore, the layer had a 
defocussing effect and slightly worsened the contrast of the lumen, 
compared to the homogeneous speed of sound medium. Still, these ef-
fects only had a minor influence on the determined spatial strain dis-
tribution and median strain curve over time. In the aberrating medium, 
however, the decrease in contrast was more severe, and the determined 
spatial distribution of the strain was worse. The regions at the top and 
bottom, where the circumferential direction corresponds to the lateral 
direction of the US beam, were affected more by the aberration. The 
median strain curve over time showed a more severe underestimation of 

the strain, compared to the homogeneous and layered media results. 

4. Discussion 

Simulations of US strain imaging have been used extensively in 
literature for both the development and the validation of novel strain 
imaging techniques. The models currently used describe the tissue 
properties as a collection of moving point scatterers using the IRM. The 
IRM lacks realism, as the effects of speed of sound aberrations and 
clutter are not modelled. More advanced and realistic Eulerian US wave 
propagation models exist, which sample the tissue at fixed points in 
space. In this study, a sampling scheme was developed and validated 
using k-Wave, which enables the simulation of tissue motion and 
deformation in Eulerian methods. The developed methods allow for 
simulations of strain imaging in which effects of aberration and refrac-
tion are included. 

The scheme proposed was developed by means of a Fourier-based 
description of US scattering in heterogeneous media. As expected from 
this theory, the BLI was the most accurate method to displace scattering 
tissue, as compared to linear, cubic and spline interpolation. Although 
the phase errors remained relatively small, the amplitude of the re-
flected waves were underestimated for all interpolation methods other 
than the BLI. The underestimation of the amplitude depends on the type 
of interpolation and the displacement but was as high as 54% for the 
linear interpolation method. This implies that for heterogeneous 
displacement fields, erroneous decorrelation of speckle may occur, as 
not all reflections are underestimated by the same amount. Furthermore, 
some displacement estimation methods are particularly sensitive to the 
amplitude of the received backscatter, such as optical flow tracking. 
Therefore, the BLI increases accuracy of the simulated US data, even if 
only homogeneous displacements are simulated. 

For heterogeneous displacement, the scheme proposed could effec-
tively reduce the strain artefacts occurring when no correction was 
applied. For simulations performed at the limit of 4 PPWL (at maximum 
frequency), the results were accurate (error <~60 dB) within the 
specified range [ − c,e]. These results are in agreement with the Fourier 
theory of US scattering and imply that accurate strain simulations can be 

performed if all spatial frequencies ≤ 2⋅| k
→

wave|, are still sampled 
correctly after medium deformation. Moreover, this agreement with 
Fourier theory also implies that the lower bounds of the grid spacings in 
the sampling strategy proposed, Δxin and Δxinter, are limited by the 
Nyquist criterion only. The sampling strategy is therefore both accurate 
and computationally efficient. For simulations with a spacing Δxsim 
smaller than the limit of 4 PPWL, accurate strain simulations are 
possible using the BLI even if no strain corrections are applied. The range 
of strains that can be simulated accurately without strain corrections 
increases with the number of PPWL used in the simulation. The sampling 
scheme with strain corrections, however, allows for accurate strain 
simulations with only 4 PPWL. It therefore allows for coarser simulation 
grids with reduced computation time, notably if large strains are simu-
lated. It should be noted however, that the Fourier theory used neglects 
the influence of evanescent waves. Although the impact of evanescent 
waves on first-order echoes is small, higher-order scattering within 
several wavelengths may be influenced by the presence of evanescent 
waves [25]. Accurate simulation of higher-order scattering may there-
fore require a sampling of more than 4 PPWL. This requirement, how-
ever, depends on the medium and simulation method used and is not an 
intrinsic limitation of the sampling scheme proposed. 

The sampling scheme was further compared with Field II, using a 
phantom with heterogeneous mechanical properties and a homogeneous 
speed of sound. Although the resulting strain results were very similar 
between the two methods, the Eulerian approach offers several advan-
tages. First, the computation time in Lagrangian methods increases with 
the number of point scatterers present. In Eulerian methods, the 
computation time is relatively invariant with respect to the medium 
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properties. For simulations of realistic speckle-rich in vivo images, the 
Eulerian approach is therefore less computationally demanding. Sec-
ondly, heterogeneities in the speed of sound, and higher-order scattering 
cannot be simulated in typical IRM-based Lagrangian methods [34], 
whereas these phenomena can be simulated in most Eulerian methods. 
However, for a fair comparison with Field II, higher-order scattering was 
not considered in this study by adding only small variations in acoustic 
properties to generate speckle. The ability to simulate strain imaging in 
media with heterogenous speed of sound was demonstrated using a 
simulation of a pulsating artery. The simulations of the artery in layered 
and aberrating speed of sound media showed expected behaviour, 
regarding image contrast and strain results. Another benefit of the 
Eulerian approach is the possibility to prescribe the acoustic properties 
on a grid, similar to ordinary images. This allows for the use of standard 
image processing software to define the acoustic properties maps and for 
straightforward comparisons with images from other modalities. Last, 
more complex physics, such as non-linear and elastic wave propagation, 
are typically simulated with Eulerian methods [17,35–37]. Although not 
investigated in this study, we hypothesize that strain simulations with 
non-linear and elastic wave propagation may be feasible with the sam-
pling scheme proposed. 

5. Conclusion 

In this study, a sampling strategy to perform US strain simulations 
with Eulerian simulation methods was developed and validated. The 
method was validated using k-Wave simulations, in which point scat-
terers were displaced using both a Eulerian and a Lagrangian approach. 
A good agreement was found with respect to Fourier theory of US 
scattering. Furthermore, strain images obtained using k-Wave with the 
sampling scheme proposed were equivalent to those obtained using 
Field II for homogeneous media. The developed sampling strategy en-
ables strain imaging simulations of media with heterogenous speed of 
sound distributions and higher-order scattering, using Eulerian simula-
tion methods. The ability to simulate these phenomena is essential to 
increase the realism of simulated US images of in vivo tissue. 
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