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Abstract
Case-Based Reasoning is a proven method to provide decision support in a manufacturing context.
However, data and knowledge relevant for the case representation is often spread over distributed
sources, leading to challenges in the case representation and retrieval. Those challenges require different
techniques that this PhD project aims to develop. Techniques for data collection and integration during
the case representation, as well as similarity measurement during case retrieval. This paper describes
the motivating problem, the research methods, and the current state and future plans.
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1. Introduction

One of the challenges identified for Case-Based Reasoning (CBR) research is the acquisition
of cases from heterogeneous and distributed data sources [1]. This challenge certainly also
applies to complex manufacturing environments, where CBR can be applied to assist engineers
with the handling of quality incidents. In case customers have an issue with a device, they
might initiate a (quality) complaint at the company that produced the device. The company
should then analyse the complaint and take suitable measures, like containment and corrective
action. This complaint handling process is taking an increasing amount of effort, caused by
the increasing product and production process complexity. Especially in the semiconductor
industry [2], which is the main motivating use case for this project. During the handling process
there are already some commonality checks done to find historic complaints related to a new
complaint. However, due to the challenges described below only to limited extend.
In manufacturing companies there are many data available about the products and their

production process, which can be used to describe a (complaint) case. These data are often
spread over many different systems. Not only because of the different types of data that are of
interest, but also because of the complexity of the semiconductor production process, consisting
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of many different production steps spread over multiple facilities. At the same time it is costly to
index all data in a central case base. Therefore, a system that supports engineers with identifying
similar cases (historic complaints), will have to deal with distributed and heterogeneous sources.
These characteristics introduce specific challenges, and this research will try to solve some of
them, focusing on case representation and retrieval phase of the CBR cycle [3].

2. Research Plan, Objectives, and Approach

The goal of this project is to develop a (decision support) system that assists engineers in the
handling of manufacturing incidents by providing cases similar to the new case they have at
hand. The system should leverage data and knowledge from distributed and heterogeneous
sources. As such, answer the following research question: How to identify related quality
incidents in a manufacturing environment with distributed and heterogeneous data
and knowledge sources?

2.1. Sub-projects

The project is divided into four sub-projects. The topic of the first sub-project is the devel-
opment of a general framework for CBR-based decision support leveraging distributed and
heterogeneous sources. The other sub-projects focus on specific components in this framework,
for case representation and retrieval. More details about the evaluation of the components and
system can be found in subsection 2.2.

I. Framework

How to design a system to find related quality incidents in a manufacturing environment with
distributed and heterogeneous data and knowledge sources?
The first sub-project focuses on a framework to support the CBR-cycle, more specifically the
case representation based on distributed sources. In distributed decision support systems [4] and
CBR systems for knowledge management [5, 6, 7] it is common to use an agent-based approach.
Chaudhury et al. [8] proposed a solution for CBR with distributed storage of cases. Similarly,
Camarillo [9] proposed a knowledge management framework using CBR in an industrial context.
However, both focus on combining cases from distributed case bases, while this research focuses
on gathering data from distributed systems for case representation. Therefore, the system
should be able to collect and integrate data from heterogeneous sources to describe a new
case, refine and enrich the case representation, and provide similar cases back to the user. An
overview of the main steps can be found in Figure 1. The system will to a large extend rely on
Semantic Web Technologies, which are proven to be suitable for combining data and knowledge
driven approaches [10]. The main components of this architecture are investigated as part
of the other sub-projects. Once the components are developed, the framework will also be
implemented and evaluated with the (source) systems in a case study.
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Figure 1: Main steps of the CBR-based decision support for quality incidents.

II. Case Representation: Trace identification

How to identify the entities and events that were involved in the production process of a case?
During the production process often multiple case identifiers are used and production batches
are split and merged. For example, when multiple semi-finished goods are assembled into one
device. This results in multi-dimensional event data, and introduces fuzziness and uncertainty
in the trace. Therefore, it is a challenge to collect relevant data and information to build a case
representation. The production trace [11] can serve as the foundation for the case representation.
The production trace describes the production process of a device and consists of production
events and related entities. It can be represented as an event graph, which is well suited to
represent multi-dimensional event data [12], combining the time and relation dimension. In
comparison to Esser and Fahland [12], this research aims to enrich the event graphs with
knowledge encoded in ontologies. For example, Lee and Park [13] improved the traceability
using information about the bill of materials. The developed technique should be able to
generate an event graph consisting of events and entities on different levels of aggregation,
which describe the production trace for the case at hand.

III. Case Representation: Data integration

How to integrate data from distributed and heterogeneous sources?
The first step of the representation phase introduced by Finnie and Sun [14] is to construct
a case description. This research will focus on event and sensor data for describing the case,
which are common in the manufacturing domain [15]. As it is costly to integrate and store
all sensor data centrally, a method is required to reduce the data volume and dimensionality
to be able to integrate it into one case representation. Wang et al. [16] propose to aggregate
sensor data to events and integrate those events with graph structured context data. Similarly,
the system developed by Gundersen et al. [17] abstracts sensor data to events using pattern
matching. Those events are subsequently used in CBR to find similar situations from the past.
In a similar way, this research aims to use machine learning techniques to extract features
from a series of data points[18]. Those data points are generated by sensors on the production
equipment and describe the production process of one device. The extracted features should
correlate to quality incidents.
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IV. Case Retrieval: Similarity Measurement

How to find similar quality incidents based on heterogeneous incident descriptions leveraging
domain knowledge?
The goal of this sub-project is to develop a technique that can be used to retrieve cases similar to
a novel case. Camarillo et al. [6] use a predefined set of attributes to describe the case and its con-
text. To deal with the distributed and heterogeneous sources, a more flexible case representation
format is required. Therefore, this research aims to use RDF (Resource Description Framework)
knowledge graphs and corresponding graph-based similarity measurement techniques. Zhang
et al. [19] also used knowledge graphs, but conclude that more work needs to be done on the
similarity and knowledge reasoning. Furthermore, domain knowledge is required to conduct
proper similarity measurement. This knowledge can be represented by taxonomies or ontologies
[6, 20, 21, 5, 22]. There are various standards for describing ontologies/taxonomies using RDF,
for example OWL1 and SKOS2, which as such can be integrated in the case representation.

2.2. Evaluation of the system

The sub-projects will result in different components of the system, which require different
methods and data sets to validate and evaluate their functioning.

Sub-project II The data collection and integration solution can be validated using simulated
or actual (from a semi-conductor use case) production events. However, there exists no data
set with ’known-good production traces’. Therefore, the aim is to identify and reconstruct a
number of traces for a validation data set, with the help of engineers.

Sub-project III The feature extraction technique can be evaluated using sensor data collected
from equipment that is used in the production process. After most production steps a quality
check is done. The results of this check can be used to validate if the derived features are indeed
correlated to quality incidents.

Sub-project IV The aim is to evaluate the graph-based case comparison technique, using a
data set from the semi-conductor use case described in the introduction (handling of customer
complaints). The data set consists of historic complaints, traceability data (production events
from different Manufacturing Execution Systems (MES)), and data from Product Life cycle
Management (PLM) systems. In practice there are already some commonality checks done by
the engineers, which can be used as a benchmark.

The integrated system The preferred method of evaluating the integrated system, which
integrates the techniques developed in the sub-projects, is to combine the data sets used to
evaluate those sub-projects. However, the challenge is that only a very small portion of produced
devices result in a complaint, which in turn are only detected months to years after production.
Therefore, it will be difficult to construct a data set with relevant sensor and complaint data. A

1https://www.w3.org/TR/owl2-primer/
2https://www.w3.org/TR/skos-primer/
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possible solution is to use simulated data, based on the data collected before. An alternative is
to find a different use case, in which quality incidents occur with higher frequency, such that it
is possible to construct a data set that contains related sensor and incident data.

3. Progress Summary

At the time of submission, most work is done on defining the framework for data collection
and integration (sub-project I) in the context of the MAS4AI project. In future, the developed
framework will be evaluated in a case study, using data and information sources from a manu-
facturing company. Next to the work on sub-project I, two case studies are in progress which
look into modelling event graphs based on manufacturing events, and feature extraction from
sensor data, respectively contributing to sub-project II and III. Both focus on a specific step in
the semi-conductor production process.
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