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Abstract

Ultra-reliable and low-latency communications (URLLC), which are critical scenarios

in the fifth-generation (5G) and the upcoming sixth-generation (6G) mobile net-

works, are crucial for mission-critical services with stringent reliability and latency

requirements. However, due to the limited time and frequency resources in URLLC

transmissions, the decoding packet error probability (PEP) is unavoidable, making

it extremely challenging to meet the reliability constraint. One key challenge is that

the current wireless systems use pilot symbols for channel estimation, and these pilot

symbols share the channel resources with data symbols. In practice, a limited number

of pilot symbols also leads to inevitable channel estimation errors, resulting in imper-

fect channel state information (CSI) at the base station and the user. Increasing the

number of pilot symbols would yield more accurate channel estimation, but the re-

maining number of symbols for data transmissions will be reduced, thereby reducing

resource utilisation efficiency. Therefore, it is essential to develop effective solutions

to enhance resource utilisation efficiency while satisfying the reliability requirement

in URLLC systems.

Resource allocation strategies for multiple-input single-output (MISO) URLLC sys-

tems are first introduced in this thesis to maximise resource utilisation efficiency with

imperfect CSI. In the first part, I focus on the independent and identically distributed

(IID) Rayleigh fading channel realisations and propose unsupervised learning algo-

rithms to estimate the resource allocation policy, considering two types of reliability

constraints: average PEP and PEP outage probability requirements. I propose a

model-based unsupervised learning algorithm for the scenario where PEP is measur-

able. For a more practical scenario where the base station can only have discrete

observations of the PEP, I also design a model-free unsupervised learning algorithm.

I validate my algorithms with the maximal-ratio transmission precoding and the

codebook-based precoding defined in the 5G New Radio (NR) standard. I compare

vii



the proposed methods with the existing benchmark and observe that even with a

lower achievable signal-to-interference-plus-noise ratio (SINR), my methods can still

remarkably improve resource utilisation efficiency.

Due to the short time scale of URLLC transmissions, the temporal correlation of chan-

nel realisations should be addressed. In the second part, I focus on the temporally

correlated channel realisations and propose deep reinforcement learning (DRL) algo-

rithms to acquire the resource allocation policy that can maximise long-term resource

utilisation efficiency. I formulate the optimisation problem as a partial observation

Markov decision process (POMDP) and develop a novel cascaded-Action Twin De-

layed Deep Deterministic policy (CA-TD3) to solve the POMDP problem. I propose

a primal CA-TD3 algorithm and compare it with the primal-dual method. I vali-

date the algorithm on the first-order autoregressive channel model and the clustered

delay line (CDL) channel. The results show that the primal CA-TD3 can achieve a

more efficient convergence performance than the primal-dual algorithm in terms of

reliability and resource utilisation efficiency.

As one of the most important use cases of URLLC, factory automation aims to deploy

a massive number of Industrial Internet of Things (IIoT) devices and applications,

which require reliable real-time services. Wireless time-sensitive networking (WTSN)

is a promising solution to support factory automation. In the third part, I aim to de-

sign a hardware platform to implement WTSN, which needs to be low-cost, scalable,

compatible with existing 802.11 devices, and easily deployable. I select a commercial

802.11-based platform to support high data rates and utilise a time division multiple

access (TDMA) mechanism to schedule the transmissions to achieve deterministic

latency. I propose two novel schemes to improve the latency and reliability perfor-

mance: real-time quality of service (RT-QoS) and fine-grained aggregation (FGA).

The experimental results show the superiority of my proposed protocol compared to

the existing TDMA-based 802.11 system and legacy 802.11 system.

Finally, I conclude the thesis with a summary of the results and discuss the potential

future directions for improving URLLC in 6G networks.
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Chapter 1

Introduction

In this chapter, I first introduce the background of my research and provide an exten-

sive review of related works. Then, I specify the open research problems and stress

my key motivations. Finally, I summarise my contributions and present the thesis

outline.

1.1 Backgrounds

The fifth generation (5G) mobile communications enable three key services, which

are enhanced mobile broadband (emBB) for high data rate mobile communications,

ultra-reliable low-latency communication (URLLC) for mission-critical transmissions,

and massive machine-type communication (mMTC) for Industrial Internet of Things

(IIoT) applications [1, 2]. In recent years, URLLC has become increasingly important

for supporting emerging wireless applications with stringent requirements, such as

vehicle-to-everything (V2X) services, tactile Internet, remote telesurgery in Health

4.0, and wireless factory automation [3–7]. According to the 3GPP 5G New Radio

(NR) standard [8, 9], the required packet error probability (PEP) of URLLC is lower

than 10−5, and the latency in the air interface does not exceed 1 ms.
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2 1.1. Backgrounds

1.1.1 Challenges in URLLCs

For the current URLLC system design, it is still challenging to meet the stringent

requirements. To achieve low latency, the time duration for URLLC transmissions

is very short. The conventional Shannon capacity, which assumes low PEP obtained

with very long block lengths, cannot be used to characterise URLLC transmissions

accurately. Practical URLLC transmissions of short packets are operated in a finite

block length regime, and the PEP is unavoidable [10]. Several works have developed

some solutions to improve the URLLC performance while satisfying PEP and channel

resource constraints, including the number of resource blocks and transmission power

budget [11–14]. However, most of these works achieved the PEP requirement at the

cost of resource utilisation efficiency, which is defined as the number of information

bits transmitted within the total number of resource blocks. How to improve the

resource utilisation efficiency and meet the PEP requirement simultaneously remains

an open issue.

One practical challenge of optimising the URLLC system is the imperfect channel

state information (CSI) due to the use of pilot signals for channel estimation [15]. In

the finite block length regime, the wireless system needs to allocate a limited number

of resource blocks for pilot symbols, while the remaining number of symbols will be

allocated for data transmission. The limited pilot symbols lead to unavoidable chan-

nel estimation errors, leading to imperfect CSI at the base station (BS) and the user

equipment (UE). If the number of pilot symbols increases, the channel estimation will

be more accurate [16], and the PEP will be reduced. However, the number of data

symbols will decrease, leading to a lower data rate and resource utilisation efficiency.

Therefore, considering the imperfect CSI, an optimal resource allocation policy for



Chapter 1. Introduction 3

pilot symbols and data symbols is important for improving resource utilisation effi-

ciency.

Another challenge in optimising the resource utilisation efficiency is the random-

ness and error-prone features of the wireless channel. On the one hand, some works

[17, 18] assume that the channel realisations can be acknowledged at the BS and

UE. However, BS and UE normally only obtain partial channel observations rather

than the full CSI. The partial information can be the channel gain, channel quality

information (CQI), or the received signal strength (RSS), which can be acquired from

the periodic CSI report. Wireless systems need to use limited channel observations

to determine the resource allocation policy. On the other hand, to combat the ran-

domness of channel realisations and additive white Gaussian noise (AWGN), most

existing works [19, 20] determine the resource allocation according to the channel’s

statistical character. However, the algorithms based on statistical channel charac-

ters can hardly perform well in a randomly fast-varying channel. In other words,

the resource allocation policy needs to be dynamic and adaptive for different channel

realisations.

Besides the limited knowledge of wireless channels, the beam training procedure in

the current 3GPP NR standard also introduces a sampling error. The aforementioned

pilot signals refer to the CSI reference signal (CSI-RS) and the demodulation reference

signal (DM-RS). The CSI-RS is transmitted periodically for beam training, where an

optimal beamforming vector is selected for future DM-RS and data transmissions.

Current wireless systems use codebook-based precoding techniques [21], where the

precoding matrix is selected from a pre-defined codebook. This method can achieve

fast decisions of the precoding matrix but at the cost of reduced accuracy compared
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to the theoretical maximal-ratio transmission (MRT) beamforming.

In addition, a common assumption is that channel realisations are independent and

identically distributed (IID). However, in the mobile URLLC scenario, the channels

are highly correlated in the temporal domain due to the short time scale. It is costly to

execute the resource allocation algorithm as long as the channel changes, especially

for latency-sensitive URLLC transmissions. Thus, it is important to dynamically

optimise the resource utilisation efficiency in correlated channels.

1.1.2 Deep Learning for URLLCs

Regarding the practical implementation, the conventional resource allocation algo-

rithms cannot fully overcome the aforementioned challenges [2, 22]. One conventional

approach with low complexity is to derive the closed-form expressions of performance

metrics in URLLC. However, such methods are mostly based on assumptions that

are inaccurate for URLLC applications. Due to the unknown channel estimation

errors, the closed-form results may not be derivable. Another approach is to ap-

ply conventional optimisation algorithms to find the optimal policy. These meth-

ods do not require strong assumptions and can obtain the optimal policy based on

bisection-searching methods. However, the wireless system needs to execute the re-

source allocation algorithm according to the varying channels. Thus, these solutions

introduce very high computing overhead, which is too complicated to be implemented

in URLLC applications.

To improve the performance of URLLC systems in 6G networks, deep learning is

a promising technique to obtain a near-optimal solution [2]. Primarily, I train a deep

neural network (DNN) in an offline mode. The trained DNN represents the mapping
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from channel observations to the near-optimal strategies in communication systems.

In [23], Dong et al. analysed the complexity of the forward propagation algorithm,

which is much lower than the conventional searching-based algorithm. Therefore, deep

learning methods can be used in a real-time scenario. Additionally, unlike searching

for an optimal solution for a given state in conventional optimisation algorithms, deep

learning algorithms are data-driven and can explore the optimal policies numerically.

Despite the remarkable advantages of deep learning methods, how to satisfy strin-

gent URLLC constraints and achieve optimal transmission performance in nonsta-

tionary networks is yet to be developed. Initially, supervised learning methods were

applied in the wireless systems [24–26]. The idea is to generate labels through the con-

ventional optimisation solution and train the DNN with stochastic gradient descent

(SGD) to minimise the empirical mean square errors between the output of the DNN

and the labels. However, in practical systems, labelled real channel data is usually

unavailable, where such ideas of ”learning to optimise” cannot be implemented.

To find the near-optimal policy without labelled data, there are two approaches:

unsupervised learning and deep reinforcement learning (DRL). Unsupervised learning

aims to solve a nondeterministic problem and obtain a real-time resource allocation

strategy. The unsupervised learning model utilises batch samples of limited channel

observations and estimates the policy through a DNN [27, 28]. To train the unsuper-

vised learning model, the optimisation problem can be modified as the loss function

reflecting the design goal. Then, I can use SGD algorithms to train the DNN pa-

rameters until the optimisation function converges. DRL is developed to maximise

the long-term reward for a Markov decision process, which can be applied to improve

resource utilisation efficiency in correlated channels [29]. Since the wireless system
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can only have partial channel observations, the optimisation of URLLC is normally

formulated as a partially observable Markov decision process (POMDP). During the

exploration stage, conventional DRL algorithms try random actions to estimate the

long-term reward. However, some of the bad actions taken by the agent can de-

stroy the quality-of-service (QoS) requirements and result in unexpected accidents

in URLLC systems. To ensure exploration safety, constrained DRL algorithms are

applied to obtain the optimal policy of URLLC systems. If I use theoretical mod-

els to analyse the channel estimation errors and PEP, model-based solutions can be

implemented in either unsupervised learning or DRL. Otherwise, I can apply model-

free methods to train the unsupervised learning or DRL model based on the discrete

observation values of SNR and PEP [28]. If the practical channel distribution is dif-

ferent from the training stage, deep transfer learning techniques can be applied, which

improves the training efficiency. However, how to utilise learning-based data-driven

methods to improve the resource utilisation efficiency of practical URLLC systems

remains unclear.

1.1.3 Platform for URLLCs

While most research on URLLC systems is theoretically feasible, implementation

of URLLC on a hardware platform is another important aspect of 6G networks.

As one important extensional application of URLLC, real-time IIoT communication

services in the factory automation and manufacturing industry have drawn great

attention in recent years [30]. Different from the Internet of Things (IoT) scenario,

IIoT communications also have stringent requirements of latency and reliability.

The conventional solution for real-time industrial applications is Time-Sensitive
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Networking (TSN), proposed by IEEE 802.1 TSN Task Group [31]. Since the wired

solution cannot meet the scalability and flexibility requirements, the development of

wireless TSN (WTSN) is promoted for enabling URLLC in 6G networks. However,

existing wireless solutions can hardly meet the data rate, latency, and reliability

constraints of real-time services at the same time. Although recent works based on

software-defined radio (SDR) [32, 33] can achieve remarkable latency and reliability

performance, their systems need sophisticated modifications on the physical (PHY)

layer, which is not fully compatible with existing wireless devices and is costly for

large-scale deployment. Therefore, I am also motivated to provide such a hardware-

based platform for WTSN.

1.2 Literature Review

In this section, I first specify the resource allocation problems in URLLC systems

and introduce the existing works, including conventional methods based on exhaustive

search and emerging learning-based solutions. Then, I focus on the scenario of factory

automation and the manufacturing industry and provide a comprehensive review of

practical solutions for WTSN.

1.2.1 Searching-based Resource Allocation for URLLCs

Resource allocation of URLLC systems has been extensively investigated in the ex-

isting literature. Sun et al. [13] developed an optimisation algorithm to find the

global optimal resource allocation in the finite blocklength regime, where the opti-

misation problem is non-convex. Ren et al. [17] proposed an optimisation algorithm
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that jointly optimises the blocklength and power allocation to minimise the decoding

error probability in factory automation. Salah et al. [12] designed a retransmission

scheme and optimised radio resource allocation to meet the QoS requirements of

URLLC systems. Walid et al. [18] designed a resource allocation algorithm for a

downlink multiple-input single-output (MISO) URLLC system with multiple UEs.

In terms of formulating deterministic optimisation problems, the above work relies

on the assumption that perfect CSI is available at the transmitter and receiver.

Considering the overhead for channel estimation, Zeng et al. [20] optimised the

pilot length to minimise the PEP in multi-user multiple-input-multiple-output (MU-

MIMO) uplink communications. Schiessl et al. [34] investigated the delay performance

of MISO systems in the finite blocklength regime with imperfect CSI. Lin et al. [19]

developed a low-complexity algorithm to optimise resource allocation for channel

estimation and data transmission in URLLC systems. Since channel estimation errors

are unknown to the communication systems, the relationship between imperfect CSI

observation and PEP does not have a closed-form expression. In order to design an

optimisation algorithm, some assumptions and theoretical models on the distribution

of channel estimation errors are needed, which, however, may not hold in practical

systems.

Existing works [12, 13, 17, 18] mostly assume that the channel realisations are

IID. However, due to the short time scale of URLLC, the coherent channel reali-

sations show a strong correlation [35], which cannot be neglected. Moreover, the

distribution of correlated channels may change during one frame duration. As a

result, the resource allocation policy obtained from IID channels cannot guarantee

optimal performance within the coherence time. Therefore, how to design a resource
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allocation policy that can be effective for temporally correlated channels is still an

unsolved issue. Librino et al. [35] investigated the impact of channel time correlation

in the uplink scenario with a massive number of sensors, where the CSI is imperfect

and updated less frequently. Ren et al. [36] analysed the decoding error probability

and data rate of correlated channels in an intelligent reflecting surface (IRS). Cao et

al. [37] proposed a joint design of resource allocation with respect to pilot symbols

and data symbols for multi-device URLLC systems in temporally correlated channels.

From these works, we can observe the importance of channel correlation, and also, the

first-order autoregressive channel model is widely used as a simple temporally corre-

lated channel model. However, how to optimise the resource allocation efficiency in

practical correlated channel realisations was not fully explored in these works.

1.2.2 Learning-Based Resource Allocation for URLLCs

Deep learning has been considered as a promising method for real-time resource allo-

cation in wireless systems. The idea is to approximate the resource allocation policy

by using a DNN. Dong et al. [23] proposed a cascaded structure of neural networks

with deep transfer learning to meet diverse QoS requirements in 5G communication

systems. Sun et al. [24] used a DNN to approximate a signal processing task over

interference-limited channels. Liu et al. [25] developed a learning-based approach for

the constrained energy minimisation problem in generic multi-dimensional networks.

However, such supervised learning algorithms cannot be applied to practical wireless

systems without labelled data.

To combat the need for real data, unsupervised learning methods have attracted

wide attention. Liang et al. [27] conducted an overall review of applying deep learning



10 1.2. Literature Review

methods for resource allocation in vehicular networks. Initially, deep supervised learn-

ing was applied to wireless systems. Sun et al. [24] proposed a learning-based solution

to find a mapping relationship from the environmental parameters to the optimal de-

cision using unsupervised deep learning. Li et al. [14] developed a learning-based

power control policy for securing transmissions of short packets in URLLC. For a

general optimal resource allocation problem, Eisen et al. [28] designed a primal-dual

training method to train a DNN, which can be either model-based or model-free.

Xia et al. [38] constructed beamforming neural networks for different optimisation

problems in multi-user MISO systems. Mismar et al. [39] applied deep reinforcement

learning to maximise the signal-to-interference-plus-noise ratio (SINR) by jointly de-

signing beamforming, power control, and interference coordination. Nevertheless, the

impact of channel estimation errors on the PEP of URLLC is not investigated in

the above works. How to guarantee the QoS of URLLC with deep learning in the

presence of channel estimation errors and signalling overhead remains unclear.

On the other hand, many optimisation problems in URLLC systems are sequential

decision-making problems, such as resource allocation in temporally correlated chan-

nels. These problems can be solved through DRL algorithms, which do not require

labelled data. Dong et al. [40] adopts deep Q-learning [41] to improve mobile edge

computing system performance through its digital twin. In [42], the authors proposed

a DRL-based intelligent link adaptation in a time-correlated and fast-fading channel.

Saatchi et al. [43] proposed a joint design of reliability and latency to maximise the

successful packet ratio by using a model-based DRL technique. Alsenwi et al. [44]

developed a DRL algorithm for resource allocation between enhanced Mobile Broad

Band (emBB) and URLLC traffic, with the target of maximising the average data rate
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of emBB users. However, in these works, no URLLC system constraints were con-

sidered in the optimisation problems. Considering the URLLC constraints, Meng et

al. [45] built a constrained DRL framework based on primal-dual methods for reduc-

ing the tracking error between a robotic system and its digital model in the metaverse,

which further proves the effectiveness of DRL in solving optimisation problems with

constraints. Li et al. [46] designed a constrained DRL framework for low-latency

wireless virtual reality (VR) applications. Nevertheless, the primal-dual-based DRL

reveals significant limitations, including slow convergence of the constraint condition

and difficult parameter tuning.

1.2.3 WTSN Implementation

Some recent wireless protocols have been carried out to meet the stringent latency

and reliability requirements of WTSN. WirelessHP [33] and w-SHARP [32] were pro-

posed based on software-defined radio (SDR). Both the physical (PHY) and medium

access control (MAC) layers were optimised to achieve µs-level latency and packet

loss ratio lower than 10−6. However, these solutions have low compatibility with ex-

isting wireless standards and are very costly to be implemented in practical systems.

There are also some works improving the MAC layer of the existing IEEE 802.15.4

protocol, such as WirelessHART [47] and ISA100.11a [48]. However, the data rate of

IEEE 802.15.4 is only up to 250 kb/s and cannot satisfy the requirements of high-

rate transmissions in many IIoT applications. In addition, reconfigurable intelligent

surface and satellite-terrestrial networks are also investigated to improve the trans-

mission reliability in IIoT networks [49, 50]. However, these solutions may require

additional hardware equipment, which can increase the cost and system complexity.



12 1.2. Literature Review

Recently, URLLC has been proposed by 3GPP [51, 52]. However, the existing TSN is

established on the 802 link layers, which is not fully compatible with the 3GPP-based

5G standard [53].

Due to the advantages of compatibility, cost, high rate, etc., numerous research

works focused on the modification of IEEE 802.11 protocols based on the commercial

off-the-shelf (COTS) network interfaces toward WTSN. Several studies focused on

designing QoS schemes to support real-time data delivery. For instance, SchedWiFi,

introduced in [54], is a novel traffic classification system based on access categories

(AC) for ad-hoc IEEE 802.11 networks. SchedWiFi utilises a window mechanism to

minimise interference between scheduled traffic and others. Similarly, in [55], multiple

MAC schemes that support traffic with varying time and safety requirements were

proposed. Real-time traffic is isolated from other traffic and transmitted within spe-

cific periods. However, the proposed QoS-based protocols in [54, 55] cannot provide

a deterministic communication pattern as in TDMA-based systems.

In order to improve the reliability of industrial Wi-Fi networks, the authors in [56]

proposed Wi-Fi Redundancy (Wi-Red) solution to offer seamless link-level redun-

dancy. However, each independent Wi-Fi network in Wi-Red still uses legacy carrier

sense multiple access with collision avoidance (CSMA/CA), which cannot guarantee

deterministic latency. In [57], the authors proposed the RT-WiFi protocol, which

designed a scheduler to allocate a sequence of time slots for each station and can

achieve a sampling rate of 6 kHz. The authors in [58] proposed the Soft-TDMAC

based on time division multiple access (TDMA) protocols to improve synchronisation

precision. The authors in [59] conducted TDMA scheduling implementation on COTS

hardware with support for multi-hop networks, namely Det-WiFi. These protocols
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utilised TDMA to guarantee latency without considering efficiency or reliability op-

timisation. Very recently, the authors in [60] designed HAR2D-Fi to provide reliable

and deterministic communication based on the latest IEEE 802.11ax protocol. Unlike

the studies above, we focus on the implementation of QoS and aggregation mecha-

nisms for WTSN. The proposed schemes are validated on COTS hardware platforms

through a real channel environment, while HAR2D-Fi was only validated through

simulation.

To improve the transmission efficiency in WTSN, applying aggregation schemes

can be an effective and promising solution. Aggregation schemes were initially pro-

posed in the conventional wired TSN, namely the Link Aggregation Control Pro-

tocol [61], but it cannot be extended to WTSN directly because of the error-prone

features of wireless channels. In 802.11 n, A-MPDU and A-MSDU schemes can aggre-

gate packets towards a single destination and are designed for throughput maximisa-

tion. However, A-MPDU and A-MSDU schemes cannot achieve low latency because

of the time required for generating the aggregated packet [62]. Moreover, the packet

aggregation mechanism proposed for WirelessHART focused on the 802.15.4 ad-hoc

mode and cannot be implemented on the considered 802.11 infrastructure mode [63–

65]. Additionally, WIA-FA proposed a similar aggregation mechanism for 802.11

interfaces [66]. However, the detailed implementation with application programming

interfaces (APIs) is not designed and discussed. Besides, the aforementioned critical

trade-off in determining whether or not to use aggregation is not analysed.
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1.3 Research Problems and Contributions

In the previous section, I presented a review of resource allocation problems in

URLLC. It’s evident that the performance of URLLC systems is still limited in terms

of resource utilisation efficiency and training complexity. Therefore, how to achieve

optimal resource utilisation efficiency in URLLC while meeting the reliability require-

ments remains an unresolved issue, especially for a practical communication system

adhering to the 5G NR design. To answer this question, I leverage the advantages of

deep learning and reinforcement learning algorithms and investigate different resource

allocation policies considering various scenarios. I also illustrated existing implemen-

tation solutions for achieving WTSN in factory automation and the manufacturing

industry, which is an essential aspect of URLLC. Providing a reliable and scalable

testbed that can efficiently schedule transmissions in a short time scale remains chal-

lenging. Hence, I also provided a hardware-based solution for WTSN, functioning as

a testbed for URLLC.

In the first research problem (Chapter 2), I focus on designing a resource allo-

cation policy for practical URLLC systems based on unsupervised learning. Most

of the existing resource allocation policies for URLLC were derived from theoretical

analysis and optimisation. Given inaccurate channel estimations, the PEP does not

generally have a closed-form expression. To derive analytical results, I require certain

assumptions and approximations, which could significantly impact the reliability of

URLLC. To avoid unrealistic assumptions, I account for practical channel estimation

and aim to maximise the number of bits that can be transmitted in one codeword,

while adhering to a PEP constraint. The contributions are summarised as follows:

• I propose a framework for optimising the resource allocation policy under a PEP
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constraint in URLLC systems, considering different types of CSI observations:

1) perfect channel gain, 2) estimated channel gain, 3) received signal strength.

To improve resource utilisation efficiency, I maximise the number of bits that

can be transmitted over a given amount of time and frequency resources by

optimising resource allocation and packet size. Specifically, I consider two types

of reliability requirements, i.e., average PEP and PEP outage probability, for

different URLLC applications. Additionally, both MRT and codebook-based

precoding techniques are taken into account.

• I develop model-based and model-free unsupervised learning algorithms to solve

the problem. The model-based algorithm evaluates the PEP using the theoret-

ical results in [15]. The model-free algorithm solely relies on practical obser-

vations of PEP and doesn’t require any model. In both unsupervised learning

methods, I design a cascaded DNN structure to approximate the optimal policy.

The first DNN maps the CSI observation to the number of symbols for channel

estimation. The second DNN maps the output of the first DNN to the number

of bits that can be transmitted in the block, guiding the design of modulation

and coding scheme. For practical URLLC systems with dynamic blocklengths,

transfer learning is applied to fine-tune DNN parameters.

• In the scenario with a PEP outage probability constraint, I use an indicator to

represent whether the PEP is satisfied. Since the indicator function is binary,

with values of zero or one, updating the training parameters of the cascaded

DNN via gradient descent isn’t stable, and numerous samples are required for

reliable evaluation. To address this issue, I develop a DNN for reliability evalu-

ation, integrating its training into unsupervised learning algorithms. This DNN
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takes CSI observation and the cascaded DNN output as inputs, producing the

PEP outage probability. This approach allows me to compute the gradient of

the PEP outage probability with respect to cascaded DNN parameters using

back-propagation.

• Valuable insights are gained from my simulation results. I first demonstrate

a significant performance gap between MRT and codebook-based precoding

techniques (a 40% difference in resource utilisation efficiency). This suggests

the potential to enhance resource utilisation efficiency by 40% through improved

codebook design. My testing results show that the model-free algorithm can

achieve near-optimal resource utilisation efficiency compared to the model-based

algorithm, although the latter requires more training samples. Additionally, by

replacing received signal strength with estimated channel gain, it’s possible to

increase resource utilisation efficiency by 10%. I also verify the effectiveness of

transfer learning in scenarios with varying blocklengths, indicating that transfer

learning reduces convergence time by 70%. Finally, I compare the learning

methods with a benchmark method that maximises the number of symbols

for data transmission. My methods improve resource utilisation efficiency by

three to eight times, as the SINR of the benchmark exhibits a much longer tail

distribution than my methods.

In the second research problem (Chapter 3), I aim to find a resource allocation

policy for correlated fading channels such that the wireless system can achieve optimal

resource utilisation efficiency and satisfy a PEP requirement. The contributions are

summarised as follows:

• Due to the unknown channel realisation and imperfect CSI, the BS can only
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obtain limited observations of the CSI. Therefore, I formulate the sequential

decision problem with channel variation as a POMDP. My focus is on enhancing

resource utilisation efficiency under the finite blocklength regime, considering

instant channel estimation errors and random AWGN. I define the PEP outage

probability as the reliability performance constraint.

• I design a novel DRL framework for the optimisation problem. Specifically, I

utilise the Twin Delayed Deep Deterministic policy (TD3) structure to explore

actions and estimate long-term reward and cost. Since I need to determine

dual actions (i.e., the policy of resource allocation and packet size), I develop

a cascaded DNN structure for action selection, referred to as cascaded-action

TD3 (CA-TD3).

• I propose two DRL training algorithms: primal-dual CA-TD3 and primal CA-

TD3. The primal-dual CA-TD3 involves a Lagrangian multiplier to combine the

constraint and objective function into a single optimisation problem. However,

the conventional primal-dual method has limitations, including slow conver-

gence, instability, and challenging parameter tuning. To overcome these chal-

lenges, I first enhance the primal-dual algorithm with normalisation coefficients.

Furthermore, I develop primal CA-TD3 based on the constraint-rectified policy

optimisation (CRPO) method [67].

• I compare the primal-type algorithm with the primal-dual method using the

first-order autoregressive channel model [68] and the CDL channel model [69].

The first-order autoregressive channel is a conventional theoretical model for

temporally correlated channel realisations. The CDL channel is a link-level
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channel generator defined in 3GPP TR 38.901, widely used for practical corre-

lated channel simulation. My numerical results demonstrate that both primal-

dual CA-TD3 and primal CA-TD3 can satisfy the constraint-based policy. Com-

pared to the enhanced primal-dual CA-TD3, primal CA-TD3 achieves faster

convergence in terms of PEP outage probability and resource utilisation effi-

ciency. Finally, I present the testing results based on trained models, which

significantly outperform the existing benchmark.

In the third research problem (Chapter 4), I propose the real-time WiFi proto-

col with Quality of Service and aggregation (RT-WiFiQA) by introducing two novel

schemes to enhance the performance of the TDMA-based 802.11 systems: real-time

Quality of Service (RT-QoS) and fine-grained aggregation (FGA). The contributions

of this work are summarised as follows:

• I propose the RT-WiFiQA protocol with RT-QoS and FGA mechanisms to

improve the performance in terms of latency and reliability on the TDMA-

based 802.11 system. I also implement the developed schemes on COTS 802.11

interfaces. A detailed implementation with APIs is also provided.

• I analytically demonstrate that the FGA mechanism can outperform the system

without aggregation in terms of latency and reliability when the FGA packet size

is smaller than a critical threshold. Numerical simulations are also conducted to

validate my theoretical analysis, and the evaluated critical threshold is applied

in the practical FGA implementation.

• I perform extensive experiments to measure the Application-Layer (APP-layer)

and the Medium Access Control Layer (MAC-layer) latency and reliability on
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my hardware platform. The experimental results demonstrate the superiority

of the proposed RT-WiFiQA protocol compared to the existing TDMA-based

802.11 protocol and the conventional 802.11 protocol.

1.4 Thesis Outline

The rest of the thesis is organised as follows. Chapter 2 describes a resource allocation

method for URLLC based on unsupervised learning, where practical beam training

and channel estimation defined in the 5G NR standard are considered. I aim to obtain

optimal resource utilisation efficiency while meeting the reliability requirement. Both

model-based and model-free unsupervised learning algorithms are introduced. In the

numerical results, I comprehensively compare the model-based method, model-free

method, and existing benchmark.

Chapter 3 further extends the resource allocation problem to the correlated-

channel scenario, where I investigate the time-varying fading features and aim to

explore the optimal resource utilisation efficiency during the coherence time. I adopt

the DRL analysis frameworks, which are primal CA-TD3 and primal-dual CA-TD3.

The simulation results show that both algorithms can achieve constraint-satisfying

performance. However, the primal CA-TD3 has faster convergence and better control

of constraints than the primal-dual method.

In Chapter 4, I develop a hardware-based testbed to implement a URLLC prac-

tical system under the scope of factory automation. I take cost, implementation

complexity, scalability, and compatibility into consideration, then design a real-time

802.11-based system with COTS hardware. The proposed platform takes advantage

of TDMA to guarantee the deterministic transmission pattern and integrates FGA
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and RT-QoS schemes to improve reliability and latency performance.

Finally, Chapter 5 provides the conclusion of the thesis and presents some future

directions.



Chapter 2

Unsupervised Learning for URLLC

with Practical Channel Estimation

In this chapter, I optimise the resource allocation for channel estimation and data

transmission, as well as the packet size, to maximise the resource utilisation efficiency

while adhering to the constraints of URLLC. With practical channel estimation, the

packet error probability (PEP) does not possess a closed-form expression. To address

this issue, I develop novel model-based and model-free unsupervised deep learning

algorithms to train a deep neural network for resource allocation and data transmis-

sion. Two types of reliability constraints are considered over a wireless link: 1) an

average PEP constraint; 2) a constraint on the probability that PEP exceeds a certain

threshold. The simulation results demonstrate that the learning algorithms can sat-

isfy both types of reliability constraints. When compared with a benchmark approach

that maximises the number of symbols for data transmission and employs maximum

ratio transmission precoding, the learning method utilizing codebook-based precoding

21
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achieves a lower average signal-to-interference-plus-noise ratio (SINR) while improv-

ing the resource utilisation efficiency by a factor of three. This disparity arises because

the resource utilisation efficiency of URLLC is dominated by the tail distribution of

SINR, rather than the average SINR. Furthermore, the benchmark’s SINR exhibits

a much longer tail distribution compared to the learning method.

2.1 Introduction

To guarantee the latency and reliability requirements of URLLC, I need to sacrifice

the resource utilisation efficiency by encoding less information in each codeword. The

fundamental trade-offs between reliability, latency, and resource utilisation efficiency

were first obtained in [10]. Specifically, given the time and frequency resources (the

number of modulation symbols [70]) and the target PEP, the maximum achievable

data rate over an additive white Gaussian noise (AWGN) channel was derived. The

achievable data rate in the finite blocklength regime was further extended into multi-

antenna systems [15]. Based on these results, radio resource management has been

widely investigated in different communication systems [11–13, 17, 18].

Different from most high data rate services, the block lengths of URLLC are

short, e.g., a few hundred symbols. In the short block length regime, the overhead for

channel estimation is not negligible [16, 19]. Nevertheless, to obtain analytical results,

most of the existing works assumed that perfect channel state information (CSI) is

available at the transmitter and the receiver. As defined in the 5G NR standard,

a channel state information reference signal (CSI-RS) and a demodulation reference

signal (DM-RS) are transmitted to the user equipment (UE) for channel estimation.

Once the UE has the estimated CSI, a channel report is sent back to the base station
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(BS). Due to estimation and quantisation errors, the BS only has limited observations

of CSI [71]. To maximise resource utilisation efficiency, I need to optimise the number

of symbols allocated for channel estimation and data transmission.

With traditional optimisation algorithms, the BS adjusts resource allocation ac-

cording to the observation of CSI, which is updated every few milliseconds. In other

words, the BS executes optimisation algorithms once the CSI changes. As a result,

the computing overhead is exceptionally high. A novel approach is to approximate

the mapping from the CSI observation to the resource allocation policy by a deep

neural network (DNN) [24]. After offline training, the BS only needs to execute the

forward propagation algorithm to obtain the resource allocation. Nevertheless, there

are no labeled training samples in practical communication systems in general. To

address this issue, I adopt unsupervised deep learning to optimise wireless communi-

cation systems [28]. This approach works well in deterministic optimisation problems

with perfect CSI. When the CSI observation is inaccurate, the optimisation problems

are non-deterministic. Achieving the target PEP of URLLC with inaccurate CSI

observation remains a challenging issue.

2.2 System Model

I consider a downlink MISO system, where a BS with nt transmit antennas serves

a single-antenna UE. It can be easily extended to multi-user scenarios by using or-

thogonal frequency division multiple access. The channel between the BS and UE

is assumed to be quasi-static since the transmission duration of each packet is much

smaller than the channel coherence time in URLLC. I denote h ∈ Cnt×1 as the small-

scale channel coefficients, which follow the circularly symmetric complex Gaussian
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distribution, i.e., h ∼ CN (0, σ2
h), where σ2

h is the variance. The large-scale channel

gain is denoted by α, which varies slowly and is known at the BS and the UE. I as-

sume that there is a maximum transmit power constraint. In order to maximise the

time and frequency resource utilisation efficiency, the maximum transmission power

is used in both channel estimation and data transmission. When the BS transmits

signal x with the maximum transmission power p ∈ R+, the received signal y at the

UE can be expressed as

y =
√
αphHwx + z, (2.2.1)

where z ∼ CN (0, σ2
z) is the AWGN, and w is the unit-norm beamforming vectors.

With perfect CSI, I know that MRT, i.e., wm = h
‖h‖ ∈ Cnt×1, is the optimal beam-

forming vector that maximises the received signal power. However, to reduce the CSI

report’s overhead, the 5G NR introduces codebook-based precoding vectors [72], and

the BS chooses the best beamforming vector from the codebook that achieves the

highest SINR.

In my system model, I follow the Physical Downlink Shared Channel procedure

specified in 5G NR standard [21]. The channel estimation and data transmission

include three phases: 1) the transmitter sends a CSI-RS periodically over multiple

beams for precoding vector selection; 2) with the selected precoding vector, a DM-RS

is transmitted for channel estimation; 3) with the selected beamforming vector, the

BS transmits data symbols to the UE. The system model is shown in Fig. 2.1.

2.2.1 Beam Training Phase

In the beam training phase, the CSI-RS is transmitted periodically, and the beam-

forming vector can be updated at the beginning of each CSI-RS period. A CSI-RS
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Figure 2.1: Frame structure of a downlink MISO system. The BS transmits the CSI-

RS periodically. Within one CSI-RS period, there are multiple frames transmitted.

In each frame duration, Tf , DM-RS, and a data packet are transmitted to the UE.

After receiving CSI-RS and DM-RS, a CSI report is sent back to the BS.

period consists of multiple frames with duration Tf . Within each frame, a DM-RS

and a data packet are transmitted to the UE. The beamforming vector is selected

from a pre-defined codebook. The CSI-RS sequence and the codebook are known to

the BS and the UE. The beam training procedure consists of three steps [72]:

1. Beam Sweeping: CSI-RS sequence, denoted as xb, is transmitted multiple times

using different beamforming vectors in the codebook with the maximum trans-

mit power p. Let Sb denote the set of beamforming vectors. When the beam-

forming vector wi is used, the received signal yb,i at the UE can be obtained

from (2.2.1).
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2. Beam Selection: After the BS scans multiple beamforming vectors in the code-

book, the UE selects the best beamforming vector that can achieve the highest

SINR [73]. The selected beamforming vector, wf , can be expressed as

wf , arg max
i∈Sb

∣∣xHb yb,i

∣∣2
σ2
z ‖xb‖2

2

. (2.2.2)

3. Beam Report: The CSI report includes a channel quality indicator and a pre-

coding matrix indicator of wf . Based on the channel quality, the BS adjusts

the resource allocation policy and the modulation and coding scheme (MCS).

2.2.2 Channel Estimation

DM-RS, denoted by xc, is a sequence of symbols, known by the BS and the UE, for

channel estimation. I assume that the DM-RS is also transmitted with the maxi-

mum transmit power p. With the selected precoding vector wf , the received signal

yc of DM-RS can be obtained from (2.2.1). Then, the UE performs channel es-

timation based on the received signal and the DM-RS. In this chapter, I consider

the minimum mean-square-error (MMSE) channel estimation [16]. The estimated

channel coefficient and the channel estimation error are denoted by ĥ ∈ Cnt×1 and

e ∈ Cnt×1, respectively. Their relationship is given by e = h− ĥ [16], where e and ĥ

follow circularly symmetric complex Gaussian distributions, i.e., e ∼ CN (0, σ2
e) and

ĥ ∼ CN (0, σ2
ĥ
). With the MMSE channel estimation, the variance of the channel

estimation error is given by [16]

σ2
e = (

1

σ2
h

+
Ncp

σ2
znt

)−1, (2.2.3)

where Nc is the number of symbols allocated for DM-RS. Nc is required to be larger

than nt for a reliable channel estimation [16].
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2.2.3 Data Transmission

The BS encodes D bits of data into Nd symbols by using a certain MCS. With the

selected precoding matrix, wf , the received data symbols yd can be expressed as

follows:

yd =
√
αpĥHwfxd +

√
αpeHwfxd + z, (2.2.4)

where xd denotes normalised data symbols with ‖xd‖2
2 = 1. Finally, the UE will

decode the data symbols and recover the original information bits.

By adjusting the MCS, it is possible to increase the data rate at the cost of a

higher PEP. In the following, I introduce a theoretical method for evaluating the

PEP. Essentially, there is a trade-off between the number of bits transmitted in one

packet and the PEP. Given the SINR, γ, the achievable PEP in the finite blocklength

regime can be approximated by [2, 15]

ε ≈ Q

(
[C(γ)−R]

√
Nd

V (γ)

)
, (2.2.5)

where R = D/Nd is the achievable data rate, C(γ) = log2(1 + γ) is the channel

capacity, V (γ) = (1−(1+γ)−2) log2
2 e is the channel dispersion, Q(·) is the Q-function,

i.e., Q(x) = 1√
2π

∫∞
x
e−

t2

2 dt.

From (2.2.4), I can derive the SINR with imperfect CSI. The first term is the useful

signal, and the second and third terms are unknown Gaussian variables. Therefore,

the received SINR with channel estimation errors can be derived as follows,

γ =
αp|ĥHwf |2

αp|eHwf |2 + σ2
z

. (2.2.6)

Then, I can obtain the corresponding PEP by substituting (2.2.6) into (2.2.5). In the

rest of this work, I assume that the SINR in (2.2.6) can be estimated by the UE, but

the interference power and the noise power are unknown.
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2.3 Problem Formulation

In this section, I formulate the problem to maximise the resource utilisation efficiency,

i.e., optimising the number of symbols for DM-RS and the packet sise given the time

and frequency resources and the PEP constraint. I assume that a specific beamform-

ing vector is selected in the beam training phase and focus on the resource allocation

for DM-RS and data transmission.

2.3.1 Resource Constraint and CSI Observations

Given the time and frequency resources for a packet, the total number of symbols for

channel estimation and data transmission is fixed. Let us denote the total number

of symbols by Nmax. The constraint, i.e., Nc + Nd = Nmax, should be satisfied. If

more symbols are allocated for DM-RS, the channel estimation will be more accu-

rate. However, better channel estimation may not lead to higher resource utilisation

efficiency since the number of symbols for data transmission decreases. Therefore, I

aim to find the optimal resource allocation policy for DM-RS and data transmission.

I assume that the transmission power is fixed for both DM-RS and data transmission.

I denote the CSI observation of a channel realisation h by gh. According to the

CSI report from the UE, the BS can acknowledge the SINR. I consider the following

three types of observations at the BS:

Perfect Channel Gain

To evaluate the upper bound of the resource utilisation efficiency, I assume that the

BS has the perfect channel gain, i.e., gh = |h|2. Please note that the UE does not have

the perfect CSI and still needs to execute the channel estimation through MMSE.
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Estimated Channel Gain

Once the UE receives the DM-RS, it estimates the channel coefficient and sends a CSI

report back to the BS. The BS can obtain the estimated channel gain from the CSI

report. Due to the channel estimation errors, the estimated channel gain is different

from the perfect channel gain. In this case, the CSI observation is given by gh = |ĥ|2,

which is obtained from the estimated channel coefficient ĥ.

Received Signal Strength

In a practical system, estimating received signal strength is much easier than esti-

mating the channel coefficient ĥ. The received signal strength obtained from CSI-RS

or DM-RS can be used as the CSI observation, i.e., gh = ‖hwfxj + z‖2, where

xj , {xb,xc} is the CSI-RS or DM-RS.

2.3.2 Optimisation Problem Formulation

Resource allocation policy is a mapping from gh to the number of symbols for channel

estimation, i.e., length of DM-RS. I denote the policy by Nc(gh). Resource utilisa-

tion efficiency is the number of bits that can be transmitted within given time and

frequency resources. Therefore, I further optimise the packet size, which depends on

the estimated channel gain, gh, and resource allocation policy, Nc(gh). Hence, the

number of bits in one packet is denoted by D(gh, Nc(gh)). Although the 5G standard

has specified the PEP requirement of URLLC, i.e., below 10−5, it is not possible to

achieve a deterministic PEP requirement with probability one in the presence of chan-

nel fading and channel estimation errors. To characterise the reliability of URLLC

in practical wireless systems, I consider two types of PEP constraints: 1) an average
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PEP constraint; 2) a PEP outage probability constraint.

Average PEP Constraint

Average PEP is defined as the average of ε in (2.2.5), where the average is taken over

the CSI observation and the channel estimation error. Given the resource allocation

policy, the packet size, and the CSI observation, the BS can obtain the SINR from

the CSI report and estimate the PEP in (2.2.5). Thus, the optimisation problem can

be formulated as

max
Nc(gh),D(gh,Nc(gh))

Egh [D(gh, Nc(gh))] (2.3.1)

s.t. Egh,e[ε(Nc(gh), D(gh, Nc(gh)), γ)] ≤ ε̄, (2.3.1a)

nt ≤ Nc(gh) < Nmax, (2.3.1b)

D(gh, Nc(gh)), Nc(gh) ∈ Z+, (2.3.1c)

where ε̄ is the maximum tolerable average PEP of a service, (2.3.1a) specifies the

average PEP requirement, (2.3.1b) pertains to the number of DM-RS symbols to

be greater than or equal to the number of transmitting antennas [15], and (2.3.1c)

indicates that the number of DM-RS symbols and the data packet size are positive

integers.

PEP Outage Probability Constraint

PEP outage probability is defined as the probability that the PEP is higher than

a required threshold, εq. Given the resource allocation policy, the packet size, and

the unknown channel estimation error, I define an indicator function, denoted by

1{ε(Nc(gh), D(gh, Nc(gh)), γ) > εq}, to describe the PEP outage. If the PEP is higher
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than εq, then 1{ε(Nc(gh), D(gh, Nc(gh)), γ) > εq} = 1. Otherwise, 1{ε(Nc(gh), D(gh,

Nc(gh)), γ) > εq} = 0. Then, the PEP outage probability is the average of the indica-

tor, where the average is taken over the CSI observation and the channel estimation

error. It is worth noting that the expectation of the indicator is the probability that

ε(Nc(gh), D(gh, Nc(gh)), γ) > εq.

According to the above definition, the PEP outage probability can be obtained

from

Pr{ε(Nc(gh), D(gh, Nc(gh)), γ) > εq} = Egh,e[1{ε(Nc(gh), D(gh, Nc(gh)), γ) > εq}].

The optimisation problem can be formulated as follows,

max
Nc(gh),D(gh,Nc(gh))

Egh [D(gh, Nc(gh))] (2.3.2)

s.t. Egh,e[1{ε(Nc(gh), D(gh, Nc(gh)), γ) > εq}] ≤ Υ (2.3.2a)

nt ≤ Nc(gh) < Nmax, (2.3.2b)

D(gh, Nc(gh)), Nc(gh) ∈ Z+, (2.3.2c)

where (2.3.2a) is the constraint of PEP outage probability, and Υ is the maximum

tolerable PEP outage probability of the URLLC service.

To solve the problem in (2.3.1) and (2.3.2), I need to find the optimal functions

D(gh, Nc(gh)) and Nc(gh). These problems are functional optimisation and cannot

be solved by using traditional optimisation algorithms.
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2.3.3 Primal-dual Approach Formulation

I can first use primal-dual and Lagrangian multiplier method [28, 74] to solve the

optimisation problems (2.3.1) and (2.3.2), which can be converted to a general for-

mulation as

max
λ

min
Nc(gh),D(gh,Nc(gh))

L = −Egh [D(gh, Nc(gh))]+ (2.3.3)

Egh,e(λΩ(Nc(gh), D(gh, Nc(gh)), γ)− 1) (2.3.4)

s.t. λ ≥ 0, (2.3.4a)

nt ≤ Nc(gh) < Nmax, (2.3.4b)

D(gh, Nc(gh)), Nc(gh) ∈ Z+, (2.3.4c)

where L is the Lagrangian function, λ is the Lagrangian multiplier, Ω(Nc(gh), D(gh),

Nc(gh), γ) is the normalised PEP constraint, i.e., Ω(Nc(gh), D(gh, Nc(gh)), γ) =

ε(Nc(gh),D(gh,Nc(gh)),γ)
ε̄

for problem (2.3.1), and Ω(Nc(gh), D(gh, Nc(gh)), γ) =

1{ε(Nc(gh),D(gh,Nc(gh)),γ)>εq}
Υ

for problem (2.3.2).

2.4 Unsupervised Learning Approaches

In general cases, there are no closed-form solutions for problems expressed in (2.3.1)

and (2.3.2). Since I only have the estimated channel but do not have the true CSI,

channel estimation errors are not available for evaluating the average PEP or PEP

outage probability. Moreover, the Q-function in (2.2.5) is an integration, making it

impossible to obtain closed-form solutions for (2.3.1) and (2.3.2). To overcome this
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difficulty, I use DNNs to approximate the functions to be optimised and use unsuper-

vised learning in [28] to optimise the parameters of the DNNs. I design a cascaded

DNN structure and apply either model-based or model-free training techniques to

optimise the parameters of the DNNs. The model-based training is applicable when

the SINR in (2.2.6) is available. The model-free training can be applied in more prac-

tical scenarios where theoretical models are not available. The underlying idea is to

use the primal-dual method in (2.3.3) as the loss function and use stochastic gradient

descent (SGD) to update the parameters of the cascaded DNN and the Lagrangian

multiplier. After the training stage, the DNNs can be used for decision-making in

wireless systems with low inference complexity [23].

2.4.1 Model-Based Unsupervised Learning

From the received SINR, it is possible to evaluate the PEP according to the model

in (2.2.5). With the help of the theoretical model, I can use the model-based unsu-

pervised learning method.

Cascaded DNN Design

Given the total number of symbols, if I allocate more symbols for channel estimation,

I can obtain more accurate CSI, but fewer symbols are available for data transmission.

The packet size depends on the CSI and the number of symbols for data transmission.

Thus, the policy first determines the number of symbols for channel estimation and

then determines the packet size based on the estimated CSI and the available sym-

bols for data transmission. In addition, my preliminary results in [23] show that if I
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represent a policy by a fully connected DNN without exploiting the relationship of dif-

ferent optimisation variables, it is difficult to obtain a policy with good performance.

With this domain knowledge, I design a cascaded DNN architecture accordingly. The

input of the first DNN is the channel observation gh, and the output is the number

of symbols allocated for DM-RS transmissions. The first DNN with parameters, θN ,

is denoted as φN(gh|θN). The number of symbols allocated for DM-RS can be ob-

tained from the output of the φN(gh|θN). Then, I can then obtain the number of

symbols for data transmission, i.e., Nd = Nmax − Nc. The second DNN, denoted by

φD(gh, φN(gh|θN)|θD), takes Nc and gh as its input and outputs the packet size, where

θD is the parameters. In order to train the cascaded DNN, the Lagrangian function

in (2.3.3) is used as the loss function. Lagrangian multipliers and the parameters of

the cascaded DNN are updated by using the primal-dual method [28].

First DNN

Parameters

Second DNN

Parameters

Figure 2.2: Model-based cascaded DNN structure, where g
(i,m)
h is the m-th CSI ob-

servation in the i-th iteration, N
(i,m)
c and D(i,m) are the outputs of the two DNNs.

Model-Based Training Procedure

In the i-th iteration of the primal-dual algorithm, I generate M channel realisa-

tions according to a stochastic channel model. The m-th sample in the i-th itera-

tion is denoted by h(i,m), where m ∈ {1, 2, · · · ,M}. The CSI observation is given

by g
(i,m)
h . The cascaded DNN is shown in Fig. 2.2, where N

(i,m)
c and D(i,m) are
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obtained from the cascaded DNN. Since the statistical distribution of channel es-

timation errors is derived from (2.2.3), I can also generate M channel estimation

errors in my simulation, e(i,m). I assume h(i,m) and e(i,m) are unknown to the BS

and the UE, but the received SINR in (2.2.6), γ(i,m), is available. Based on the out-

puts of the cascaded DNN and the received SINR, the BS can evaluate the PEP,

ε(φN(g
(i,m)
h |θN), φD(g

(i,m)
h , φN(g

(i,m)
h |θN)|θD), γ(i,m)). The normalised average PEP es-

timated by the m-th sample in the i-th iteration is given by

Ω(i,m) =
ε(φN(g

(i,m)
h |θN), φD(g

(i,m)
h , φN(g

(i,m)
h |θN)|θD), γ(i,m))

ε̄
. (2.4.1)

The normalised PEP outage probability is given by

Ω(i,m) =
1{ε(φN(g

(i,m)
h |θN), φD(g

(i,m)
h , φN(g

(i,m)
h |θN)|θD), γ(i,m)) > εq}

Υ
. (2.4.2)

The loss function in the i-th iteration can be estimated by the M samples according

to

L̂(i) =
1

M

M∑
m=1

[−φD(g
(i,m)
h , φN(g

(i,m)
h |θ(i)

N )|θ(i)
D ) + λ(i)(Ω(i,m) − 1)]. (2.4.3)

By using the stochastic gradient ascent algorithm, I update λ(i) according to

λ(i+1) =

[
λ(i) + η

(i)
λ

∂L̂(i)

∂λ(i)

]+

=

[
λ(i) + η

(i)
λ

1

M

M∑
m=1

(Ω(i,m) − 1)

]+

, (2.4.4)

where [x]+ , max {x, 0} and η
(i)
λ is the learning rate of the dual variable. In the primal

domain, I apply the SGD algorithm to train the parameters of the cascaded DNN. The

gradient of θ(i) ,
{
θ

(i)
N , θ

(i)
D

}
is denoted by ∇θL̂(i). To use SGD for training DNNs,

the loss function needs to be differentiable. Therefore, I relax N
(i,m)
c and D(i,m) as

continuous variables. As N
(i,m)
c and D(i,m) can be up to a few hundred, the relaxation

has minimal impact on both the PEP and the resource utilisation efficiency. The
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parameters are updated by

θ(i+1) = θ(i) − η(i)∇θL̂(i), (2.4.5)

where η(i) ,
{
η

(i)
N , η

(i)
D

}
, η

(i)
N and η

(i)
D are the learning rate of φN and φD, respectively.

The model-based unsupervised learning algorithm is summarised in Algorithm 1.

Algorithm 1 Model-Based Unsupervised Learning

Require: Initial parameter θ(0), λ(0)

1: for i = 0, 1, 2, · · · do

2: Generate M random samples of h(i,m),m , {1, 2, · · · ,M}

3: Obtain channel observations g
(i,m)
h

4: Obtain N
(i,m)
c through φN(g

(i,m)
h |θ(i)

N )

5: Generate e(i,m) according to the circularly symmetric complex Gaussian distri-

bution with variance in (2.2.3)

6: Obtain D(i,m) through φD(g
(i,m)
h , φN(g

(i,m)
h |θ(i)

N )|θ(i)
D )

7: Evaluate L̂(i)

8: Evaluate gradients ∇θN L̂(i) and ∇θDL̂(i)

9: Update parameters λ(i), θ
(i)
N , and θ

(i)
D according to (2.4.4) and (2.4.5).

2.4.2 Model-Free Unsupervised Learning

The model-based solution relies on the theoretical model in (2.2.5). However, with

practical MCS, there is no closed-form expression of PEP. Therefore, I cannot derive

the expression of constraints (2.3.1a) and (2.3.2a). To train the cascaded DNN, I

propose a model-free unsupervised learning algorithm.
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Cascaded DNN Design with Stochastic Policies

Since there is no closed-form expression of PEP, I cannot obtain the gradient in

(2.4.5). To address this issue, I use the policy gradient estimation method from [28]

to approximate the gradient in the model-free learning method. To apply the policy

gradient estimation, I replace the deterministic policies in the cascaded DNN structure

with two stochastic policies [75], where the number of symbols for channel estimation

and the packet size obtained from the stochastic policies are denoted by N̂c and D̂,

respectively. Since N̂c depends on the channel observation gh and trainable parame-

ters of the first DNN θN , I denote the distribution function of N̂c by πN̂c
(z1|gh, θN),

where z1 is a random variable following the distribution πN̂c
(·|gh, θN). The packet

size D̂ relies on the trainable parameters of the second DNN θD, and the input of the

second DNN, N̂c, and the CSI observation gh. Therefore, the distribution function of

D̂ is denoted by πD̂(z2|gh, N̂c, θD), where z2 is a random variable following the distri-

bution πD̂(·|gh, N̂c, θD). When the density functions approach the impulse functions,

the stochastic policies become deterministic policies, i.e., πN̂c
(z1|gh, θN) = δ(z1− N̂c)

and πD̂(z2|gh, N̂c, θD) = δ(z2 − D̂), respectively. However, the impulse function is

non-differentiable, and I utilise a differentiable distribution function, i.e., truncated

Gaussian distribution, to approximate the impulse function [28]. Thus, the distri-

butions πN̂c
(z1|gh, θN) and πD̂(z2|gh, z1, θD) can be represented by N (µN , βN), and

N (µD, βD), respectively.

I design another cascaded DNN structure to represent the stochastic policies in the

model-free unsupervised learning algorithm. The first DNN, denoted by ωN(gh|θN),

represents the mapping from the CSI observation to {µN , βN}. From the expectation

and variance of the truncated Gaussian distribution, I can generate one realisation of
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z1 by using the reparameterisation trick [76], N̂c = µN +
√
βNξ, where ξ ∼ N (0, 1).

The second DNN is denoted by ωD(gh, N̂c|θD). It takes the realisation of the first

stochastic policy and the CSI observation as its input and outputs the mean and

variance of the packet size, i.e., {µD, βD}. By applying the reparameterisation trick,

I obtain a realisation of z2, D̂ = µD +
√
βDξ.

First DNN

Parameters

Second DNN

Parameters

Reparameterization

Reparameterization

Figure 2.3: Model-free Cascaded DNN structure, where g
(i,m)
h is the m-th CSI obser-

vation in the i-th iteration, µ
(i,m)
N and β

(i,m)
N are the outputs of the first DNN, µ

(i,m)
D

and β
(i,m)
D are the outputs of the second DNN, N̂

(i,m)
c and D̂(i,m) are random samples

captured from N (µ
(i,m)
N , β

(i,m)
N ), and N (µ

(i,m)
D , β

(i,m)
D ), respectively.

Model-Free Training Procedure

In the i-th iteration, I generate M channel realisations, h(i,m), where m ∈

{1, 2, · · · ,M}. For each channel realisation, the CSI observation at the BS is g
(i,m)
h .

Based on g
(i,m)
h , I can obtain {µ(i,m)

N , β
(i,m)
N } and {µ(i,m)

D , β
(i,m)
D } from the cascaded

DNN, as shown in Fig. 2.3. Then, I generate one realisation of z
(i,m)
1 from
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N (µ
(i,m)
N , β

(i,m)
N ) and one realisation of z

(i,m)
2 from N (µ

(i,m)
D , β

(i,m)
D ) by the reparame-

terisation trick, denoted by N̂
(i,m)
c and D̂(i,m), respectively. I then generate M chan-

nel estimation errors e(i,m) according to its distribution in (2.2.3). Although e(i,m)

is unknown to the BS and the UE, I assume that the BS can obtain the receive

SINR γ(i,m) from the CSI report. The PEP achieved by this sample is given by

ε̂(N̂
(i,m)
c , D̂(i,m), γ(i,m)). The normalised PEP constraint estimated by the samples is

denoted by Ω̂(i,m). The normalised PEP can be estimated from

Ω̂(i,m) =
ε(N̂

(i,m)
c , D̂(i,m), γ(i,m))

ε̄
. (2.4.6)

The normalised PEP outage is given by

Ω̂(i,m) =
1{ε(N̂ (i,m)

c , D̂(i,m), γ(i,m)) > εq}
Υ

. (2.4.7)

In the i-th iteration, the estimated loss function is given by

L̂(i) =
1

M

M∑
m=1

[−D̂(i,m) + λ(i)(Ω̂(i,m) − 1)]. (2.4.8)

The Lagrangian multiplier λ(i) is updated according to

λ(i+1) = [λ(i) + η
(i)
λ

∂L̂(i)

∂λ(i)
]+ =

[
λ(i) + η

(i)
λ

1

M

M∑
m=1

(Ω̂(i,m) − 1)

]+

. (2.4.9)

Similar to the model-based training, I relax N̂
(i,m)
c and D̂(i,m) as continuous vari-

ables in model-free training. The parameters of the cascaded DNN can be updated

according to

θ(i+1) = θ(i) − η(i)∇θL̂(i), (2.4.10)
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where θ(i) ,
{
θ

(i)
N , θ

(i)
D

}
, η(i) ,

{
η

(i)
N , η

(i)
D

}
, and the gradient ∇θL̂(i) can be estimated

by [28, 75]

∇θN L̂(i) =
1

M

M∑
m=1

{[
−D̂(i,m) + λ(i)(Ω̂(i,m) − 1)

]
∇θN

[
log(πN̂c

(N̂ (i,m)
c |g(i,m)

h , θ
(i)
N ))

]}
,

(2.4.11)

∇θDL̂(i) =

1

M

M∑
m=1

{[
−D̂(i,m) + λ(i)(Ω̂(i,m) − 1)

]
∇θD

[
log(πD̂(D̂(i,m)|g(i,m)

h , N̂ (i,m)
c , θ

(i)
D ))

]}
.

(2.4.12)

The model-free unsupervised learning algorithm is summarised in Algorithm 2.

Algorithm 2 Model-Free Unsupervised Learning

Require: initial parameter θ(0), λ(0)

1: for i = 0, 1, 2, · · · in iterations do

2: Generate M random samples of h(i,m),m , {1, 2, · · · ,M}

3: Obtain channel observations g
(i,m)
h

4: Obtain µ
(i,m)
N , and β

(i,m)
N through φN(g

(i,m)
h |θ(i)

N )

5: Obtain N̂
(i,m)
c from the reparameterisation trick.

6: Generate samples of e(i,m) according to its distribution function with variance

of (2.2.3)

7: Obtain µ
(i,m)
D , and β

(i,m)
D through φD(g

(i,m)
h , φN(g

(i,m)
h |θ(i)

N )|θ(i)
D )

8: Obtain D̂(i,m) from the reparameterisation trick.

9: Compute L̂(i)

10: Estimate the gradients ∇θN L̂(i) and ∇θDL̂(i)

11: Update parameters λ(i), θ
(i)
N , and θ

(i)
D for backward-propagation



Chapter 2. Unsupervised Learning for URLLC with Practical . . . 41

2.4.3 Reliability Evaluation with PEP Outage Probability

Constraint

For the services with the PEP outage probability constraint, the model-based and

model-free unsupervised learning methods can hardly meet the reliability require-

ments. This is because these methods use SGD to update the parameters, where the

loss function needs to be differentiable. For the average PEP constraint, the PEP

is a continuous and differentiable function. However, the PEP outage probability is

the expectation of the indicator function, which is not continuous. When estimating

the gradient with a batch of samples, the gradient is unbounded when the indica-

tor switches between zero and one. To improve the stability of SGD, I estimate the

normalised PEP of the policies Nc and D by another DNN. As shown in Fig. 2.4,

I take the model-based unsupervised learning algorithm as an example to illustrate

reliability evaluation.

In the i-th iteration, I generate M channel realisations and channel estimation

errors, i.e., h(i,m) and e(i,m), where m ∈ {1, 2, · · · ,M}. From the cascaded DNN,

I can obtain the number of symbols allocated for DM-RS, N
(i,m)
c , and the packet

size, D(i,m). Then, the value of the indicator 1{ε(N (i,m)
c , D(i,m), γ(i,m)) > εq} can be

obtained from the theoretical model in (2.2.5). I denote the value of the indicator by

υ(i,m), which is either zero or one. Thus, the indicator function is not differentiable. To

obtain a differentiable reliability evaluation function, I use a DNN to approximate the

mapping from each sample {g(i,m)
h , N

(i,m)
c , D(i,m)} to υ(i,m). The activation function in

the output layer of the DNN is the sigmoid function ranging from zero to one, and

thus the DNN is continuous and differentiable.

The DNN is denoted by φr, and the parameters of the DNN in the i-th iteration
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are denoted by θ
(i)
r . To train the DNN, I use {g(i,m)

h , N
(i,m)
c , D(i,m)} and υ(i,m) as the

training samples and labels. Since the label is either zero or one, the cross entropy

loss is applied, i.e.,

L̂(i)
r = − 1

M

M∑
m=1

{υ(i,m) ln υ̂(i,m) + (1− υ(i,m))(ln (1− υ̂(i,m)))}, (2.4.13)

where υ̂(i,m) is the output of the DNN. It is worth noting that the reliability evaluation

function can work with both model-based and model-free algorithms. In the model-

free algorithm, the indicator of PEP outage is evaluated from a batch of samples

{g(i,m)
h , N̂

(i,m)
c , D̂(i,m)} in practical systems. Therefore, I can also use the indicator

as the label to train the DNN for reliability evaluation. The algorithm is shown in

Algorithm 3.

Cascaded DNN

Loss Function Reliability Evaluation

DNN:

Parameters:

Input Label

Training

SGD

Figure 2.4: Reliability evaluation function for the m-th channel sample in the i-th

iteration.
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Algorithm 3 Reliability Evaluation Function

Require: initial parameter θ(0), λ(0)

1: for i = 0, 1, 2, · · · in iterations do

2: Generate M random samples of h(i,m) and e(i,m), m , {1, 2, · · · ,M}

3: Obtain channel observations g
(i,m)
h

4: Obtain N
(i,m)
c and D(i,m) from the cascaded DNN

5: Compute the PEP outage probability based on {g(i,m)
h , N

(i,m)
c , D(i,m)}

6: Train a DNN to evaluate the PEP outage probability

7: Compute the loss function

8: Continue the back-propagation of unsupervised learning algorithms

2.4.4 Deep Transfer Learning for Dynamic Radio Resources

The unsupervised learning algorithms discussed above are trained offline with a fixed

number of antennas, nt, a given amount of time and frequency resources, Nmax,

and a certain channel distribution. In practice, the BS may switch on/off some

antennas and adjust the time and frequency resource allocation for each user. A

mobile user may experience different channel distributions. To apply the DNN in

dynamic wireless communication systems, I need to train the parameters of the DNN

in different scenarios. To improve sample efficiency, I adopt deep transfer learning to

fine-tune the pre-trained DNN [23]. Specifically, I first train the cascaded DNN using

unsupervised learning algorithms with nt antennas and a fixed value of Nmax under

Rayleigh fading channels. The pre-trained parameters are denoted by θoff . When nt,

Nmax, or the channel distribution changes, I initialize the cascaded DNN with θoff

and fine-tune it with a few new samples. The performance of transfer learning will

be provided in Section 2.5.7, with specific examples.
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2.4.5 Complexity of Cascaded DNN

After the offline training stage, I can apply the trained cascaded DNN structure for

resource allocation in practical URLLC systems. The computational complexity of

the cascaded DNN is primarily due to the forward propagation algorithm, which

comprises mathematical operations such as addition, multiplication, and activation

functions. It is worth noting that multiplication operations require the most com-

putation resources among these operations. I denote the number of multiplication

operations of the two neural networks, φN and φD, in the cascaded neural network

architecture by N(φN , φD), which is given by [23]

N(φN , φD) =

LφN−1∑
lφN=0

κ
[lφN ]

φN
× κ[lφN+1]

φN
+

LφD−1∑
lφD=0

κ
[lφD ]

φD
× κ[lφD+1]

φD
, (2.4.14)

where lφN and lφD are the indices of hidden layers of φN and φD, respectively, LφN

and LφD are the number of layers of φN and φD, respectively, κ
[lφN ]

φN
and κ

[lφD ]

φD
are the

number of neurons in the lφN -th layer of φN and the lφD -th layer of φD, respectively.

Given that numbers of other operations, such as addition and activation functions, are

considerably smaller than N(φN , φD), the computational complexity of the cascaded

DNN is O(N(φN , φD)). As demonstrated in [23], the complexity is low enough to be

implemented in practical systems in real time.

2.5 Simulation Results

In this section, I validate the reliability and resource utilisation efficiency of the

policies obtained from the unsupervised learning algorithms.
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2.5.1 System Setup

I consider a downlink MISO system, where the BS equipped with four antennas serves

a single-antenna UE. The time and frequency resources allocated for one packet are

Nmax = TfB, where B is the available bandwidth, and Tf is the duration of one

frame. The variance of noise power is given by σ2
z = N0B, where N0 is the noise

spectral density. The large-scale channel gain is obtained from the path loss model,

i.e., α = −35.3 − 37.6 log10(d), where d (m) is the distance between the BS and the

UE. The parameters are summarised in Table 2.1.

Table 2.1: System parameters for simulation setup.

Parameters Notations Values

BS antenna nt 4

Frame duration Tf 1 ms

Bandwidth B 1 MHz

Distance d 300 m

Transmission power p 23 dBm

Noise spectral density N0 173 dBm/Hz

Average PEP requirement ε̄ 10−5

Required PEP threshold εq 10−5

PEP outage probability requirement Υ 10−4
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2.5.2 Benchmark

I compare my policies with a benchmark method modified from an existing resource

allocation policy in [19], where MRT is applied. Given an energy budget constraint,

the authors of [19] proved that the optimal number of symbols for channel estimation

is equal to the number of antennas nt, where the average PEP is obtained from the

average SINR. In the benchmark method, I set Nc to nt and maximise the resource

utilisation efficiency by optimising the packet size D. In order to find the optimal

packet size D, the unsupervised learning algorithm is applied to train the second DNN

in the cascaded DNN, where the output of the first DNN is fixed as Nc = nt. Different

from [19], the energy budget constraint is replaced by a maximum power constraint

in my work. In order to maximise the number of bits that can be transmitted in one

packet, the maximum transmission power is used in both channel estimation and data

transmission. Thus, there is no need to optimise the transmit power in my work.

2.5.3 Codebook-Based Precoding

I use the ‘Type I Single-Panel’ codebook in my simulation [21]. The key parameters

for developing the codebook include (N1, N2) and (O1, O2). N1 and N2 denote the

numbers of horizontal and vertical antenna ports, respectively. O1 and O2 are the

oversampling factors in the horizontal and vertical directions, respectively. The pos-

sible configurations of (N1, N2) and (O1, O2) are specified in [21]. The layout of the

antenna array in my simulation is (N1, N2) = (4, 1), and the oversampling factor is

set to (O1, O2) = (4, 1). Based on (N1, N2) and (O1, O2), I can generate the codebook

according to the table of ‘CodebookMode=2’ for 1-layer CSI reporting. Specifically,
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Table 2.2: Hyper-parameters for the DNN structures

Hyper-parameters

Model-Based

cascaded DNN

Model-Free

cascaded DNN
Embedded

DNN
1st DNN 2nd DNN 1st DNN 2nd DNN

Learning rate 0.0005 0.00005 0.0005 0.00005 0.0005

Number of hidden layers 4 3 4 3 3

Number of neurons in

different hidden layers
64/4/4/2 16/16/8 64/4/4/2 16/16/8 32/32/4

Number of neurons

in the output layer
1 1 2 2 1

Batch size 500000 2048

Iterations 10000

Activation function

in hidden layers
Leaky ReLu (slope coefficient: 0.1) ReLu

Activation function

in the output layer
tanh ReLu tanh ReLu sigmoid
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the precoding matrices W in the codebook are obtained from

W = W1W2,W1 =

[
b 0

0 b

]
,W2 =

1√
2N1N2

[
1

ϕn

]
, (2.5.1)

where b = [1, ej2πl/N1O1 , · · · , ej2πl(N1−1)/N1O1 ], l , {0, 1, · · · , (N1O1 − 1)} is a single

beam of antenna elements, and ϕn = ejπn/2, n , {0, 1, 2, 3} is the co-phasing coeffi-

cient [21].

2.5.4 Hyper-Parameters of Neural Networks

I use fully connected neural networks in unsupervised learning algorithms. The hyper-

parameters and design of all DNNs are presented in Table 2.2 unless specified other-

wise. For example, the first DNN in the model-based cascaded DNN has four hidden

layers, comprising 64, 4, 4, and 2 neurons in the first, second, third, and fourth

layers, respectively. Therefore, the number of neurons in different hidden layers is

represented by “64/4/4/2”. In addition, the channel observation is normalised by the

number of antennas, i.e., gh/nt, while the number of symbols for channel estimation

is normalised by the total amount of time and frequency resources, i.e., Nc/Nmax. I

define the resource utilisation efficiency as D/Nmax. The initial weights in the cas-

caded DNN are initialised with Gaussian random variables with zero mean and unit

variance, and the initial bias is fixed at 0.1. The initial value of the Lagrangian mul-

tiplier is set to 0. I utilise the hyperbolic tangent (tanh) function as the activation

function for the DNN used to obtain Nc. I guarantee the range of Nc by mapping the

outputs of tanh to the values between nt and Nmax. Then, I use the floor function to

round the obtained value of Nc to the nearest integer.
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2.5.5 Performance Evaluation for Average PEP Requirement

I initially compare the performance of model-based and model-free unsupervised

learning algorithms in terms of the average PEP requirement. Fig. 2.5 depicts the

optimal resource utilisation efficiency for both MRT and codebook-based precoding

techniques. The results indicate that the model-free algorithm achieves nearly the

same resource utilisation efficiency as the model-based algorithm, with both algo-

rithms utilizing the same precoding technique. However, the convergence time of the

model-free algorithm is slightly longer than that of the model-based algorithm. Thus,

the model-free unsupervised learning algorithm can achieve a nearly optimal policy in

practical systems without any theoretical models, but it comes at the cost of a slightly

longer convergence time. Additionally, the resource utilisation efficiency of codebook-

based precoding is found to have a performance loss of 30% compared to MRT. It is

worth noting that the comparison does not take the overhead of the channel report

into account. Further study is needed to enhance the resource utilisation efficiency

of codebook-based precoding with limited channel feedback. Fig. 2.6 shows that

my proposed algorithms can ensure the required constraint after a small number of

training iterations. The reason why the curves fluctuate around the required PEP is

that I only have a limited number of samples (i.e., a batch size of 500000) to estimate

the average PEP. Finally, Fig. 2.7 presents the optimal resource allocation policy. As

the codebook-based precoding results in lower SINR values when compared to MRT,

more symbols are allocated to DM-RS when codebook-based precoding is used.

In Table 2.3, I test the resource utilisation efficiency and the average PEP, where

5 × 108 channel realisations and channel estimation errors are randomly generated

for performance evaluation. The results show that the average PEP requirement can
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Figure 2.5: Resource utilisation efficiency in the training stage, where the average

PEP requirement is considered.

be satisfied in both the training and testing stages. Compared with the benchmark,

the resource utilisation efficiency can be improved by three times with the codebook-

based precoding and five times with MRT. The results show that by optimizing the

resource allocation for channel estimation and data transmission, I can increase the

resource utilisation efficiency significantly.

To better understand the performance gap between the benchmark and the unsu-

pervised learning methods in Table 2.3, I provide the cumulative distribution func-

tions (CDFs) of the SINR achieved by different policies in Fig. 2.8: 1) model-based

unsupervised learning with codebook-based precoding (with legend “Codebook”), 2)

benchmark with MRT (with legend “Benchmark”). The average SINR achieved by

the two policies are 11.2 dB and 11.7 dB, respectively. It is worth noting that the

average SINR achieved by the benchmark is higher than that achieved by the learning
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Figure 2.6: Average PEP in the training stage, where the required average PEP is

10−5.

Figure 2.7: Number of DM-RS symbols in the training stage, where the average PEP

requirement is considered.
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Table 2.3: Resource utilisation efficiency and Average PEP in training and testing

stages

Learning Algorithm Model-Based Model-Free
Existing

Policy

Beamforming MRT Codebook MRT Codebook MRT

Resource Utilisation

Efficiency (bits/Hz/s)

Training 3.21 2.06 3.21 2.05 -

Testing 3.21 2.06 3.21 2.05 0.54

Average PEP
Training 1.00e-5 1.00e-5 9.99e-6 1.00e-5 -

Testing 1.00e-5 1.00e-5 1.00e-5 9.99e-6 9.99e-6

method with the codebook-based precoding. Nevertheless, the CDF obtained from

the benchmark has a much longer tail distribution than the other two policies. The

resource utilisation efficiency of URLLC is dominated by the tail distribution of the

SINR, not the average SINR. Therefore, the resource utilisation efficiency of the learn-

ing methods with codebook-based precoding is 3 times higher than the benchmark.

2.5.6 Performance Evaluation for PEP Outage Probability

Requirement

In this subsection, I demonstrate the performance of unsupervised learning algorithms

regarding the PEP outage probability requirement. Fig. 2.9 depicts the resource allo-

cation efficiency achieved by various algorithms using different precoding techniques.

With the PEP outage probability requirement, the learning algorithms need more

time to converge than the average PEP requirement. This is because I need to train
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Figure 2.8: CDF of SINR, where the average SNRs of “Codebook” and “Benchmark”

are 11.2 dB and 11.7 dB, respectively.

Figure 2.9: Resource utilisation efficiency in the training stage, where the PEP outage

probability requirement is considered.
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an additional DNN for reliability evaluation. Without the reliability evaluation func-

tion, the unsupervised learning algorithm cannot converge within 10, 000 iterations.

In Fig. 2.10, I evaluate the PEP outage probabilities achieved by different algo-

rithms with different precoding techniques. The results show that both model-based

and model-free learning algorithms can ensure the PEP outage probability with both

MRT and codebook-based precoding. To put it differently, my approach can achieve

an air-interface latency of 1 ms and a PEP of 10−5 with a probability of 99.99%, i.e.,

1 − Υ. Fig. 2.11 presents the symbols allocated for DM-RS transmission, and the

outcomes are similar to those in Fig. 2.7.

In Table 2.4, I evaluate the resource utilisation efficiency and PEP outage probabil-

ities in both training and testing stages, where 5×108 samples of channel realisations

and channel estimation errors are used. The results show that in both the training

and testing stages, the PEP outage probabilities can meet the PEP outage probability

requirement. Compared with the benchmark, the unsupervised learning algorithms

can improve the resource utilisation efficiency by three times with the codebook-based

precoding and five times with MRT.

2.5.7 Performance Evaluation for Transfer Learning

As I have shown in the previous two subsections, the results with the PEP outage

probability requirement are similar. Thus, I take the average PEP requirement as

an example to show the performance of transfer learning. I fix the first three layers

and fine-tune the last two layers by using the model-based or model-free unsuper-

vised learning algorithm. I first apply transfer learning to dynamic channel resources.
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Figure 2.10: PEP outage probability in the training stage, where the required PEP

outage probability is 10−4.

Figure 2.11: Number of DM-RS symbols in the training stage, where the PEP outage

probability requirement is considered.
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Table 2.4: Resource utilisation efficiency and PEP outage probability in training and

testing stages

Learning Algorithm Model-Based Model-Free
Existing Policy

Model-Based

Beamforming MRT Codebook MRT Codebook MRT

Resources utilisation

Efficiency (bits/Hz/s)

Training 3.15 2.02 3.15 2.00 -

Testing 3.15 2.02 3.15 2.00 0.52

PEP Outage Probability
Training 9.89e-5 9.30e-5 9.95e-5 9.69e-5 -

Testing 9.73e-5 9.37e-5 1.01e-4 9.99e-5 9.95e-05

Specifically, when the time and frequency resources, Nmax, are dynamic, I use trans-

fer learning to fine-tune the cascaded DNN that is trained with B = 1 MHz and

Tf = 1 ms. Specifically, I fix the bandwidth B = 1 MHz and change the frame

duration, Tf , from 0.2 ms to 0.8 ms. In Figs. 2.12 and 2.13, I provide the resource

utilisation efficiency and the average PEP in the training stage, where Tf = 0.6

ms. Without transfer learning, the model-based (model-free) unsupervised learning

algorithm converges after 1500 (2000) iterations. With transfer learning, only 600

iterations are needed to fine-tune the cascaded DNN. Thus, the convergence time can

be reduced by 70%. The results in Fig. 2.13 show that the average PEP requirement

can be satisfied with or without transfer learning.

I further implement transfer learning for various numbers of transmitting antennas

and different channel statistics. Specifically, I modified the small-scale channel from

Rayleigh fading to Nakagami-m fading [77]. The average PEP requirement is used

as an example to demonstrate the training performance of using transfer learning.
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The initial DNNs are trained with 4 transmission antennas under the Rayleigh chan-

nel. Fig. 2.14 illustrates that with the increase of transmitting antennas to 6, both

model-based and model-free algorithms achieve rapid convergence within 500 itera-

tions using transfer learning. In contrast, randomly initialised parameters require over

2000 iterations for the model-based algorithm and 2500 iterations for the model-free

algorithm to converge. Furthermore, Fig. 2.15 validates that all algorithms can meet

the reliability requirement. Moreover, I have evaluated the resource utilisation effi-

ciency of transfer learning for Nakagami-m fading channels with m = 3, as illustrated

in Fig. 2.16. For both model-based and model-free algorithms, transfer learning leads

to convergence at around 800 iterations, while without transfer learning, convergence

requires over 3000 iterations. Fig. 2.17 also verifies that all algorithms satisfy the

average PEP requirement. Therefore, my results suggest that transfer learning is

also an effective approach for URLLC systems with varying numbers of antennas and

different channel statistics.

Table 2.5: Testing performance with Different CSI Observations

CSI Observation
Average PEP

Resource Utilisation

Efficiency (bits/Hz/s)

Number of symbols

for DM-RS

Model-Based Model-Free Model-Based Model-Free Model-Based Model-Free

Perfect Channel Gain 1.06e-5 6.73e-6 3.21 3.21 101.21 108.87

Estimated Channel Gain 6.89-6 5.93e-6 3.11 3.13 102.41 115.87

Received Signal Strength 5.43e-6 4.36e-6 2.84 2.83 115.17 121.97

I test the resource utilisation efficiency of model-based and model-free algorithms

with different values of Nmax in Fig. 2.18. The results show that, as the total number

of symbols increases, the resource utilisation efficiency increases, and the gap between

the model-based and model-free algorithms decreases. However, the gap between
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Figure 2.12: Resource utilisation efficiency when Tf = 0.6 ms, where the initial DNNs

are trained with Tf = 1 ms.

Figure 2.13: Average PEP performance when Tf = 0.6 ms, where the initial DNN is

trained with Tf = 1 ms.
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Figure 2.14: Resource utilisation efficiency when nt = 6, where the initial DNNs are

trained with nt = 4.

Figure 2.15: Average PEP when nt = 6, where the initial DNNs are trained with

nt = 4.
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Figure 2.16: Resource utilisation efficiency over Nakagami-m fading channels, and

the initial DNNs are trained over Rayleigh fading channels.

Figure 2.17: Average PEP over Nakagami-m fading channels, and the initial DNNs

are trained over Rayleigh fading channels.
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Figure 2.18: Resource utilisation efficiency versus the total number of symbols.

MRT and codebook-based precoding does not change significantly. Compared with

the benchmark that uses MRT, my methods can improve the resource utilisation

efficiency by up to eight times with MRT and up to five times with the codebook-

based precoding.

2.5.8 Performance Evaluation with Different CSI Observa-

tions

In this subsection, I evaluate the impact of CSI observations on reliability, resource

utilisation efficiency, and resource allocation policy. Since the results are similar to

the two types of reliability constraints, I only provide the results under the average

PEP requirement. As shown in Table 2.5, the model-based and model-free unsuper-

vised learning algorithms can meet the average PEP requirement with different CSI
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observations. By replacing the perfect channel gain with the estimated channel gain,

there is only around 2% performance loss in terms of resource utilisation efficiency.

The performance loss will be 15%, if the BS only has the received signal strength. By

replacing the received signal strength with the estimated channel gain, it is possible

to achieve a 10% performance gain in terms of resource utilisation efficiency. It is

because in the scenario with the received signal strength, more symbols are needed

for DM-RS than the other two kinds of CSI observations.

2.6 Conclusion

In this chapter, I optimised the resource allocation and packet size to maximise the

resource utilisation efficiency of URLLC. I developed model-based and model-free

unsupervised learning algorithms to find the optimal solutions with different CSI ob-

servations, precoding techniques, and reliability requirements. My results showed that

both model-based and model-free algorithms could meet the reliability requirements,

and the resource utilisation efficiency achieved by the two algorithms is nearly the

same. The codebook-based precoding can reduce the overhead of the CSI report, but

the resource utilisation efficiency achieved by codebook-based precoding is 40% lower

than that achieved by MRT. By evaluating the resource utilisation with different CSI

observations, I found that the BS only needs the estimated channel gain to achieve

the nearly optimal resource utilisation efficiency, i.e., 2% lower than the scenario with

the perfect channel gain. If the BS only has the received signal strength, the resource

utilisation efficiency will be 10% lower than that with the estimated channel gain.

My results indicated that transfer learning could reduce the convergence time of un-

supervised learning methods by 70% when the total amount of resources allocated to
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the UE is dynamic.



Chapter 3

Reinforcement Learning for

Optimal URLLC Resource

Efficiency under Correlated

Channel

This chapter considers the optimisation of blocklength allocation for channel estima-

tion and data transmission in MISO ultra-reliable low-latency communication sys-

tems. Specifically, I aim to determine a resource allocation strategy to optimise re-

source utilisation efficiency under a constraint of reliability. I investigate the optimisa-

tion problem in correlated channel realisations and formulate the sequential decision-

making problem as a partial observation Markov decision process (POMDP). I utilise

deep reinforcement learning (DRL) and develop a novel Cascaded-Action Twin De-

layed Deep Deterministic policy (CA-TD3) to solve the POMDP problem. I propose

64
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the primal CA-TD3 algorithm and compare its performance with the primal-dual

CA-TD3. I validate my model on two channel models: the first-order autoregressive

channel model and the clustered delay line (CDL) channel model. The simulation

results show that both the primal-type algorithm and the primal-dual one can ac-

quire the optimal strategy on either channel model. However, the primal CA-TD3

can converge remarkably faster than the primal-dual CA-TD3 in terms of reliability.

3.1 Introduction

To meet the reliability requirement in URLLC, the current wireless system uses pilot

signals for channel estimation. How to allocate the channel resources for channel

estimation and data transmission remains a challenging issue. The limited number of

pilot symbols will lead to imperfect channel state information (CSI) and unavoidable

decoding packet error probability (PEP). Moreover, satisfying the stringent reliability

requirement results in reduced resource utilisation efficiency (i.e., transmitted infor-

mation bits per time and frequency resource block). The URLLC system needs an

intelligent resource allocation policy that can improve resource utilisation efficiency

and meet a reliability requirement simultaneously [19]. However, the channel reali-

sations are mostly assumed to be independent and identically distributed (IID) for

different frames. Due to the short time scale, the channel coefficient is highly cor-

related in the temporal domain. Therefore, existing works et al. [35, 37] proposed

resource allocation strategies based on the first-order autoregressive model [68], which

is used to simulate the temporally correlated channel. However, how to optimise the

resource utilisation efficiency in practical correlated channel realisations remains un-

clear.
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Resource allocation for time-varying correlated channels is a sequential decision-

making problem, which can be solved through deep reinforcement learning (DRL)

algorithms [44, 78]. However, the unconstrained DRL algorithms will try some bad

actions, which will eliminate the stringent reliability requirements in URLLC systems.

To improve the exploration safety of DRL algorithms, the authors in [45, 46] built

constrained DRL frameworks using the primal-dual algorithm. Nevertheless, the

primal-dual DRL algorithms reveal that the convergence of the constraint condition

is slow. Moreover, the performance of the primal-dual algorithms highly relies on

the parameter tuning of the Lagrangian multiplier, which significantly increases the

training difficulty.

… …

Pilot Data

Figure 3.1: Resource allocation in temporally correlated channel realisations

In this chapter, I aim to optimise a resource allocation policy over temporally

correlated fading channels, where resource utilisation efficiency is maximised subject
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to a PEP constraint. Due to the unknown channel realisation and imperfect CSI,

the BS can only have limited channel observations. Thus, I formulate the problem

as a partially observable Markov decision process (POMDP). I design a novel con-

strained DRL framework to solve the POMDP problem based on Twin Delayed Deep

Deterministic policy (TD3)[79], i.e., the cascaded-action TD3 (CA-TD3). I develop a

cascaded deep neural network (DNN) structure to determine the actions. Inspired by

et al. [67], I train the policy using a primal domain approach and compare it with the

primal-dual DRL algorithm[80]. I validate my algorithm on the first-order autore-

gressive channel model [68] and the clustered delay line (CDL) channel model [69].

My results show the superiority of the primal CA-TD3 in terms of the convergence

time compared with the primal-dual CA-TD3.

3.2 System Model

In this section, I first present my channel model. Then, I provide the reliability metric

with imperfect CSI. Finally, I formulate the problem as a POMDP problem.

3.2.1 Channel Model

I consider a downlink MISO system, where a base station (BS) with T transmit

antennas serves a mobile single-antenna user equipment (UE). I define k as the number

of frames transmitted in time-correlated wireless channels, as shown in Fig. 3.1. The

i-th frame, i , {0, 1, · · · , k}, is transmitted in the i-th channel realisation, which

is considered to be quasi-static as the frame duration is smaller than the coherence

time [15]. For each frame, I assume that the total time-frequency resources are



68 3.2. System Model

N orthogonal frequency-division multiplexing (OFDM) symbols, which are used to

transmit pilot symbols and data symbols. I denote the number of pilot symbols as

mi, and the number of data symbols as ni = N −mi for the i-th frame. The received

symbols yi at the UE is expressed as

yi =
√
αphHi wixi + zi, (3.2.1)

where α ∈ R+ is the constant large-scale channel fading, hi ∈ CT×1 is the small-

scale channel coefficient, p ∈ R+ is the transmit power, wi = hi/|hi| is the maxi-

mum ratio transmission (MRT) precoding vector, xi is the transmitted symbols, and

zi ∼ CN (0, σ2
zi

) is the Additive white Gaussian noise (AWGN). Sequential small-scale

channel coefficients, e.g., hi+1 and hi, are temporally correlated.

3.2.2 Reliability Metric with Imperfect CSI

Due to the limited time-frequency resources allocated for pilot symbols, there are

unavoidable channel estimation errors, denoted by ei ∈ CT×1. I denote the estimated

channel of hi as ĥi. The channel estimation errors are defined as the difference

between the real channel realisation and the estimated one following

ei = hi − ĥi. (3.2.2)

With the minimum mean-square-error (MMSE) channel estimation in Rayleigh fading

channels, ei follows circularly symmetric complex Gaussian distributions, i.e., ei ∼

CN (0, σ2
ei

), where σ2
ei

= ( 1
σ2
hi

+ miαp
σ2
zT

)−1 [16].

Based on the channel estimation errors, I can derive the signal-to-interference-

plus-noise ratio (SINR) for hi as

γi =
αp|ĥHi wi|2

αp|eHi wi|2 + |zi|2
. (3.2.3)
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Then, ifDi bits are encoded into ni symbols, the achievable PEP at hi is approximated

by [10] as

ε(γi) ≈ Q

(
[C(γi)−Ri]

√
ni

V (γi)

)
, (3.2.4)

where Ri = Di/ni is the achievable data rate, C(γi) = log2(1 + γi) is the channel

capacity, V (γi) = (1 − (1 + γi)
−2) log2

2 e is the channel dispersion, Q(·) is the Q-

function, i.e., Q(x) = 1√
2π

∫∞
x
e−

t2

2 dt. Therefore, if the number of pilot symbols

increases, the channel estimation errors decrease, the SINR rises, and the PEP is

reduced. To manage the PEP constraint, it is crucial to control the number of pilot

symbols.

Due to channel fading, it is difficult to achieve target PEP with probability one.

Therefore, I define PEP outage probability, which represents the percentage of packets

that cannot meet the PEP requirement, to evaluate the reliability. I denote the

PEP requirement of each packet as εq. If a packet transmission satisfies the PEP

requirement, I set an indicator function equal to one, denoted by 1{ε(γi) > εq} = 1.

Otherwise, 1{ε(γi) > εq} = 0. Thus, the PEP outage probability is defined as

Eγi(1{ε(γi) > εq}).

3.2.3 Constrained POMDP Problem Formulation

Since the BS cannot learn full CSI, the sequential decision problem can be formulated

as a POMDP problem, defined by a tuple 〈S,A,O,R, C, T 〉, where S is the state

environment, A is the action space taken by the agent, O is the partial observation of

the unknown state environment, R is the instantaneous reward, C is the instantaneous

cost, and T is the transition. The detailed definition is as follows:
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State, Observation, and Transition

The state for the i-th frame, denoted by si ∈ S, refers to the channel realisation

hi. I assume the BS can obtain an estimation of hi−1 at the beginning of the i-th

frame. Since hi−1 and hi are highly correlated, ĥi−1 serves as the observation in the

i-th frame, denoted by oi. The BS will use oi for sequential decisions. The transition

ti ∈ T refers to the change from si to si+1.

Action

Two actions need to be decided by the BS: the packet size, Di, and the number of data

symbols, ni. Therefore, I denote the actions as ai = {Di, ni}, ai ∈ A. The packet size

Di is in continuous infinite action space. In practice, the number of data symbols ni

ought to be in discrete finite action space in terms of the subcarrier frequency space

and transmission time interval (TTI) defined in the 5G NR standard. However, to

provide a more accurate estimation of the resource allocation policy without discrete

sampling errors, I assume that ni is in the continuous finite action space.

Instantaneous Reward and Cost

I define the instantaneous reward at the hi+1 as the instantaneous resource utilisation

efficiency in the i-th frame, i.e., ri = Di/N . The cost is defined as the indicator value

at the hi+1, i.e., ci = 1{ε(γi) > εq}.

Policy

A policy π is defined as the mapping from the observation to the actions. With policy

π, the long-term discounted reward is denoted as
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Rπ = Eπ[
k∑
i=0

Γiri], (3.2.5)

where Γ ∈ (0, 1] is the discount factor. Similarly, the long-term discounted cost with

π is given by

Cπ = Eπ[
k∑
i=0

Γici]. (3.2.6)

POMDP Problem

I aim to find the optimal policy π∗ such that I can maximise the long-term reward

while controlling the long-term cost not exceeding the constraint. Therefore, the

optimisation problem is formulated as follows:

π∗ = arg max
π

Rπ, (3.2.7)

s.t. Cπ ≤ Υ

1− Γ
, (3.2.7a)

Ni ≤ N − T, (3.2.7b)

where Υ is the maximum tolerable PEP outage probability, and (3.2.7b) guarantee

the number of symbols for channel estimation is equal to or larger than the number

of antennas [15].

The problem can be solved through primal-dual and Lagrangian multiplier meth-

ods [74]. The Lagrangian function can be defined as follows:

L(π, λ) = Rπ − λ(
Cπ(1− Γ)

Υ
− 1), (3.2.8)
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where λ is the Lagrangian multiplier. The constrained POMDP problem is converted

to an unconstrained min-max problem as follows:

π∗, λ∗ = arg min
λ

max
π

L(π, λ). (3.2.9)

s.t. (3.2.7b).

3.3 Deep Reinforcement Learning

In this section, I introduce my DRL framework developed based on TD3. The con-

ventional Deep Deterministic Policy Gradient (DDPG) algorithm [81] overestimates

the long-term reward and underestimates the long-term cost, which results in an un-

stable update of actor networks. To overcome this drawback, DDPG is extended to

TD3 by introducing twin critic deep neural networks (DNNs). In TD3, the agent can

choose the preferable output from the two DNNs as the critic value, which leads to

a more accurate estimation of long-term rewards and costs. Moreover, since I have

two actions to be determined, I develop the Cascaded-Action TD3 (CA-TD3) archi-

tecture. I first consider the primal-dual methods to solve the problem (3.2.7). To

improve the training stability and control the constraint efficiently, I further develop

a primal algorithm based on the Constraint-Rectified Policy Optimisation (CRPO)

method [67].

3.3.1 CA-TD3 Architecture

The TD3 follows the actor-critic structure. The actor networks include the DNNs,

which represent the policy. Since the packet size depends on the number of symbols
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Figure 3.2: CA-TD3 Architecture

for data transmission, I design a cascaded DNN structure in the actor network. The

first DNN in the cascaded DNN represents the mapping from channel observations

to the number of data symbols and is denoted by πN(oi|θπN ). The channel observa-

tions and the number of data symbols are further used as the input of the second

DNN, which is denoted as πD(oi, πN(oi|θπN )|θπD). The output of the second DNN is

the packet size. The corresponding target networks are denoted by π′N(oi|θ′πN ) and

π′D(oi, π
′
N(oi|θ′πN )|θ′πD). θπN ,θπD , θ′πN , and θ′πD are the parameters.

The TD3 is extended from the DDPG algorithm by introducing twin critic DNNs.

The twin critic networks are used to evaluate the long-term reward, denoted by

Qφ
R(oi, πN(oi|θπN ), πD(oi, πN(oi|θπN )|θπD)|θφQR), and the long-term cost, denoted by

Qφ
C(oi, πN(oi|θπN ), πD(oi, πN(oi|θπN )|θπD)|θφQC ), where φ , {1, 2}. The corresponding

target critic networks are denoted by Q′φR (oi, π
′
N(oi|θ′πN ), π′D(oi, π

′
N(oi|θ′πN )|θ′πD)|θ′φQR)

and Q′φC (oi, π
′
N(oi|θ′πN ), π′D(oi, π

′
N(oi|θ′πN )|θ′πD)|θ′φQC ). θφQR , θφQC , θ′φQR , and θ′φQC are the

parameters. The overall CA-TD3 architecture is shown in Fig. 3.2.
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3.3.2 Primal-Dual CA-TD3

During the initialisation procedure, the agent will first generate the actions, i.e., the

packet size and the number of data symbols, through the actor networks. The packet

size and the number of data symbols are generated along with exploration:

ni = πN(oi|θπN ) + ωN , (3.3.1)

Di = πN(oi, Ni|θπD) + ωD, (3.3.2)

where ωN and ωD are the exploration noise, following normal distributions with vari-

ance σ2
ωN

and σ2
ωD

, which will decay by a ratio τω ∈ (0, 1) against training episodes.

TD3 is an off-policy algorithm and uses the experience replay buffer to save histor-

ical transitions 〈oi, Di, ni, ri, ci, oi+1〉. The training stage starts when the replay buffer

is full. In each training step, the agent will select a random batch of M samples from

the replay memory. The batch of samples is denoted by 〈om, Dm, Nm, rm, cm, om+1〉,

m , {1, 2, · · · ,M}, which can be used to compute the target reward and cost values

through the Bellman equation:

Rm = rm + Γ min
φ
Q′φR (om+1, π

′
N(om+1|θ′πN ),

π′D(om+1, π
′
N(om+1|θ′πN )|θ′πD)|θ′φQR) (3.3.3)

Cm = cm + Γ max
φ

Q′φC (om+1, π
′
N(om+1|θ′πN ),

π′D(om+1, π
′
N(om+1|θ′πN )|θ′πD)|θ′φQC ). (3.3.4)

The critic networks can be trained by minimising the mean square temporal difference
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(TD) errors, which are defined as:

LQφR
=

1

M

M∑
m=1

[
Rm −Qφ

R(om, πN(om|θπN ),

πD(om, πN(om|θπN )|θπD)|θφQR)
]2

, (3.3.5)

LQφC
=

1

M

M∑
m=1

[
Cm −Qφ

C(om, πN(om|θπN ),

πD(om, πN(om|θπN )|θπD)|θφQC )
]2

. (3.3.6)

The actor networks are updated by maximising the Lagrangian function through

stochastic gradient ascent. However, the conventional primal-dual algorithm shows

unstable and slow convergence performance. It is mainly because the optimisations

of the primal and dual domains have different requirements for the parameter tuning

of the Lagrangian multiplier. To combat this challenge, I improve the conventional

primal-dual algorithm by introducing another normalisation coefficient, β, during the

optimisation of the dual variable. Furthermore, I set β = β0 if the constraint is met.

Otherwise, β = β1. Therefore, the policy gradient is derived as follows:

∇θiL =
1

M

M∑
m=1

∇θi

(
min
φ
Qφ
R(om, πN(om|θπN ), πD(om, πN(om|θπN )|θπD)|θφQR) (3.3.7)

− βλ(max
φ

Qφ
C(om, πN(om|θπN ), πD(om, πN(om|θπN )|θπD)|θφQC )− Υ

1− Γ
)
)
,

where θi , {θπD , θπN}. θi are updated as follows:

θ
(j+1)
i = θ

(j)
i + η

(j)
i ∇θiL, (3.3.8)

where j is the training step, η
(j)
i , {η(j)

πN , η
(j)
πD} denotes the step size for πN and πD at
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Algorithm 4 Primal-Dual CA-TD3

Require: initial parameter θ(0), λ(0)

1: for e = 0, 1, 2, · · · do

2: Initialise h0 based on Rayleigh distribution

3: for i = 0, 1, 2, · · · , k do

4: Generate one sample of hi according to autoregressive model

5: Evaluate 〈oi, Di, Ni, ri, ci, oi+1〉 and save the transition into ER buffer

6: Select batch from replay memory 〈om, Dm, Nm, rm, cm〉,m = {1, 2, · · · ,M}

7: Calculate TD errors following (3.3.3) to (3.3.6). Update Qφ
R and Qφ

C

8: Update πN and πD following (3.3.8) and dual variable following (3.3.10)

9: Update the target DNNs following (3.3.15) to (3.3.18).

the j-th step. The dual variable λ can be updated with the policy gradient:

∇λL =
1

M

M∑
m=1

(
max
φ

βQφ
C(om, πN(om|θπN ), πD(om, πN(om|θπN )|θπD)|θφQC )− Υ

1− Γ

)
,

(3.3.9)

λ(j+1) =
[
λ(j) − η(j)

λ ∇λL
]+

, (3.3.10)

where η
(j)
λ is the step size of the Lagrangian multiplier at the j-th step and [x]+ =

max{0, x}. Then, I update the target networks by (3.3.15) to (3.3.18). The primal-

dual CA-TD3 algorithm is summarised in Algorithm 4.

3.3.3 Primal CA-TD3

Different from the primal-dual methods [74, 80], which optimise dual variables to

satisfy the constraint, the CRPO algorithm provides a primal-type method that can
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promptly switch the policy optimisation between objective improvement and con-

straint satisfaction. Specifically, if the predicted long-term cost can meet the con-

straint of (3.2.7a), the policy is updated by maximizing the long-term reward. Oth-

erwise, the policy is updated to minimise the constraint violation. I apply the CRPO

to update the actor networks. I first measure the predicted PEP outage probability

of the training batch and compare it with Υ. If Em[maxφQ
φ
C(om, πN(om|θπN ), πD(om,

πN(om|θπN )|θπD)|θφQC )] ≤ Υ/(1 − Γ) + υ, where υ is a small positive parameter that

indicates the tolerance of constraint violation, I apply the stochastic gradient ascent

to maximise the long-term reward following

∇θgLR =
1

M

M∑
m=1

∇θg min
φ
Qφ
R(om, πN(om|θπN ),

πD(om, πN(om|θπN )|θπD)|θφQR). (3.3.11)

θ(j+1)
g = θ(j)

g + η(j)∇θgLR, (3.3.12)

where θg , {θπN , θπD}, j refers to the j-th training step, and η(j) is the learning rate at

the j-th training step. Once Em[maxφQ
φ
C(om, πN(om|θπN ), πD(om, πN(om|θπN )|θπD)|

θφQC )] > Υ/(1−Γ) + υ, I apply stochastic gradient descent to minimise the long-term

cost,

∇θgLC =
1

M

M∑
m=1

∇θg max
φ

Qφ
C(om, πN(om|θπN )

πD(om, πN(om|θπN )|θπD)|θφQC ). (3.3.13)

θ(j+1)
g = θ(j)

g − η(j)∇θgLC . (3.3.14)
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Algorithm 5 Primal CA-TD3

Require: initial parameter θ(0)

1: for e = 0, 1, 2, · · · do

2: Initialise h0 based on Rayleigh distribution

3: for i = 0, 1, 2, · · · , k do

4: Generate one sample of hi according to autoregressive model

5: Evaluate 〈oi, Di, Ni, ri, ci, oi+1〉 and save the transition into ER buffer

6: Select batch from replay memory 〈om, Dm, Nm, rm, cm〉, where m =

{1, 2, · · · ,M}

7: Calculate TD errors following (3.3.3) to (3.3.6). Update Qφ
R and Qφ

C

8: if predicted long-term cost is less or equal to Υ/(1− Γ) + υ then

9: Update the πN and πD following (3.3.12)

10: else

11: Update the πN and πD following (3.3.14)

12: Update the target DNNs following (3.3.15) to (3.3.18)

Finally, I can update the target networks following

θ′πN , τθπN + (1 + τ)θ′πN , (3.3.15)

θ′πD , τθπD + (1 + τ)θ′πD , (3.3.16)

θ′φQR , τθφQR + (1 + τ)θ′φQR (3.3.17)

θ′φQC , τθφQC + (1 + τ)θ′φQC , (3.3.18)

where τ � 1 is the soft target update factor. The primal CA-TD3 algorithm is

summarised in Algorithm 5.
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Figure 3.3: Mapping of pilot and data symbols in each resource grid.

3.4 Simulation Results

3.4.1 Simulation Setup

I follow 3GPP TS 38.211 [82] to design the resource grid, where the TTI is 1 ms,

the subcarrier spacing is 15 kHz, the number of effective subcarriers is 12, and the

number of OFDM symbols in one TTI is 14. Therefore, during each TTI, the effective

bandwidth is 180 kHz, and the total number of OFDM symbols is 168. I set the

resource budget of each URLLC frame as 4 TTIs. I first map all the pilot symbols in

the frequency domain of each resource grid. After all the subcarriers of one symbol

duration are occupied, I map the pilot symbols to the time domain. The remaining

symbols are allocated for data transmission. For example, if there are 28 pilot symbols

in one resource grid, the pilot pattern is shown in Fig. 3.3. Note that I use this basic

mapping solution to validate the performance of my proposed model. The impact of

how to map the pilot symbols to the resource grid will be left as future work. The

large-scale channel fading follows the path-loss model, i.e., α = −35.3− 37.6 log10(d),
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where d (m) is the distance between the BS and the UE. The parameters of the

downlink MISO system are summarised in Table. 3.1 unless otherwise specified.

3.4.2 Channel Models

Two correlated channel models are considered in this chapter: the first-order autore-

gressive model [68] and the CDL channel model [69].

First-order Autoregressive Model

The correlated channel coefficient is generated according to an autoregressive model

following

hi+1 = ϕhi + εi, (3.4.1)

where ϕ is the correlation coefficient and εi ∼ CN (0, 1−ϕ2) is the random white noise

during the transition. The initial channel realisation h0 ∼ CN (0, 1). The correlation

coefficient is set as ϕ = 0.9.

CDL Channel Model

The CDL channel model is widely used for generating link-level radio channel impulse

responses [83, 84]. The TR38.901 standard defines five types of CDL channel models,

including CDL-A, CDL-B, and CDL-C for non-line-of-sight channels, while CDL-D

and CDL-E are for line-of-sight channels. The CDL channel contains information

about different delay spreads, powers, angles of departures, mobile speeds, and many

other significant channel features. I use the CDL-A scenario to simulate the fading

channels, where the carrier frequency is 3.5 GHz, the user speed is 3 m/s, and the

delay spread is 10 ns.
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Table 3.1: Simulation parameters

Parameters Values

Number of subcarriers 12

Number of OFDM symbols 14

Subcarrier spacing 15 kHz

Transmission time interval 1 ms

BS antenna 4

Distance 300 m

Transmission power 23 dBm

Noise spectral density 173 dBm/Hz

Number of correlated channels 50

PEP requirement 10−5

PEP outage probability requirement 0.1

3.4.3 DRL Setup

For the CA-TD3 framework, the weights of all DNNs are initialised following normal

distribution, and the bias is fixed at 0.1. The cascaded DNN structure is composed of a

three-layer DNN (with neurons 32/16/1) and a four-layer DNN (8/4/2/1). Regarding

the critic networks, I use a three-layer DNN (32/4/1) for the long-term reward and a

three-layer (8/4/1) for the long-term cost. For all the DNNs, the hidden layer uses a

leaky Rectified Linear Unit (ReLu) with a ratio of 0.1 as the activation function. The

output layers of the cascaded DNN use hyperbolic tangent, while the output layers of

critic DNNs are ReLu. The packet size is adjusted in the range of [0, 8000] bits. The

learning rate values for QR, QC , πN , and πD are 0.01, 0.01, 0.0001, 0.005, respectively.
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The learning rate of the Lagrangian multiplier is 0.005. The batch size is set as 2000,

and the replay buffer size is set as 5000. The discount factor is 0.99. The update

factor of target networks is 0.05. The tolerance of CRPO is set at 0.1. The reward

and cost are evaluated based on the mean value of the latest 1000 records. A learning

rate decay of 0.9 is applied for training the actor networks when the long-term cost

exceeds the boundary.

3.4.4 Performance Evaluation

In this section, I first present the challenge of parameter tuning in the primal-dual

method. Then, I compare the proposed primal CA-TD3 with the enhanced primal-

dual algorithm in different channel models. Finally, I test my trained models by

comparing them with an existing benchmark.

Parameter Tuning for Primal-Dual CA-TD3

Compared to the primal CA-TD3, one critical drawback of the primal-dual method

is the challenge in parameter tuning, as it introduces an extra Lagrangian multi-

plier. To address the tuning of the Lagrangian multiplier, I enhance the conventional

primal-dual algorithm by using a normalisation coefficient. I choose the autoregres-

sive channel model for training. I first display the training performance of selecting

different normalisation coefficients in Fig. 3.4. The curve of β0 = 1 and β1 = 1 repre-

sents the conventional primal-dual algorithm. However, the PEP outage probability

cannot be trained to adhere to the expected constraint. If I set β0 and β1 at 102, the

PEP outage probability fails to meet the requirement. Hence, I need to set different

values for a more stable training procedure. Concerning the curve of β0 = 102, β1 = 1,
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it takes over 50000 episodes for the PEP outage probability to decrease, significantly

reducing the convergence efficiency. In Fig. 3.5, I also exhibit the reward training

performance for different normalisation coefficients. We can observe that if β0 and

β1 are set with the same value, the resource utilisation efficiency cannot be trained

to achieve the optimal result. This issue arises because either the primal domain

or the dual domain dominates during training, leading to an ineffective Lagrangian

multiplier. Only β0 = 1, β1 = 102 can achieve optimal performance in terms of the

PEP outage probability and resource utilisation efficiency with a relatively fast con-

vergence speed. It’s worth mentioning that such a parameter tuning issue doesn’t

exist in the primal CA-TD3. I use the optimal normalised coefficients to train the

primal-dual algorithms in the following.

Figure 3.4: PEP outage probability (defined as the cost) against training episodes for

the primal-dual CA-TD3.



84 3.4. Simulation Results

Figure 3.5: Resource utilisation efficiency (defined as the reward) against training

episodes for the primal-dual CA-TD3.

Comparison between Primal and Primal-Dual CA-TD3

I compare the primal CA-TD3 with the primal-dual method [74, 80]. In Fig. 3.6, I

present the PEP outage probability against training episodes. With the primal CA-

TD3 algorithm, the PEP outage probability starts to decrease after 10000 episodes

and converges around 30000 episodes for both channel models. However, with the

primal-dual CA-TD3, the PEP outage probability continues to increase until over

20000 episodes for the autoregressive channel model and 40000 episodes for the CDL

channel model. This occurs because the primal-dual algorithm first optimises the pri-

mal variable when the Lagrangian multiplier is small, causing a delay in convergence.

Fig. 3.7 illustrates the resource utilisation efficiency performance. Using the

primal CA-TD3 algorithm, the resource utilisation efficiency initially increases for

10000 episodes and then decreases to meet reliability requirements. Convergence is
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achieved at 30000 episodes for both channel models. In contrast, with the primal-dual

CA-TD3 algorithm, the PEP outage probability converges after 80000 episodes over

the CDL channels and 50000 episodes over the autoregressive channels. Although

primal and primal-dual CA-TD3 algorithms can obtain similar policies, the primal

CA-TD3 algorithm converges much faster than the primal-dual algorithm.

Figure 3.6: PEP outage probability (cost) versus training episodes.

Test Performance Comparison with the Benchmark

In Table 3.2, I test a well-trained policy by using 50 randomly generated continuous

autoregressive and CDL channels. Meanwhile, I compared my algorithm with the

benchmark in [19], where the number of pilot symbols equals the number of transmis-

sion antennas. The results show that my proposed DRL algorithm can achieve more
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Figure 3.7: Resource utilisation efficiency (reward) versus training episodes.

than a 30% performance gain in resource utilisation efficiency compared to the bench-

mark. This improvement is because CA-TD3 adjusts the number of pilot symbols

according to CSI to maximise resource utilisation efficiency. Additionally, CA-TD3

does not rely on any analytical results or assumptions like those in [19], making it a

more practical solution.

There are minor differences between the primal and primal-dual CA-TD3 ap-

proaches regarding resource utilisation efficiency and PEP (Packet Error Probability)

outage probability. This discrepancy occurs because when the DRL algorithms con-

verge, their rewards and costs fluctuate within a small range, as depicted in Figs. 3.6

and 3.7.
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Table 3.2: Test results of resource utilisation efficiency and PEP outage probability

with respect to different algorithms.

Performance

Metric

Primal CA-TD3 Primal-Dual CA-TD3
Benchmark

Primal CA-TD3

Autoregressive CDL Autoregressive CDL Autoregressive CDL

Resource

Utilisation

Efficiency

(bits/Hz/s)

5.57 3.50 5.22 3.37 4.21 2.63

PEP

Outage

Probability

0.011 0.006 0.009 0.013 0.006 0.009

3.5 Conclusion

In this chapter, I propose a constrained DRL framework, namely CA-TD3, for MISO-

URLLC systems in temporally correlated channels. Specifically, I design a resource

allocation policy for channel estimation and data transmission to maximise the re-

source utilisation efficiency, subject to a PEP outage probability constraint. Consid-

ering the imperfect CSI and partial observations of the wireless channel, I formulate

this optimisation problem as a POMDP and develop the primal CA-TD3 algorithm

to solve the problem. I validate my algorithm on the first-order autoregressive model

and the practical CDL model. In my results, the primal CA-TD3 can not only obtain

a similar near-optimal solution but also achieve faster convergence. In the future, the

proposed constrained DRL algorithm can be applied for data rate, modulation, and

coding scheme selection in MISO-URLLC systems.



Chapter 4

Enabling Real-Time

Quality-of-Service and

Fine-Grained Aggregation for

Wireless TSN

Wireless Time-Sensitive Networking (WTSN) is a promising technology for Indus-

trial Internet of Things (IIoT) applications. To meet the latency requirements of

WTSN, the wireless local area network (WLAN), such as the IEEE 802.11 protocol

with the time division multiple access (TDMA) mechanisms, is shown to be a prac-

tical solution. In this chapter, I propose the RT-WiFiQA protocol with two novel

schemes to improve the latency and reliability performance: real-time quality of ser-

vice (RT-QoS) and fine-grained aggregation (FGA) for TDMA-based 802.11 systems.

The RT-QoS is designed to guarantee the quality of service requirements of different

88



Chapter 4. Enabling Real-Time Quality-of-Service and Fine- . . . 89

traffic and support the FGA mechanism. The FGA mechanism aggregates frames for

different stations to reduce the physical layer transmission overhead. The trade-off

between reliability and FGA packet size is analysed with numerical results. Specif-

ically, I derive a critical threshold such that the FGA can achieve higher reliability

when the aggregated packet size is smaller than the required threshold. Otherwise,

the non-aggregation scheme outperforms the FGA scheme. Extensive experiments

are conducted on the commercial off-the-shelf 802.11 interfaces. The experiment re-

sults show that, compared to the existing TDMA-based 802.11 system, the developed

RT-WiFiQA protocol can achieve deterministic bounded real-time latency and sig-

nificantly improve reliability performance.

4.1 Introduction

With the increasing demand for unmanned devices and automatic control systems,

the Industrial Internet of Things (IIoT) has attracted significant attention. It has

become one of the most critical aspects of Industry 4.0 [85]. Different from the

conventional Internet of Things (IoT) applications, IIoT applications have very strin-

gent requirements in terms of precise synchronisation, transmission reliability, and

bounded latency. TSN is a promising solution to meet the stringent requirements of

IIoT by utilising the collision-free and low packet error rate (PER) features of wired

connections. However, wireless technologies are flexible, scalable, and can be deployed

easily and rapidly compared to wired communication solutions. The development of

enabling Wireless Time-Sensitive Networking (WTSN) for IIoT has recently attracted

much attention [53]. It is challenging for wireless technologies to meet the stringent

latency and reliability requirements of critical IIoT applications due to the shared
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medium and collision environment of wireless channels.

As one of the most widely applied wireless protocols [86], IEEE 802.11 WiFi sys-

tems can achieve high-rate transmissions and potentially meet the stringent latency

requirements of IIoT applications by optimising their algorithms and protocols. The

existing WiFi technologies adopt carrier sense multiple access with collision avoidance

(CSMA/CA) mechanism with distributed random access, which cannot guarantee

deterministic latency and reliability. Therefore, some research works focused on the

modification of the legacy 802.11 medium access control (MAC) layer towards the

WTSN. For example, RT-WiFi [57], Soft-TDMAC [58], and Det-WiFi [59] were pro-

posed based on the time division multiple access (TDMA) protocols and implemented

on the IEEE 802.11 commercial off-the-shelf (COTS) network interfaces. However,

these designs mainly focused on reducing latency without optimising transmission

efficiency and reliability. Moreover, such existing works only consider a single traffic

type. How to design an effective system for multiple traffic types to meet their re-

spective quality-of-service (QoS) requirements in IIoT applications remains an open

problem.

In this chapter, I propose the real-time WiFi protocol with QoS and aggregation

(RT-WiFiQA) by introducing two novel schemes to enhance the performance of the

TDMA-based 802.11 systems: real-time quality of service (RT-QoS) and fine-grained

aggregation (FGA). I realise that it can be hard to develop a rigid design for a

wide range of IIoT applications because different applications may have significantly

different requirements of reliability, latency, packet generation rates, etc. Therefore,

I develop a flexible and transparent design by creating user application programming

interfaces (APIs) for the settings of the proposed RT-WiFiQA protocol. The users
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can have great flexibility in choosing their setups in terms of RT-QoS and FGA based

on specific application requirements. Furthermore, the design of the RT-WiFiQA

protocol is based on the COTS 802.11 interface and is compatible with the existing

802.11 systems with no or minimal modifications.

The proposed RT-QoS scheme can accommodate different traffic types, guaran-

tee their QoS requirements, and support the FGA mechanism. For the system with

mixed real-time and non-real-time traffic, the conventional periodic time slot alloca-

tion cannot meet the QoS requirements of real-time traffic. RT-QoS can optimise

the allocation of time slots based on the distributions of traffic types, their QoS re-

quirements, and available time slot resources. Furthermore, by jointly designing the

RT-QoS and application (APP)-layer retransmissions, the reliability of the APP layer

can be significantly improved.

The proposed FGA can improve the downlink transmission efficiency by signifi-

cantly reducing the overhead. I also realise that there is a fundamental trade-off in

packet aggregation when considering the WTSN. On the one hand, it reduces the

overhead, thus improving the transmission efficiency and allowing more retransmis-

sions. Furthermore, it results in a higher PER for each transmission due to a longer

packet length. A natural question arises: will the packet aggregation scheme benefit

the WTSN or not in terms of reliability and latency? In order to answer this critical

question, the trade-off between reliability and latency is analysed, and comprehensive

simulations are conducted to validate the impact of the proposed FGA on reliabil-

ity. According to my analysis, I also give insights on how to choose the aggregation

parameters for the design of RT-WiFiQA networks. To the best knowledge of the au-

thors’, this is the first paper that studies packet aggregation in WTSN with detailed
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implementation and trade-off analysis.

4.2 System Design and Implementation

The architecture of my proposed RT-WiFiQA protocol is shown in Fig. 4.1. The user

applications represent a group of concurrent applications with various timeliness,

sampling rates, and reliability requirements. I provide APIs for users to allocate an

RT-QoS value and determine a specific traffic setting for each packet regarding its

QoS requirements. The RT-QoS is designed to guarantee the QoS requirements of

real-time traffic and enable the FGA scheme, which is explained in detail in Sec. 4.2.1.

The FGA scheme aims to reduce the overhead and improve the downlink transmission

reliability and efficiency, which is introduced in detail in Sec. 4.2.2. Besides the

two enhancements, I also provide APIs for traffic settings, including the APP-layer

retransmission (APP-Re) and the network profile. At last, for the basic TDMA

system, I follow the design proposed in [57] for COTS 802.11 interfaces that can

achieve a synchronisation accuracy of 20 µs and a time slot duration as low as around

100µs.

4.2.1 APP-Layer Configuration and RT-QoS

Basic MAC-layer retransmissions of the TDMA-based 802.11 system are conducted

within one time slot, which is executed if the sender does not receive the acknowl-

edgment (ACK) packet from the receiver. However, in the TDMA-based IIoT system

without carrier sense, the MAC-layer retransmissions may fail when burst interference

exists. Therefore, I develop APIs for the APP-Re scheme, which can efficiently avoid
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Figure 4.1: Overview of RT-WiFiQA architecture.
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burst interference by retransmitting the packets at different time instants. The pro-

cedure of APP-Re is addressed as follows. Once senders start a transmission event,

each packet is allocated with a unique sequence number. Receivers will reply with an

APP-layer ACK to the sender if they receive a new packet and record the sequence

number at the same time. Senders stop retransmissions once they receive the ACK.

Otherwise, the APP-Re keeps executing until reaching the maximum retransmission

times limit. Receivers drop packets with the same recorded sequence. Besides the

APP-Re solution, other error control coding techniques can also be added according

to the application-specific requirements through my APIs.

The network file is a static file to control the transmission pattern and maintain

the network information, including a device table and a superframe structure main-

tained by the access point (AP) and all stations. The device table contains the MAC

address, IP address, and a unique index of each station. The TDMA-based communi-

cation pattern is established by a superframe structure, which defines the transmission

behaviors in a sequence of consecutive time slots. In RT-WiFiQA, each transmission

in the superframe is configured with a link type (i.e., downlink or uplink), an index of

the targeted destination, a transmission rate, MAC-layer retransmission times, and an

RT-QoS indicator. The maximum MAC-layer retransmission times can be evaluated

through the transmission rate, allocated time slots, and packet lengths. The network

profile plays the role of the bridge between the APP layer and the MAC layer and

can be generated through my APIs. The scheduler on the MAC layer will follow the

superframe structure to transmit packets with transmission rates and retransmission

times.

The RT-QoS setting is attached to each packet to distinguish different traffic
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classes, which have different transmission patterns on the MAC layer. I design APIs

for RT-QoS based on the existing type of service (ToS) field in the IP header. Users

can determine a ToS value for each frame classified to a specific Access Categories

(AC) value on the MAC layer. According to the different AC values, I design a

first-in-first-out (FIFO) queue system for each RT-QoS traffic. I create three RT-QoS

traffic types as follows:

• RTB : Real-time data transmissions through broadcast. The packets stored in

the RTB queue can use the FGA mechanism, which aggregates the RTB packets

and broadcasts the aggregated packet to multiple desired stations. The RTB

queue is particularly suitable for industrial downlink data transmissions using

the UDP protocol where ACKs are not required from the MAC layer. In my

protocol design, the users can determine whether to use the aggregation or not

by enabling the FGA and choosing the RT-QoS through my APIs.

• RTU : Real-time transmissions through unicast. Packets stored in the RTU

queue will not use the FGA mechanism and are transmitted according to the

scheduler by unicasting. The RTU queue is compatible with all the existing

upper-layer protocols, e.g., UDP and TCP, for both uplink and downlink. If

there is no RTU packet buffered, RTB packets are allowed to be transmitted in

unicast within the time slot allocated to RTU.

• NRT : Non-real-time transmissions. NRT packets are transmitted only within

a temporal window, namely the NRT window (NRTW). The transmission of

NRT packets will strictly not exceed NRTW and influence the real-time traffic.

The NRT queue is also compatible with all the existing upper-layer protocols
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and suitable for packets without latency requirements.
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Figure 4.2: An example of RT-WiFiQA superframe design.

Fig. 4.2 is an example of the superframe structure. An RT-QoS indicator is defined

for each time slot to determine the packet selection from different queues. The first

four time slots are used for RTB packets, which can be transmitted through multiple

time slots because of the FGA mechanism. Slots 5 to 12 are reserved for RTU packets,

including both uplink and downlink. NRTW for NRT packets is from the 13th slot to

the last. In the NRTW, I adopt a best-effort transmission scheme to transmit as many

packets as possible under the constraint that the packet transmissions do not exceed

the NRTW. In the best-effort scheme, I first fetch a packet from the NRT queue and

estimate its transmission duration according to its packet length, transmission rate,

and retransmission times. The transmitter can reserve the duration for each packet

and trigger the next transmission after this duration. This process keeps executing

until the end of the NRTW.

4.2.2 FGA

The FGA process starts with the selection of packets for aggregation. Once the timer

triggers a transmission, the scheduler first enables the FGA if the RT-QoS setting of
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the current time slot is RTB. Then, the scheduler continues to search for packets in the

RTB queue and considers both the packet length and critical threshold of each packet

to determine whether a new packet can be transmitted through the FGA mechanism

or not. The critical threshold can be evaluated according to Sec. 4.3.1. Specifically, I

need to make sure the aggregated packet length is smaller than the critical threshold

of the new packet and each selected packet for aggregation. Otherwise, the new

packet cannot be transmitted through FGA. The scheduler will first fetch packets for

different stations according to the scheduling information of the superframe. When

the scheduler cannot find such packets from the RTB queue and the aggregated packet

length is smaller than the critical threshold, it will seek other existing UDP packets

from all RT-QoS queues for aggregation, following the sequence of RTB, RTU, and

NRT, until reaching the critical length constraint. This is because my FGA scheme

is compatible with all UDP packets. Additionally, if no packet can be aggregated to

the head-of-line packet, the scheduler will transmit the packet without FGA by using

one time slot. In the next time slot, the scheduler continues to fetch the new head-

of-line packet in the RTB queue and search for other packets that can be aggregated.

This procedure keeps executing until the end of the allocated time slots for the RTB

transmission.

After selecting FGA packets, the scheduler will initially push these packets into

a temporal singly linked list. The first frame in the linked list will keep slices of the

MAC header and frame check sequence (FCS). A one-byte hexadecimal aggregation

flag is appended after the MAC header to recognise the aggregated packet. Then,

a unique station flag will be generated for each frame, including the station identity

recorded in the device table and a frame length. The scheduler further appends
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the combinations of one station flag and its corresponding full original frame after

the aggregation flag. Finally, the destination address at the MAC header of the

aggregated frame is changed to the broadcast MAC address, e.g., 0xFF. An example

of the final aggregated frame format is shown in Fig. 4.3.

MAC Header

Aggregation

flag

STA 0 Flag

Original

Frame

For STA 0

…

STA N Flag

Original

Frame

For STA N

FCSDestinationMAC

{FF:FF:FF:FF:FF:FF}

STA_ID: 0

STA 0

Frame length

STA_ID: N

STA N

Frame length

Header Frame Body FCS

For STA 0

Header Frame Body FCS

For STA 1

Header Frame Body FCS

For STA N
…

Figure 4.3: Typical FGA frame format.

The disaggregation process happens when a station receives the aggregated frame.

The station determines whether the packet is sent through the aggregation process

based on two conditions: 1) The destination MAC address is a broadcast address; 2)

The octet after the MAC header is the special aggregation flag. Then, the receiver

reads the aggregated frame from the aggregation flag to the end of the frame. Once

the station identity in the station flag is matched with its own identity, the station

will keep the following frame with the frame length recorded in the station flag, and

the rest parts of the aggregated frame will be discarded. If the station identity is not

matched, the station will skip the frame length recorded in the station flag and read

the next station flag until the end pointer of the aggregated frame.
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4.3 FGA Analysis and Numerical Results

With a given time budget for transmissions, i.e., the number of allocated time slots,

aggregation of multiple packets can potentially retransmit more times than the con-

ventional non-aggregated transmission. It is because aggregation reduces the over-

head of the PHY layer significantly, especially when the payload size of the packets

is relatively small. However, aggregation leads to a larger packet size, which may

increase the PER of the transmitted packet compared with the non-aggregated trans-

mission. Therefore, it is important to determine whether the aggregation mechanism

will benefit the system in terms of reliability and latency or not. Besides, how shall I

choose the system parameters for the packet length of the aggregated packet in order

to achieve higher reliability with the bounded latency requirement? To answer these

critical questions, in the following, I compare the reliability performance of aggrega-

tion and non-aggregation schemes under a predefined latency constraint, i.e., a given

number of allocated time slots.

4.3.1 Trade-off Analysis of FGA

To analyse the trade-off between the reliability and latency of applying the FGA

scheme, I assume that a total number of n packets can be aggregated for transmission.

For a fair comparison, each packet without aggregation will occupy one time slot

according to the existing non-aggregation mechanisms. Differently, the aggregated n

packets can utilise n time slots for transmission such that the total time consumption

for the non-aggregation and aggregation schemes are the same. Note that the latency

constraint considered in this case is n time slots for all the packets. It is reasonable

because the slot duration of the TDMA-based system is very small, e.g., in the level
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of µs, and users can choose the setup of n depending on the specific application

requirements.

Let li, 1 ≤ i ≤ n denote the length of ith packet, la,i denote the total length of

packets that can be aggregated to the ith packet. Ts denotes the duration of one time

slot, and r denotes the transmission rate. I define Ti as the transmission time of the

ith packet without using FGA, and Ta,i as the transmission time of the ith packet

adopting FGA with a total packet length of li + la,i.

Based on li and la,i, I can derive that

Ti =
li
r

+ TPLCP + TDIFS, (4.3.1a)

Ta,i =
la,i + li
r

+ TPLCP + TDIFS, (4.3.1b)

where TPLCP = 20µs is the physical layer convergence procedure (PLCP) preamble

with header delay of each packet transmitted by the IEEE 802.11 PHY layer [87];

TDIFS = 28µs is the inter-frame spacing. I now define the maximum transmission

times for the ith packet without using FGA asMi, and that for the ith packet adopting

FGA as Ma,i. They can be calculated as

Mi =
Ts − Tg
Ti

, (4.3.2a)

Ma,i =
nTs − Tg
Ta,i

, (4.3.2b)

where Tg = 20µs is the guard time to tolerate the synchronisation error.

To verify whether my FGA scheme can improve reliability or not, I compare the

PER performance of the FGA with the conventional non-aggregation scheme. The

PER is defined as the probability that a packet cannot be successfully transmitted
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after all transmissions and retransmissions within the same amount of allocated time

slots. To capture the PHY-layer overhead, I model the PLCP preamble data length

as lo = rTPLCP because the PLCP preamble is transmitted at 1Mbps [88]. Based on

the above model, I define Pi as the PER of the ith packet without using FGA, and

Pa,i as the PER of the ith packet adopting FGA. Let p denote the bit error rate 1

(BER), Pi and Pa,i can be evaluated by

Pi = (1− (1− p)li+lo)Mi , (4.3.3a)

Pa,i = (1− (1− p)li+la,i+lo)Ma,i . (4.3.3b)

To compare the PER of non-aggregation and aggregation, in the following, I will

mathematically derive the solution for Pa,i ≤ Pi, such that the FGA scheme can

outperform the non-aggregation transmission. Because Pi, Pa,i > 0, I first take the

logarithm on both sides of the inequality. I then define f(la,i) = ln(Pa,i)− ln(Pi). The

inequality Pa,i ≤ Pi is thus equivalent to

f(la,i) = ln(Pa,i)− ln(Pi) ≤ 0. (4.3.4)

The solution to the inequality can be summarised and given in Proposition.4.3.1.

Proposition 4.3.1. There exists a unique solution l∗a,i to Eq. (4.3.4), such that when

la,i ≤ l∗a,i, Pa,i ≤ Pi, and the FGA scheme outperforms non-aggregation in terms of

reliability. Otherwise, Pa,i > Pi, and the FGA scheme has a higher PER.

Proof. I first prove that function f(la,i) is a monotonically increasing function of la,i,

then prove there exists a unique solution for Eq. (4.3.4). Let To = TPLCP + TDIFS

1The value of p can be evaluated approximately by the long-term average PER at each station
using Eq. (4.3.3), which can be acquired in an offline manner.
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and Eq. (4.3.4) can be simplified to

f(la,i) =
nTs − Tg
li+la,i
r

+ To
ln(1− (1− p)li+lo+la,i)−

Ts − Tg
li
r

+ To
ln(1− (1− p)li+lo).

(4.3.5)

To prove the monotonicity, the first order derivative of Eq. (4.3.5) with respect to la,i

can be evaluated by

df

dla,i
= −(nTs − Tg)

r ln
(

1− (1− p)li+lo+la,i
)

(li + la,i + rTo)
2 +

r (1− p)li+lo+la,i ln (1− p)(
1− (1− p)li+lo+la,i

)
(li + la,i + rTo)

 > 0.

(4.3.6)

Because 0 < p < 1, it can be readily verified that the above inequality holds.

Therefore, Eq. (4.3.5) is monotonically increasing with la,i. I now prove there exists

a unique solution of Eq. (4.3.5). On one hand, because la,i ≥ 0, I have

f(0) =
(n− 1)Ts
li
r

+ To
ln(1− (1− p)li+lo). (4.3.7)

Due to n ≥ 1, it can be verified that f(0) ≤ 0. On the other hand, if la,i approach

infinity, I have

f(+∞) = −Ts − Tg
li
r

+ To
ln(1− (1− p)li+lo) > 0 (4.3.8)

With the monotonicity of f(la,i), I can deduce that there must exist a unique solution

l∗a,i such that f(l∗a,i) = 0. This completes the proof.

Based on the Proposition 4.3.1, I can obtain the critical aggregated packet length

l∗a,i for each packet length li by solving f(la,i) = 0. Due to the complicated structure
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of f(la,i), it is intractable to obtain a closed-form expression of l∗a,i. Fortunately, l∗a,i

can be solved through numerical methods such as the bisection method. To determine

whether the ith packet can be aggregated or not, packets from the first to the ith need

to meet their individual requirement of the critical length threshold. Specifically, the

ith packet can be aggregated only if for ∀j ∈ [1, i], la,j ≤ l∗a,j. Based on the above

analysis, I can then determine whether a packet should be transmitted through the

FGA scheme or unicast to achieve optimal reliability in the RT-WiFiQA system.

4.3.2 Numerical Results
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Figure 4.4: PER against aggregated packet size la,i for different li, where the critical

thresholds can be evaluated based on Proposition 4.3.1.

I consider a setup with four time slots allocated for RTB transmissions with a

time slot of 512 µs, and a BER of 1.3× 10−3 for the link, which is comparable to my

practical setup in Sec. 4.4.1. In Fig. 4.4, I depict the PER against la,i for different li
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and compare the performance of FGA with the non-aggregation scheme. The PER

of the non-aggregation scheme does not change with la,i and is shown as a horizontal

line, while the curves of FGA are increasing as la,i grows because the PER of FGA is

monotonically increasing with la,i as discussed in Sec. 4.3.1. I also depict the critical

threshold of the FGA scheme according to Proposition 4.3.1 by using a bisection

method. From Fig. 4.4, I can observe that each FGA curve and the non-aggregation

line have a unique intersection point, which coincides with my theoretical threshold.

If la,i is smaller than the critical threshold, the FGA scheme can have a lower PER

than the non-aggregation scheme and vice versa. It validates my analysis provided in

Sec. 4.3.1.

I then show the PER against different BER p in Fig. 4.5 and set li as 800 bits. In

Fig. 4.5, I can first observe that the PER curves grow as BER increases. If the BER

is relatively low, the FGA scheme can achieve a lower PER than the non-aggregation

scheme for a large variety of la,i. Otherwise, the FGA scheme can achieve a lower

PER only for a small la,i. This observation indicates that packets with a large size

can be aggregated when the channel condition has a mild BER. It is because a good

channel condition can achieve a low PER even when the packet size is large.

4.4 Experiments and Results

My experiment design and performance evaluation are presented in this section. In

my experimental platform, I use miniPCs from Qotom [89] for AP and stations. The

miniPCs are running Ubuntu 14.04 operating system, and the Linux kernel version is

3.13.0-32. The CPU used for AP is Intel Core i5-4200U, while the one for stations is

Intel Core i3-5005U. The RAM of all devices is 8G. For the IEEE 802.11 interface, I
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Figure 4.5: PER against increasing BER for different total length la,i of packets that

can be aggregated to the ith packet with li of 800 bits.

choose the Atheros NIC AR9285, which supports IEEE 802.11 b/g/n protocols and

uses open-source driver ATH9k [90]. Besides one AP and four stations, an additional

PC is used to monitor and evaluate the performance of all devices. Fig. 4.6 presents

my experimental platform, which is comparable to the practical IIoT network. In

order to obtain practical results in a real channel environment, I have implemented

the proposed schemes on my platform using 802.11 b/g/n PHY layer due to the

available open-source driver. Nevertheless, my protocol design can also be extended to

more advanced IEEE 802.11 ac/ax with orthogonal frequency-division multiple access

(OFDMA) PHY layer by further improving the time-domain transmission efficiency

and reliability within a given number of resource units, which will be left as future

work.
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Figure 4.6: Experimental environment, which is designed to simulate a real industrial

wireless setting. One AP and four stations are placed on the ground for testing.

4.4.1 Experiment Design

I measure the performance on both the MAC layer and the APP layer, and the

performance metrics include latency and reliability. The MAC-layer results aim to

validate the bounded latency and optimised reliability performance of the proposed

RT-WiFiQA protocol compared to WiFi and RT-WiFi. The APP-layer results can

present the overall transmission latency and reliability of IIoT applications because

packets are forwarded to the APP layer as a destination. Specifically, the MAC-layer

latency is the time difference between one packet leaving the transmitter’s MAC layer

and entering the receiver’s MAC layer. The MAC-layer reliability is measured by the

ratio of successfully received packets to the total number of transmitted packets on

the MAC layer. The APP-layer latency is the time difference between one packet

generated by the transmitter application and successfully received by the receiver
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application. The APP-layer reliability is defined as the ratio of successfully received

packets by the receiver application to the total number of packets transmitted from

the transmitter application. For the measurement of latency in the MAC and APP

layers, the synchronisation between the MAC layer is realised by the timing synchroni-

sation function (TSF) of Linux [57] with a drift lower than 20 µs. The synchronisation

between the applications of transmitter and receiver is achieved by IEEE 1588 Preci-

sion Time Protocol (PTP) [91] with its software tool PTP daemon (ptpd) [92]. The

APP-layer synchronisation error is smaller than 40 µs. The synchronisation error is

acceptable for my delay measurement where the MAC-layer delay is around 300 µs,

and the APP-layer delay is on the level of ms.

My experiments focus on the downlink performance of my proposed mechanisms.

In the following experiments, I compare the MAC-layer and the APP-layer perfor-

mance of RT-WiFiQA with RT-WiFi, and conventional WiFi. RT-WiFi is a basic

TDMA system based on 802.11 interfaces without considering the proposed RT-QoS

and FGA mechanisms. I develop applications in Python 3 to simulate downlink traf-

fic with different RT-QoS types as well as uplink traffic. The different programs can

reveal the concurrent running state of multiple practical applications with various

workloads and QoS requirements.

All the applications generate packets of different types with a length of 50 bytes

every 20 ms, which are represented as the traffic payload and packet interval in

Table 4.1. I execute a combination of the three applications for each station concur-

rently, and each experiment lasts 40 minutes. Note that I add uplink traffic to my

experiments, but the uplink performance of the proposed RT-WiFiQA is similar to

the result of RT-WiFi, which was extensively investigated in [57]. I also measure the
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approximate average BER of the four stations by measuring the long-term average

PER using Eq. (4.3.3). According to the offline measurement, I set p = 1.3×10−3 for

all the considered stations, which is used to determine the critical thresholds for each

station in my proposed FGA algorithm. A time slot duration of 512 µs and a PHY-

layer transmission rate of 36 Mbps are set to both RT-WiFi and RT-WiFiQA. The

MAC-layer retransmission times are pre-calculated according to Eq. (4.3.2), which

are 4 for transmissions without the FGA and 10 for the FGA packets. The APP-Re

is set to 4 times in terms of the COTS configuration.

Table 4.1: Experiment parameters preset for RT-WiFiQA.

Parameters Values

Number of stations 4

MAC retransmissions 10

Traffic payload 50 Bytes

Packet interval 20 ms

Transmit rate 36 Mbps

Time slot 512 µs

Test duration per group 40 min

4.4.2 MAC-Layer Performance

I define the deadline as the required latency performance of a given application and the

effective packet loss ratio (EPLR) as the percentage of packets unsuccessfully received

at or exceeding the given deadline. I use complementary cumulative distribution

function (CCDF) curves in Fig. 4.7 and 4.8 to present the EPLR performance of all
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the stations, which can indicate the trade-off between latency and reliability. I first

plot the MAC-layer EPLR performance in Fig. 4.7a to 4.7d. The curves of RT-WiFi

and WiFi drop earlier than RT-WiFiQA, illustrating that the minimum achievable

delay of RT-WiFi and WiFi is lower than RT-WiFiQA. It is because the proposed

FGA mechanism leads to a larger packet size such that the FGA packets cannot be

transmitted within an extremely small amount of time.

The downward tendency of RT-WiFiQA and RT-WiFi is concentrated upon the

mean delay and follows a step case. Differently, the curve of WiFi shows a gradual

downward trend. It is because the WiFi system uses a dynamic rate control algorithm,

i.e., Minstrel [93], but RT-WiFi and RT-WiFiQA choose a fixed rate and retransmis-

sion times setting. This observation also presents the proposed RT-WiFiQA and RT-

WiFi can guarantee bounded latency. Moreover, RT-WiFiQA achieves lower EPLR

than RT-WiFi. It is because the proposed FGA scheme can potentially increase the

reliability of the system by reducing the transmission overhead and allowing more

retransmission times. At last, WiFi can outperform RT-WiFi and RT-WiFiQA when

the delay requirement is very high, e.g., more than 2 ms for STA0. It is because WiFi

uses the CSMA/CA scheme and has a larger number of retransmissions. Differently,

RT-WiFi and RT-WiFiQA apply limited retransmission times in order to achieve

bounded latency.

For a quantified analysis, I define deadline as the required latency performance of

a given application and effective reliability as the percentage of successfully received

packets within the deadline. Table 4.2 provides the effective reliability result against

different MAC-layer deadlines. Because all stations show a similar process of data

exchange, I take STA0 as an example. In terms of 100 µs deadline, the effective



110 4.4. Experiments and Results

reliability results for RT-WiFiQA, RT-WiFi, and WiFi are 0, 16.24%, and 67.26%,

respectively. Similarly, it is because RT-WiFiQA adopts the FGA scheme, and the

transmission time of FGA packets is longer than 100 µs. The effective reliability

result remains 95.57% after 1000 µs for RT-WiFiQA and 91.95% after 500 µs for

RT-WiFi. The improvement in achievable reliability is due to the deployment of the

FGA scheme.

Figure 4.7: MAC-layer EPLR CCDF curves of RT-WiFiQA, RT-WiFi and WiFi.

(a) STA0 MAC-layer EPLR (b) STA1 MAC-layer EPLR

(c) STA2 MAC-layer EPLR (d) STA3 MAC-layer EPLR
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Table 4.2: Effective reliability with a MAC delay lower than a specific deadline value

for four stations

Timeout

(ms)

STA0(%) STA1(%)

RT-WiFiQA RT-WiFi WiFi RT-WiFiQA RT-WiFi WiFi

0.1 0 16.24 67.26 0 18.73 67.88

0.3 94.82 91.94 81.45 98.15 92.06 81.36

0.5 95.55 91.95 85.14 98.87 92.07 85.02

1 95.57 91.95 89.07 98.89 92.07 88.94

1.5 95.57 91.95 92.5 98.89 92.07 92.41

2 95.57 91.95 95.19 98.89 92.07 95.18

2.5 95.57 91.95 96.96 98.89 92.07 96.94

Timeout

(ms)

STA2(%) STA3(%)

RT-WiFiQA RT-WiFi WiFi RT-WiFiQA RT-WiFi WiFi

0.1 0 32.78 67.65 0 35.99 67.89

0.3 95.61 90.55 81.41 97.64 90.31 81.59

0.5 96.22 90.56 85.02 98.3 90.33 85.08

1 96.23 90.56 88.99 98.32 90.33 88.98

1.5 96.23 90.56 92.49 98.32 90.33 92.49

2 96.23 90.57 95.23 98.32 90.33 95.19

2.5 96.23 90.57 97.03 98.32 90.33 96.99
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4.4.3 APP-Layer Performance

I now turn to the APP-layer EPLR performance and show the CCDF curves in

Fig. 4.8a to 4.8d. For a more comprehensive comparison, I also add a benchmark

curve of RT-WiFiQA without the APP-Re.

Taking STA1 as an instance, the curve of WiFi starts to drop firstly and keeps a

gradual downward tendency as the delay grows and outperforms other systems when

the delay is relatively small, e.g., from 5 ms to 10 ms. It is also because WiFi uses

the Minstrel rate control algorithm, which may select higher rates than the fixed

rate used in the TDMA systems. RT-WiFiQA without APP-Re performs best as

the delay requirement is from 10ms to 15ms. Compared to RT-WiFi, RT-WiFiQA

with the RT-QoS scheme can transmit real-time packets without internal interference

from non-real-time packets, leading to smaller APP-layer latency. Compared to WiFi,

due to the coexistence of both uplink and NRT traffic, the CSMA/CA mechanism of

WiFi leads to a longer back-off delay. When the delay requirement is over 12 ms, RT-

WiFiQA without APP-Re and RT-WiFi almost reach the bound of their reliability.

RT-WiFiQA with APP-Re performs the best because the APP-Re can effectively

combat burst interference. At the delay of 40 ms, RT-WiFiQA can ultimately achieve

an EPLR of 10−4. The achievable latency and reliability on the APP layer can benefit

many existing IIoT applications, such as the wireless control of Automated Guided

Vehicles (AGVs) for logistic sorting [66, 94], and the interlocking control systems in

process automation domain [95].

Table 4.3 provides the result of effective reliability in terms of deadline values on

the APP layer. Taking STA1 as an example, at the deadline of 15 ms, RT-WiFiQA

without APP-Re achieves the highest effective reliability at 98.38% because of the
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RT-QoS scheme, which can guarantee the performance of real-time packets. At the

deadline of 20 ms, RT-WiFiQA with APP-Re outperforms other systems with effective

reliability of 99.94%, better than 99.61% of WiFi because the APP-Re scheme can

combat burst interference and maintain the real-time performance at the same time.

In terms of the four stations, RT-WiFiQA can achieve average reliability of 99.99%.

Figure 4.8: APP-layer EPLR CCDF curves of RT-WiFiQA, RT-WiFi and WiFi.

(a) STA0 APP-layer EPLR (b) STA1 APP-layer EPLR

(c) STA2 APP-layer EPLR (d) STA3 APP-layer EPLR
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Table 4.3: Effective reliability with an APP delay lower than a specific deadline value

for four stations

Timeout

(ms)

STA0(%) STA1(%)

RT-WiFiQA

(APP-Re)

RT-WiFi-QA

(no APP-Re)
RT-WiFi WiFi

RT-WiFiQA

(APP-Re)

RT-WiFi-QA

(no APP-Re)
RT-WiFi WiFi

5 7.34 9.04 4.12 15.79 11.3 12.85 7.88 18.97

8 68.78 89.15 66.9 68.19 34.97 32.92 28.55 58.42

10 89.39 96.18 88.56 86.04 63.98 72.25 60.21 79.2

15 99.53 96.51 93.39 98.75 98.34 98.38 92.83 97.13

20 99.95 96.53 93.49 99.69 99.94 98.43 93.58 99.61

40 99.99 96.53 93.51 99.91 99.99 98.43 93.61 99.91

80 99.99 96.53 93.51 99.97 99.99 98.43 93.61 99.97

Timeout

(ms)

STA2(%) STA3(%)

RT-WiFiQA

(APP-Re)

RT-WiFi-QA

(no APP-Re)
RT-WiFi WiFi

RT-WiFiQA

(APP-Re)

RT-WiFi-QA

(no APP-Re)
RT-WiFi WiFi

5 2.24 1.27 2.14 10.29 6.62 6.82 6.07 16.97

8 41.88 70.87 48.56 57.68 23.68 22.8 20.91 53.76

10 81.34 95.52 81.96 79.41 56.46 67.43 52.55 75.36

15 99.02 96.23 92.06 97.69 97.96 97.69 91.14 96.05

20 99.92 96.27 92.34 99.57 99.93 97.74 92.14 99.4

40 99.99 96.27 92.37 99.89 99.99 97.74 92.17 99.9

80 99.99 96.27 92.37 99.97 99.99 97.74 92.17 99.96
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4.5 Conclusions and Future Work

In this chapter, I develop the RT-WiFiQA protocol with two novel schemes, i.e., RT-

QoS and FGA, for IIoT applications based on 802.11 TDMA systems. The RT-QoS

protocol is used to guarantee the latency and reliability performance of real-time traf-

fic when multiple types of traffic coexist and support the proposed FGA mechanism.

The FGA mechanism can aggregate multiple packets for different stations and reduce

the transmission overhead to improve the efficiency and reliability of the system. I

aim at a flexible design by developing APIs for the configuration of RT-WiFiQA and

providing insights on network parameter selection. Based on the observation of the

trade-off between the FGA packet size and reliability, I analytically derive a critical

threshold such that the FGA scheme can outperform non-aggregation in terms of

reliability when the aggregated packet size is smaller than the critical threshold and

provide numerical results. I also implement the proposed RT-WiFiQA protocol on

the COTS hardware running the Linux system and conduct extensive experiments

to compare the performance of RT-WiFiQA with RT-WiFi and conventional WiFi.

The experiment results demonstrate that RT-WiFiQA can promise higher reliability

than RT-WiFi and guarantee a real-time performance compared to WiFi on both the

MAC and APP layers.

Despite the fact that my proposed RT-WiFiQA protocol can improve the latency

and reliability performance compared with the RT-WiFi and legacy WiFi, it still has

some limitations which need to be addressed in the future. Firstly, the achievable re-

liability of the designed RT-WiFiQA protocol is confined by my designed rate control

mechanism, where a fixed rate is adopted for each packet transmission. To further

improve the performance, in my future work, I will develop advanced rate control
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mechanisms by using machine learning algorithms for the proposed RT-WiFiQA pro-

tocol that can select the rate adaptively according to the dynamics of the channel

environment. Secondly, the current RT-WiFiQA protocol is designed and imple-

mented on 802.11 b/g/n COTS chips where an OFDM physical layer is adopted. Due

to the hardware limitations, I are not able to extend them to the recent OFDMA

802.11 systems, e.g., 802.11ax. It is important to redesign the proposed protocol for

OFDMA systems and evaluate its performance on OFDMA systems, which will be

left as my future work.

There are multiple interesting topics to be explored in my future work. Firstly, I

will optimise the FGA scheme on the more recent 802.11ax and 802.11be interfaces.

My current FGA scheme focuses on resource allocation in the time domain for 802.11

b/g/n. Note that in the OFDMA systems, the resource allocation needs to consider

both the time-domain and frequency-domain resources by allocating the resource units

to different devices. In this way, the FGA algorithm needs to be further optimised

for more efficient transmissions, and the trade-off analysis provided in this chapter

needs to be revisited. Moreover, to combat random burst interference and improve

reliability performance, adaptive rate control mechanisms need to be developed to

deal with the dynamics of the wireless environment. Other critical features such as

throughput, energy efficiency, and security should be considered in future work.
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Conclusions and Future Work

In this thesis, I proposed multiple novel resource allocation strategies for URLLC

systems and developed an experimental platform for low-latency services. In this

chapter, I primarily summarise the contributions and results. Moreover, I discuss

some potential future work.

5.1 Summary of Results

In Chapter 2, I proposed unsupervised learning algorithms for resource allocation

in URLLC systems by optimizing resource utilization efficiency. I first investigated

several challenges in practical URLLC systems, including limited channel resources,

random channel realizations, channel estimation errors, and beam training errors. I

considered a practical scenario where the BS or UE only has imperfect CSI. Due to

the existence of many unknown variables, no closed-form solutions could be derived

for the optimal resource allocation policy. To overcome these practical challenges,

I presented data-driven unsupervised learning algorithms to estimate the optimal

resource allocation policy. Based on the availability of PEP and SINR, I proposed

model-based and model-free algorithms. I also abided by the 5G NR standard to

117
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design the communication model, where I considered CSI-RS for beam training, DM-

RS for channel estimation, and codebook-based precoding techniques. The numerical

results show that although the model-free algorithm requires less information than

the model-based method, it can still obtain a near-optimal policy. Moreover, the

unsupervised learning algorithm could fully explore the features of various channel

realizations and can outperform the existing benchmark. The reason is that the SINR

of the benchmark has a more extended tail distribution than our methods.

In Chapter 3, I exploited the resource allocation strategies for the correlated chan-

nel in URLLC systems. Due to the short time scale of URLLC transmissions, the

channel correlation could not be neglected. Considering the practical imperfect CSI

scenario, I aimed to seek a resource allocation policy that could lead to optimal re-

source utilization efficiency within the correlated time while controlling the PEP under

the constraint. Therefore, I proposed the data-driven DRL-based algorithms: primal

CA-TD3 and primal-dual CA-TD3. Since the conventional primal-dual algorithm

was shown to be unstable and slow during training, I set an extra normalization coef-

ficient. I validated my algorithms on the first-order autoregressive channel model and

the CDL channel. In the numerical results, I first presented the challenge of param-

eter tuning in the primal-dual method and showed the effectiveness of this enhanced

scheme in the simulation. I also showed that both algorithms could achieve near-

optimal solutions. However, the primal CA-TD3 could easily tune the parameters

and achieve faster convergence than the enhanced primal-dual solution. Moreover,

my trained models can be used in correlated channel realizations and outperform the

existing benchmark.

In Chapter 4, I focused on the hardware-based experimental platform of WTSN



Chapter 5. Conclusions and Future Work 119

for factory automation and the manufacturing industry, which is one of the most

significant scopes of URLLC systems. The testbed is developed based on 802.11

COTS open-source hardware. I initially enabled the TDMA scheduling to guarantee

a deterministic transmission pattern, then enhanced the platform with FGA and RT-

QoS schemes. I theoretically derived the critical point where the FGA can lead to

optimal performance in terms of reliability and latency. The experimental results also

confirm that my platform can outperform the existing TDMA-based 802.11 platform

and legacy 802.11 system.

5.2 Future Work

URLLC remains an important application and an open challenge in future 6G commu-

nication systems, which have more stringent latency and reliability requirements [2,

96, 97]. The improvement of URLLC, namely extreme URLLC (xURLLC), will pro-

mote the development of emerging critical applications, such as massive IIoT commu-

nications and autonomous robotics. I present the following potential future works.

In Chapter 2, I proposed algorithms for the MISO-URLLC system. For future

xURLLC systems, the communication architecture will be more complex than the

considered scenario. First, massive MIMO, which is the communication system where

the BS has a large number of antennas and serves a massive number of UEs, is an

extension direction of my current research, as the massive MIMO can further improve

spatial diversity and efficiency. How to intelligently execute resource allocation for

massive MIMO systems with limited resource blocks remains a significant challenge.

Second, the proposed solutions only considered the resource allocation for URLLC. It

is also worthwhile to investigate how to optimise resource utilisation efficiency when
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emBB and URLLC coexist.

In Chapter 3, I utilise DRL frameworks to obtain the resource allocation policy

for URLLC systems under correlated channels. I consider the autoregressive and the

CDL channel model to validate the feasibility of my primal CA-TD3 and compare the

performance with the primal-dual algorithm, which serves as a benchmark. However,

in terms of the classic autoregressive channel model, I can validate the algorithm

on multiple different scenarios, such as the impact of different correlated coefficients.

Regarding the CDL channel, I also utilise one typical setting according to the 3GPP

standard. However, the algorithm can be applied to more diverse scenarios with

different values of time-delay spread, mobile speed, and subcarrier spacing. In this

way, the results will provide more insights for xURLLC in terms of modulation and

coding scheme selection. Moreover, since the practical channel changes frequently, it

is crucial to enable the learning model to be adaptive for different varying channels,

despite the fact that the learning model is trained on a basic channel model. Transfer

learning is one solution that I can further validate. Nevertheless, transfer learning

can only fine-tune the parameters of a learning model in one distinct environment,

which is inefficient for practical xURLLC systems and cannot be applied in a real-

time pattern. Therefore, I can also apply the meta-learning method [98] to train the

learning model on multiple different correlated channel models, which will further

improve the efficiency, compatibility, and adaptability of my proposed algorithm.

In Chapter 4, I developed an experimental platform for WTSN. Due to the restric-

tions in available open-source COTS chips, I was able to deploy the framework on

802.11 b/g/n hardware. I will upgrade the platform to 802.11 ax/be hardware in the

future, which will bring more bandwidth and exploitable features, such as OFDMA
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and Basic Service Set Coloring. Moreover, current TDMA scheduling still follows a

static pattern, which cannot combat the varying channels. An adaptive data rate and

MCS selection algorithm based on the channel status need to be proposed, where I

can take advantage of periodic CSI feedback in 802.11 networks and machine learning

techniques. In addition, the developed testbed can be used to validate the resource

allocation policy proposed in Chapter 2 and 3, which is also considered as future

work.
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