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Abstract

The massive uptake of distributed energy resources (DERs) and advancement in infrastructure
technologies have attracted more attention on demand response. Using photovoltaic (PV) systems and
battery storage systems enable end-users to actively manage their energy consumption by shifting or
reducing flexible loads. One of the flexible loads that contribute primarily to buildings’ energy usage
and overall energy consumption worldwide is space heating and cooling. In recent years, the thermal
inertia of a building has been demonstrated as a potential alternative to battery energy storage. Thermal
inertia is the ability of a building’s envelope to store or release thermal energy. In some countries
such as Australia, the predominant type of building has low thermal inertia. Therefore, using thermal
inertia as an alternative to battery storage systems becomes infeasible for these lightweight buildings.
However, the integration of phase change materials (PCMs) into the building’s envelope improves
the building’s thermal inertia significantly. PCM has very high latent heat compared to construction
materials with high thermal inertia, such as brick. The type of PCM used in this thesis is plant-based,
with a long lifespan (almost 80 years). The effectiveness of PCM in reducing heating and cooling
energy consumption depends on various factors such as the geographical location of the building, PCM
melting point, and the thickness of the PCM layer, to name a few. Moreover, using PCM passively
without using heating, ventilation, and air conditioning (HVAC) in most applications puts the building’s
indoor temperature partially or entirely out of the desired comfort range of the householders.

Given this context, the present dissertation expands frontiers of PCM application in residential
buildings, offering advances on PCM integration into home energy management systems (HEMS)
that can be installed in smart meters with low computational power. Moreover, through many case
studies in Australia, it investigates the viability of PCM to use as an alternative to the battery storage
system to reduce electricity cost and increase self-consumption of PV systems. HEMS in this work
consist of an HVAC system, rooftop PV system and a layer of PCM. The corresponding optimisation
problem aims to find optimal scheduling of the HVAC system that minimises the electricity cost while
maintaining the building’s indoor temperature in a desired comfort range of householders. Solving this
problem requires a technique that can deal with the nonlinear nonconvex characteristic of the PCM.
Using conventional optimisation techniques such as linear programming (LP), mixed-integer linear
programming (MILP), mixed-integer nonlinear programming (MINLP), particle swarm optimisation
(PSO) and genetic algorithm (GA) are impractical. These methods are either incapable of handling
nonlinearity or getting trapped in a local optimum. Using the state of the art dynamic programming
(DP) method can handle the nonlinearity. However, DP suffers from the curse of dimensionality. The
algorithm’s runtime grows exponentially by adding more variables or increasing the time horizon of
the problem. Moreover, model-based methods such as DP require an explicit dynamic model of an
underlying system. In more detail, to solve an optimisation problem in a building with PCM, applying
the DP method needs an exact thermal dynamic model of a building. This makes a plug-and-play
implementation of the DP in smart meters difficult due to various building design and construction
types. In other words, we need not only a computationally efficient method but also a method such



as cutting-edge model-free reinforcement learning (RL) methods. Against DP, model-free RL has
no internal model of the system (thermal dynamic model of a building) and learns through direct
interaction with its environment (which may be simulated offline).

Given this, this work begins with an introductory chapter, explaining current methods in HEMS
and justifying a need for more efficient methods in HEMS with PCM. This is followed by a literature
review that describes the application of PCM in residential buildings, HEMS, existing shortcomings
in the current state of art methods used to solve the HEMS optimisation problem, and the standard
methods and available software for modelling thermal behaviour of the buildings.

Next, we discuss the thermal modelling of buildings for energy management applications. In
particular, we present mathematical modelling to capture the thermal performance of a typical
residential building in Australia. The thermal model of the building will be used in HEMS formulation
using model-based methods such as our proposed method of multi-time scale approximate dynamic
programming (MADP) and as a learning environment for the model-free RL methods.

Then in the next chapter, to study the different factors that affect the capability of PCM in reducing
or shifting the cooling and heating load, a wide range of scenarios is considered. The investigated
factors include the impacts of geographical location, PCM melting point, duration of precooling and
preheating, setting points of the HVAC system, thickness, and location of PCM.

Afterwards, in the following chapters, as the main contributions of the thesis, first, we propose a
novel MADP methodology to reduce the computational burden of DP while maintaining the quality of
the solution. Specifically, the method incorporates multi-timescale Markov decision processes (MDP)
and a neural network function approximator of the system’s dynamic model, coupled with an underlying
state-space approximation. The results demonstrate that the proposed method performs well with a
computational speed-up of up to 157,600 times compared to the direct application of DP. Second, we
adopted a model-free actor-critic on-policy reinforcement learning method based on deep deterministic
policy gradient (DDPG) that can learn policies in continuous action spaces without access to the full
dynamics of the building. We demonstrate the competitive performance of DDPG by benchmarking
it against the proposed MADP method that has access to the full thermal dynamics of the building.
Next, we used our developed method of MADP as a computational engine to analyse the viability of
phase change material to reduce electricity costs and observe how it impacts the self-consumption of a
PV system. And finally, using the developed DDPG model, we implement simulations of different
scenarios. We investigate the impact of householders preference (trade-off between electricity cost
and householders comfortability), different electricity tariffs design, and the different sizes of the PV
system on PCM performance as a storage system in HEMS on summer days in Sydney.

To this end, this thesis aims to give researchers and energy policymakers a practical vision in
integrating phase change material into HEMS as an alternative to the battery storage system to be used
in conjunction with a PV system.
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[JA2] N. Morreau, G. Verbič, Z. Rahimpour, and A. C. Chapman “Optimal Scheduling of HVAC
Systems in Buildings with Phase Change Materials using Deep Reinforcement Learning”,
submitted to Engineering Applications of Artificial Intelligence.

Contribution made in this paper is incorporated in Chapter 8.
Contributors Modelling Analysing the results Writing the paper

Z. Rahimpour 90% 10% 10%
Others 10% 90% 90%
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Chapter 1

Introduction

Over the past decade, rising global warming concerns, finite fossil fuel reserves, and increasing energy
demand has questioned the world’s dependency on fossil fuels, encouraging the uptake of distributed
energy resources (DERs). One of the worldwide fastest-growing DERs is rooftop solar photovoltaic
(PV). By the end of 2020, the total cumulative installed capacity of PV systems reached well above
760 GW [5]. The major part of the PV installation (37%) is for rooftop PV systems [6]. Australia is
one of the countries with the highest solar energy potential. This puts Australia as a country with the
highest uptake of rooftop solar PV, installed in nearly 30% of homes [7].

However, integrating DERs into the existing electricity grid can jeopardise grid stability due to
distributed form and variability nature of DERs. In contrast to a traditional energy system that increases
generation to match demand, an alternative approach can manage demand in response to the variability
of DER generation. This is known as demand response (DR). DR refers to a change in the energy
consumption pattern of the electricity network end-users in response to electricity price signals or
incentive payments from the network [8].

One of the major sectors that can be actively involved in DR is buildings. As per the international
energy agency (IEA) report, the building sector consumes over one-third of stationary energy (gas
and electricity), releasing nearly 28% of global energy-related CO2 emissions in 2019 [9]. In Europe,
space heating and cooling account for half of the EU’s energy consumption, making it the biggest
energy end-use sector ahead of both transport and electricity [10]. In the U.S., buildings utilise near
40% of the energy and, more importantly, 76% of the generated electricity [11]. The same trend can be
seen in Australia. An important insight is the major energy consumption is in residential buildings, and
the major energy drain is for space heating and cooling. Based on the Australian government’s report
in 2013, the HVAC system energy consumption accounts for approximately 40% of total building
energy usage in buildings in Australia [12].

Despite the high energy that is being consumed globally for heating and cooling of the buildings,
the fact that this load is noncritical and can be shifted makes it one of the main DR resources that
could provide significant flexibility to homeowners. To manage this flexibility in buildings with
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rooftop PV system integration, behind the meter energy storage 1 has been introduced over recent
years. Electrochemical battery energy storage systems (BESS) are commonly ’behind the meter’. A
major benefit of the energy storage systems is to mitigate the variable nature of PV generation and to
shift energy demand away from peak hours. However, access to efficient and cheap energy storage is
still under investigation. One of the growing technologies of the storage system in Australia based
on the ARENA report is batteries with Lithium-ion technology [13]. High-energy density, long term
deployment, and low cost are the main reasons for the growth of Lithium-ion batteries in the electricity
market. This battery, with minimum possible degradation each year (1.5%), lasts 15 years. However,
lithium-ion battery recycling is a barrier to consider these batteries as a sustainable solution. In more
detail, the recycling process of these batteries are associated with safety issues of collection, transport,
second-life re-manufacturing and materials recovery of the end-of-life batteries [14].

Against this background, an alternative energy resource available at almost no cost to all householders
is the thermal inertia of the building. Based on the building’s design and its construction materials, the
building’s envelope2 can store the thermal energy that is known as thermal inertia of building. However,
in countries such as Australia, a large number of residential buildings are lightweight buildings. These
buildings dominate the building stock in Australia for two main reasons: (i) they are much cheaper
and faster to construct than brick buildings; and (ii) they have a much better thermal performance
in climates with insignificant diurnal temperature variation (i.e. tropical and sub-tropical climates
in northern NSW and Queensland). Lightweight buildings also have a much lower carbon footprint
compared to brick buildings. Their drawback is that they are much more susceptible to variations
in external temperatures, which is particularly an issue in climates with high diurnal temperature
variations, e.g. Victoria.

A new technology to improve the thermal inertia in the lightweight building is the integration
of phase change material (PCM) into the building’s envelope. PCM has a considerable amount of
latent heat compared to high thermal inertia materials like brick. The latent heat of the type of PCM
used in this work is almost 40 times of the brick with the same mass3. Storing or releasing this high
latent heat during the phase-change (from solid to liquid or vice versa) could potentially provide the
building with sufficient thermal energy storage to smooth indoor temperature fluctuations. In turn,
this can result in fewer operating hours of the HVAC system while keeping the indoor temperature of
the buildings in a comfort range for the occupants. This material is available in different forms. One
common type that is easily integrated into new or retrofitted buildings is paraffin-based and available in
a mat or encapsulated blocks. Compared to a battery energy storage system, this material has a long
lifetime of 80 years and is much better for the environment as it is a plant-based material3. Using
PCM as a storage system to implement DR in buildings is as follow; On a summer’s day, an HVAC
system can operate during shoulder and off-peak price periods to precool the building to a desired
setpoint temperature, at or below the freezing point of the PCM. Then during peak pricing periods,

1Behind the meter refers to installed solar PV system, battery storage or any energy resources that are in home-users
side to reduce or shift their electricity consumption.

2Building’s envelope consist of walls, roof, floor and fenestration.
3https://phasechange.com
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the HVAC system is turned off, and the indoor temperature of the building rises to a point where
the PCM begins to melt. While the PCM melts, it absorbs heat from the building’s interior, thereby
maintaining a near-constant indoor temperature. To best exploit the energy storage potential of PCM,
the aforementioned precooling (or preheating on a winter’s day) by the HVAC system can be scheduled
in a way to minimise the electricity cost while maintaining the indoor temperature of the building
within the comfort range of the householders. In other words, this needs to be cast as an optimisation
problem to automate the HVAC system’s control in this setting.

To facilitate the active role of buildings in DR response and monitor and automation control of
behind the meter resources, home energy management systems (HEMS) have drawn lots of attention in
recent years. HEMS is a technology platform that consists of hardware and software that allows energy
users to monitor, control, and manage electricity usage patterns during peak periods in response to
electricity price signals. In practice, the developed algorithm will be embedded on a single-board
computer (such as Raspberry Pi), which can be embedded in a smart meter or can be a stand-alone
device. Despite technological advancement, still there is a limitation on the computational power and
memory of these devices. Therefore, an optimisation algorithm needs to be computationally efficient
while delivering an acceptable solution quality.

Within this context, the main focus of this work is a management system or software platform
of the HEMS. More specifically, the main contribution of this thesis is to develop a computationally
efficient optimisation method for scheduling a controllable device like an HVAC system in buildings
with PCM and a rooftop PV system. The objective is to minimise the electricity cost and improve the
self-consumption of the PV system while keeping the indoor temperature in the comfort range.

1.1 Research questions

For solving an optimisation problem in HEMS, different methods are applied in the literature [15–18].
Methods such as linear programming (LP) and mixed-integer linear programming (MILP) are widely
used to solve HEMS problems mainly because of the simplicity associated with off-the-shelf solvers,
such as CPLEX, Gurobi and MOSEK. The main drawback of these methods is that they optimise linear
objective functions subject to linear constraints. However, one important feature of PCM makes these
methods powerless for solving an optimisation problem in HEMS with PCM. PCM has a nonlinear
nonconvex behaviour that converts the corresponding optimisation problem into a nonlinear nonconvex
optimisation problem (explained in more detail in Chapters 2 and 3). Therefore, the desired feature of
an optimisation method is to deal with the nonlinear characteristics of PCM. Solvers like Knitro can
handle nonconvex nonlinear problems. However, the algorithm requires a good initial solution estimate,
and usually, Knitro returns a locally optimal solution4. Applying MINLP formulation can capture
the nonlinearity of the PCM through curve-fitting a nonconvex and nonlinear function to the data
points of the PCM. However, this makes the problem computationally intractable while the existence
of the solution is not guaranteed. Other methods that are extensively used in literature to solve HEMS

4https://documentation.aimms.com/platform/solvers/knitro.html
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problem are heuristic methods like particle swarm optimisation (PSO) and genetic algorithm (GA) [17].
These algorithms search semi-randomly within a large population search space until they converge
near a solution. In these types of methods, there is a risk that the solution ends up in a local optimum
instead of the global optimum, which means the quality of the solution is uncertain.

The method to handle the nonlinearity of PCM is dynamic programming (DP). DP is the method to
deal with problems that have a sequential structure. In the DP formulation, the problem is modelled as
a Markov decision process (MDP) and solved by computing the expected future cost of following an
optimal policy (in this problem specific, on/off combination of HVAC system) using backward induction.
This algorithm is called value iteration of the system state variables (such as indoor temperature), and
then an optimal policy can be extracted by selecting the state with the minimum value function using
the Bellman optimality condition5 [19]. DP is explained in more detail in chapters 2 and 5. However,
in DP, computational time grows exponentially with the increase of a time horizon, the number of state
variables or the number of controllable devices, the so-called curse of dimensionality [20, 21].

Given the limitations of existing approaches, we develop computationally efficient multi-timescale
approximate dynamic programming (MADP) that performs well with a significant computational
speed-up (up to 157,600 times over a 24 hours time horizon) compared to the direct application of DP.
In more detail, we use a few abstraction techniques to reduce the algorithm’s runtime while still the
algorithm gives an acceptable solution quality. The first element of our method is a discretisation of the
continuous state-space. As a second technique, we employ a multi-time scale MDP, in which decisions
are made at different discrete timescales [22]. Specifically, rather than solving the original MDP as one
monolithic problem, we solve several smaller MDPs that are connected successively together to form
the original MDP. On top of this, to improve the computational performance further, we address the
bottleneck of the state transition function, which is given by a thermal model of the building. Typically,
in simulation, this is expressed as a system of ordinary differential equations (ODEs). We propose a
artificial neural network (ANN) function approximation of the system of ODEs that maps the outdoor
temperature, the indoor temperature of the building, and the HVAC heat flow, to the next time step’s
indoor temperature. This ANN can be trained offline, separate from the optimisation problem, and
employed as a lookup table within our MADP method. Chapter 5 provides further details on the
proposed method of MADP.

However, our proposed method (MADP) and all methods based on the principled DP method
require a detailed thermal dynamic model of the building. In practice, the variety of building designs
and construction types makes a plug-and-play implementation of the energy management algorithm
challenging. Therefore, it is necessary to generalise the method to make it applicable to buildings with
different design and construction types without affecting the algorithm’s performance.

Moreover, another notable drawback of DP, in particular the VI algorithm, is that it cannot be
directly applied to continuous domains such as control of the HVAC system.

These two drawbacks together lead us to consider model-free reinforcement learning (RL) methods,

5”An optimal policy has the property that whatever the initial state and initial decision are, the remaining decisions
must constitute an optimal policy with regard to the state resulting from the first decision.” [19].
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such as deep deterministic policy gradient (DDPG). The DDPG algorithm can deal directly with
continuous variables. In comparison to DP, DDPG has no internal model of the system’ state transitions
and instead learns through direct interaction with its environment (which may be simulated offline).
DDPG provides a significant computational speed-up over DP. In more detail, DDPG is a combination
of deep learning for processing sensory input with an actor-critic for reinforcement learning [23]. In
the actor-critic method, the policy structure, known as the actor, selects the action. The estimated value
function is the critic that critiques the actor’s action [24]. Neural network function approximators are
used both for the actor and the critic in DDPG methods for online learning in large state and action
spaces. DDPG for scheduling HVAC systems in buildings was initially proposed in [25]. They used
DDPG to control the HVAC system’s setpoint by minimising the overall cost of the HVAC system’s
electricity consumption while considering the thermal comfort of the home users. However, the
quality of the solution that results from the DDPG algorithm was not benchmarked against well-proven
algorithms like ADP that have full access to the model of the system.

In response to the existing gap in the literature, we developed the DDPG algorithm for solving an
optimisation problem in HEMS with PCM, along with an extensive analysis of the DDPG algorithm’s
results against the outputs of the proposed method of MADP (Chapter 6).

In addition, the third literature gap is the co-optimisation of PCMs with other DERs such as rooftop
PV, particularly in the context of maximising PV self-consumption. Therefore in Chapter 7 of this
thesis, MADP is used as a computational engine to implement a techno-economic analysis of the
viability of PCMs as an alternative to battery storage on a large number of residential buildings (210
dwellings in total). The benefits of using PCM are evaluated and quantified by calculating (i) electricity
cost-saving (ii) an increase in PV self-consumption.

More specifically, this thesis aims to answer the following research questions:

[RQ1] What is the impact of different factors, including the geographical location, operational conditions
of the HVAC system (duration of precooling and preheating, and setting points of the HVAC
system), physical properties of PCM (melting point, thickness, location in the envelope), on
PCM performance in particular electricity cost-saving and shift in the space heating and cooling
demand, in the context of Australia?

[RQ2] What is the powerful and computationally efficient method to optimise the operation of controllable
devices such as the HVAC system in HEMS consisting of PCM as a storage system and rooftop PV
system as a distributed generation? In particular, the method needs to handle the nonlinearity of
the corresponding optimisation method, deliver an acceptable solution quality and be executable
on a smart meter with limited computational power and memory.

[RQ3] The bottleneck in the model-based method of DP to solve the optimisation problem in HEMS
with PCM is to tackle the computational burden enforced by the thermal model of the building.
What is the simplest model that can be used to be represented by low-order of ODEs (less
computational cost) and at the same time serve as an acceptable representative model of a typical
lightweight building in Australia? How can we validate the performance of the developed model?
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[RQ4] How can we generalise the optimisation method in HEMS with PCM to be used as an embedded
algorithm installed in the existing smart meters in buildings regardless of the buildings’ design
and construction types?

[RQ5] How far can we trust in model-free reinforcement methods compared to model-based methods
such as DP?

[RQ6] To what extent can we use PCMs as an alternative to battery storage systems to reduce electricity
costs and maximise PV self-consumption?

[RQ7] How can different preferences of householders (trade-off between electricity cost and householders
comfortability), different electricity tariffs design, and the different scale of the PV system affect
the HEMS performance in managing the cooling demand on hot summer days in Sydney?

1.2 Contributions and thesis outline

This thesis has three main contributions:

• A novel, powerful and computationally efficient MADP method for HEMS with PCM (Chapter
5). The proposed method can handle the nonlinearity of the corresponding optimisation problem.

• Model-free reinforcement learning (RL) methods, based on deep deterministic policy gradient
(DDPG), that brings a practical implementation of energy management in smart buildings with
PCM integration several steps closer to reality (Chapter 6).

• A large scale techno-economic analysis of the viability of PCMs as an alternative to battery
storage to increase PV self-consumption and reduce electricity costs in HEMS with a layer of
PCM as a storage system, a rooftop PV system and controllable device of the HVAC system
(Chapter 7).

The outline of the thesis associated with the main contribution of each Chapter and the connection
between chapters is illustrated in Figure 1.1. The chapters address the research questions that are
previously raised in this Chapter.

The thesis is divided into eight more chapters: Chapter 2 provides a literature review on diverse
topics, including the use of building thermal inertia for demand response, PCM application in residential
buildings for demand response, HEMS in buildings with PCM, RL techniques to solve the corresponding
optimisation problem, the available software for simulating thermal behaviour of the building, and the
methods to represent the thermal dynamics of a building with the mathematical expressions. Moreover,
at the end of Chapter 2, the thesis’s contributions are discussed in more detail against the existing
literature. In Chapter 3, a thermal model of a typical building in Australia, is developed in MATLAB
and benchmarked against EnergyPlus software. Chapter 4 demonstrates the effectiveness of PCM as a
DR resource in a building with a deadband HVAC control. A wide range of scenarios are considered
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to investigate the impacts of geographical location, PCM melting point, duration of precooling and
preheating, set points of the HVAC system, thickness and location of PCM, on the capability of the
PCM in reducing or shifting the cooling and heating load. All simulations are performed using the
EnergyPlus platform, examining three different types of residential buildings in five Australian cities:
Sydney, Brisbane, Melbourne, Hobart and Perth. Chapter 5 discusses details of the MADP method.
The method is implemented on a yearly case study in Sydney, using three defined metrics, the efficacy
of the proposed method is evaluated. Chapter 6 provides details of the DDPG model. The simulation
is run for 294 episodes that represent different weather conditions. And four defined metrics are used
to benchmark DDPG performance against a model-based developed method of MADP. Chapter 7,
using the MADP method, a large-scale techno-economic case study consisting of 210 dwellings in
Australia across five cities of Sydney, Brisbane, Melbourne, Adelaide, and Perth is conducted to assess
PCM integration’s impact into solar rooftop PV systems. In particular, it addresses the electricity
cost-savings and increases in PV self-consumption in the presence of PCM as a storage system. The
analysis comprehensively covers different climatic conditions and the variability of end-user electricity
demand and PV generation. Chapter 8, using the developed DDPG model, the usefulness of PCM is
demonstrated for cooling the simulated building over a summer month in Sydney. The implementation
includes 8 different scenarios, considering various weighting factors for trade-off between electricity
cost and householders comfortability, different electricity tariffs design, and the different sizes of
the PV system. And finally, Chapter 9 summarises the previous chapters’ key findings and proposes
insights on future work.

1.3 A potential demand response application for buildings with
PCMs

In this thesis, PCM is used as a flexible energy resource rather than it is explicitly applied for demand
response applications. However, in this section, we briefly explain how buildings with PCMs as a
source of flexibility can be used for demand response.

With the operating envelopes (OE) approach, HEMS with PCMs and rooftop PV systems can be
used for demand response. The distribution system operators (DSO) can compute PV export limits
using day-ahead prediction of customer demand and PV generation. This export limits or imposed
restriction on the DER is called an operating envelope. In order to prevent voltage stress adversely
affecting the operation of the network, DER must stay within its operating limits. HEMS with PCMs
use the OE and price signals computed by the system in order to optimises the scheduling of the HVAC
system. The objective is to minimise the electricity cost, while maximising the self-consumption of the
PV system, maintaining users’ comfort thermal conditions and limiting PV generation to the operating
envelopes submitted by the DSO.
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- Demonstrate the efficacy of the
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Conclusion
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- Benchmark the performance of

DDPG against MADP.
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using MADP
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Figure 1.1: Thesis’ contributions and connection between technical chapters in this thesis.
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Chapter 2

Literature Review

As discussed in Chapter 1, using the thermal inertia of buildings for demand response (DR) has gained
considerable attention over recent years. However, in some countries such as Australia, a common type
of residential building has low thermal inertia that can be improved using promising phase change
materials (PCMs). On the other hand, with the increasing uptake of distributed energy resources
(DERs) and technological advancements in communication and metering devices, a home energy
management system (HEMS) has become a platform that can be used to modify the residential energy
consumption pattern to achieve more efficient use of DERs. In light of the above, current work aims to
take a step towards the real-world deployment of PCM integration into HEMS.

As such, the first part of this section reviews the literature on potential energy-saving and shift in
space heating and cooling demand that can be achieved using the thermal inertia of building as an
energy storage system.

The second part starts with a description of the thermo-physical properties of PCM, different types
of PCM, and a short description of the type of PCM used in this thesis. It follows by reviewing the
literature on the potential energy saving obtained by integrating PCM into the building’s envelope. The
discussion continues by reviewing the literature on different approaches to investigate PCM’s desired
optimal performance. Finally, the section is completed with a review on the co-optimisation of PCMs
with other DERs such as solar rooftop PV generation.

In the third part, first, the general concept of HEMS is discussed along with techniques that are
used extensively in the literature to solve an optimisation problem in HEMS. Afterwards, we introduce
HEMS in buildings with PCM. In particular, we detail what distinguishes optimisation problem in
the HEMS with PCM from the other HEMS’ optimisation problems. And finally, we introduce
reinforcement learning (RL) methods to solve the nonlinear non-convex optimisation problem in the
HEMS with PCM. The discussion expands to two different groups of RL, namely (i) model-based and
(ii) model-free RL.

In the fourth part, the chapter continues by introducing different software tools that can be used to
simulate the thermal performance of a building. This is followed by reviewing different methods that
are used in the literature to model the thermal dynamics of a building.
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Finally, the chapter concludes by discussing the literature gaps that paves the way for the remainder
of the thesis to be elaborated.

2.1 Using thermal inertia of buildings for demand response

Thermal inertia is the inherent property of the building’s envelope (walls, roof, floor, and fenestration).
It is defined as the envelope’s capacity to absorb, store or release thermal energy. The amount of the
building thermal inertia determines how much it can delay or reduce the impact of the external weather
conditions on the internal temperature of the building. Buildings with high thermal inertia can shift the
energy consumption from on-peak hours to off-peak hours and save electricity costs for operating the
HVAC system. Moreover, heat flow has low fluctuation in building with high thermal inertia, resulting
in low heating and cooling device consumption. Therefore, it plays an essential role in the comfort
level of the householders and their energy consumption.

Many studies show the impact of a building’s thermal inertia on reducing the energy demand
[2, 26–33]. Authors in [26] analysed the effect of thermal inertia on total energy consumption. They
simulated two different fibro house and brick veneer house in Sydney. In the fibro house, they used
fibro as an external layer of the building and raised timber for the floor. In a brick veneer house, they
replaced the fibro with brick veneer and used an insulated concrete slab on the ground. They found that
using high thermal inertia construction such as brick veneer instead of construction with low thermal
inertia such as fibro can reduce the energy consumption in winter by 35% and in summer by 36%. As
discussed, the brick veneer house with the concrete floor has high thermal inertia that acts as a storage
system. During summer, the brick veneer house envelope absorbs heat during the day and releases it
during the night. Moreover, in winter, the envelope stores heat during the day and discharge it to the
house interior during nighttime. They verified their simulation results with field measurements of the
actual buildings energy consumption.

Moreover, authors in [31] used measurements on two identical detached single-family buildings
to demonstrate the high thermal inertia performance on a summer month in central-western Poland.
The only difference between the two buildings was the construction of the external and internal walls.
One was lightweight against the other building with masonry construction that was built from cellular
concrete. They considered a deviation from 28 ◦C as a discomfort measure for the house users. In the
lightweight house, the discomfort was measured 18.6 days compared to 8 hours in heavy structure
building. The summer month was hot with 14 days temperature exceeding 30 ◦C, and for 8 days, the
temperature reached above 32 ◦C during the day. The average nighttime temperature was above 18 ◦C.
Results show that using high thermal mass yields 67% and 75% reduction in energy consumption in
the summer month when temperature thresholds of 25 ◦C, and 26 ◦C are considered, respectively.

Similarly, the authors in [2] also demonstrated the impact of the high thermal inertia construction
by comparing different building construction types. In more detail, they compared the thermal
performance of four types of wall construction: cavity brick, brick veneer, reverse brick veneer, and
lightweight. They used simple building modules with the same floor and roof structure for all four case
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studies. The case studies are tested for the climate of Newcastle in Australia. They used the AccuRtae
energy rating tool for numerical calculations. AccuRate assigns a star rating to a building based on
seasonal and annual heating and cooling required to meet predetermined thermal conditions for each
season and room type. They conclude that thermal inertia has a significant impact on annual space
heating and cooling consumption. Building with reverse brick veneer wall was the most energy-efficient
design for this design in this climate. In contrast, the lightweight wall module had the highest energy
consumption, 39% more than the reverse brick veneer wall module. Energy consumption in cavity and
brick veneer was almost 21% more than reverse brick veneer module.

Moreover, work in [2] highlights the impact of the building envelope composition. Placing the
building material with high thermal inertia close to the interior of the building (like reverse brick
veneer) results in lower energy consumption than putting the envelope layer with the highest thermal
inertia towards the building exterior. In addition to [2], some works such as [33] also demonstrate that
placing the layer of the wall with the highest thermal inertia in close vicinity to the building interior that
is insulated from outside conditions results in higher energy saving rather than placing it as an external
layer of the building’s envelope. In more detail, in [33], the authors investigated the performance of a
solid concrete block and hollow concrete blocks in two cases of putting high thermal inertia material
(cement plaster-moulded polystyrene) close to the interior or alternatively placing it near to the exterior
of the building.

However, having high thermal inertia in the building is not always beneficial for reducing energy
consumption and improving householders’ thermal conditions [28,32]. Authors in [32] investigated the
impact of the thermal dynamics of the building envelope elements (roof, walls, and floor) on the heating
and cooling demand for a retrofitted office building case study. They performed a parametric simulation
and calibrated the model with the data collected during the building performance monitoring process.
To investigate the impact of the different refurbishment solutions in the simulations, they considered
the elements of the building such as external walls, rooftop, and internal floor with three construction
types of light, medium-heavy, and heavy construction. These three types of constructions are different
in the amount of the building effective thermal capacitance. They found that using medium-heavy
construction in the climate zone of the Southern European and Mediterranean areas, results in the
highest reduction in cooling demand compared to heavy and light constructions. In more detail, using
medium-heavy construction reduces the cooling energy consumption by 27%, compared to 18%, and
12%, utilising heavy construction, and light construction, respectively. This highlights the importance
of capturing the dynamic thermal performance of the building when optimising the energy consumption
in buildings. Another work is [28] that the authors simulated a one-dimensional model consisting of an
external lining, internal air volume and internal lining. The interior lining thickness is considered more
than the external lining, which means the high thermal inertia is close to the building’s interior. The
authors conducted a few case study simulations. They demonstrated that adding thermal mass to heavy
construction can change the energy consumption pattern. However, in the case of using intermittent
heating (using the heating system during the weekend), having high thermal inertia is a disadvantage
in terms of energy saving in cold climates. If the indoor temperature swing is tight (¡0.5 ◦C), having
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high thermal inertia cannot reduce the peak demand. By contrast, if the indoor temperature is allowed
to decrease, particularly during peak hours, the stored energy in high thermal inertia envelopes can
be released, thereby reducing energy consumption. In more detail, they concluded that the impact of
a high thermal inertia envelope depends on several factors, such as the comfort range of the indoor
temperature, the frequency of heating use, the electricity tariff, free heating from the sun and the
climate. They also noted that heavy construction can prolong the building’s precooling and preheating,
causing discomfort to home owners. This agrees with the authors finding in [29]. They claimed that
high thermal mass can be effective for a hot climate with a large diurnal temperature. However, high
thermal inertia increases energy consumption in cold climates.

Besides the effects of the envelope construction type and position of the highest thermal mass in
the envelope, the study in [30] demonstrated the benefits of precooling the envelope of a building.
The study was conducted in a medium-sized Santa Rosa, California, governmental office building. In
particular, they reported that by precooling the building during off-peak hours, the electricity demand
during afternoon peak times could be reduced significantly by using the storage capacity of the thermal
mass in a commercial building. They used a building control system for recording the HVAC system
performance. In the building, they normally used to set the HVAC system to the constant point of
22 ◦C throughout the occupied time and shut down the HVAC system after 5pm (baseline scenario).
They applied two precooling strategies: (i) precool the building from 5am to 2pm, with the HVAC
system setpoint of 21 ◦C, and from 2pm to 5pm, with the HVAC system set to 25.5 ◦C, the HVAC
system was shut down after 5pm, (ii) in the second strategy, called extended precooling, the HVAC was
turned on at midnight (12am), set to 20 ◦C, and ran until 5am. From 5am to 2pm, they changed the
setpoint to 21 ◦C, and from 2pm to 5pm, the setpoint of the HVAC system was set to 25.5 ◦C. They
modified the HVAC system’s temperature setting to precool the building to the lowest point of the
comfort range till 2pm. After 2pm, the temperature was allowed to rise to the highest point within
the defined comfort zone (25.5 ◦C). They defined three types of cold days (22 ◦C - 25.5 ◦C), warm
days (25.5 ◦C - 29 ◦C) and hot days (29 ◦C - 32 ◦C) based on the peak outside air temperature. They
compared two strategies for the warm days and concluded that there is not a significant difference in
the power consumption between the two scenarios. However, comparing two scenarios to baseline
scenarios demonstrates that using the precooling strategy could reduce the HVAC system consumption
by 80% - 100% during the peak hours of 2pm-5pm. Their work showed the importance of precooling
to reduce the cooling demand during peak hours. However, their study lacks sufficient data compare
two precooling strategies, particularly for hot days. In other words, the impact of precooling duration
and setpoint of the HVAC system on the energy consumption of the building was not thoroughly
investigated.
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2.2 Integration of PCM into buildings envelope for demand re-
sponse

This section discussion is broken into the topics:

• Phase change materials (PCM), including thermo-physical characteristics, various types of PCM,
and type of PCM used in this thesis (Section 2.2.1).

• Potential energy saving in PCM-integrated buildings (Section 2.2.2).

• Optimal thermal performance of PCM (Section 2.2.3).

• Co-optimisation of PCMs with distributed energy resources (Section 2.2.4).

2.2.1 Thermo-physical characteristics of PCM

From a thermodynamic point of view, the PCM absorbs (melting) or releases energy as heat (freezing)
due to enthalpy changes when the temperature varies within a certain range. This heat is called latent
heat; latent heat is the main useful property of PCM. The high amount of latent heat in PCM makes
this material supreme thermal storage.

Applications of PCM in residential and commercial buildings began several decades ago. In 1949,
Telkes investigated the use of PCM in a solar heater for space heating. Since then, the number of studies
on applying PCM in buildings for thermal comfort and energy saving has increased extensively [34].

Based on recent studies, for making the selection between different types of PCM, a few criteria are
identified: (i) PCM melting temperature range (ii) specific latent heat of the material, (iii) chemical
stability, (iv) supercooling, and (v) thermal conductivity. PCM has a wide range of applications such
as industrial heat recovery, healthcare, buildings, and aerospace, to name a few. The initial decision in
selecting the PCM type is choosing the PCM melting range, which is based on the PCM application. In
this work, we are interested in the PCM type that can be integrated into a building’s envelope. For this
type of application, PCM melting is in the range of 15 ◦C-32 ◦C, which is close to the human comfort
range [35]. Another important criterion is latent heat. Needless to say, a PCM with higher latent heat
is more desirable in thermal storage applications. However, this feature is beneficial only when the
other three characteristics of the PCM have values within an acceptable range. To begin, consider the
chemical stability of the PCM. Since this material undergoes numerous thermal cycles, the chemical
stability of the material prevents reduction of the latent heat, change in melting point range and risk of
PCM leakage from its capsule [36]. It is essential to understand the chemical stability of the PCM as it
defines its available duration. Another essential characteristic is the supercooling ability of the PCM.
Suppose the liquid PCM is rapidly cooled down. In that case, the temperature of the PCM can decrease
faster than the solidification process, resulting in liquid PCM with a temperature lower than its freezing
point. This causes disruptions to the cycling process of the PCM. Therefore it is crucial to choose
a PCM with low supercooling potential. The last criterion is the thermal conductivity of the PCM.
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The thermal conductivity is critical as it allows complete penetration of the heatwave in and out of the
material and increases the thermal efficiency of the material. In addition to physical and chemical
criteria, choosing PCM that has a low environmental impact, is cost-effective, and commercially
available are other important factors to be considered in selecting the type of PCM [35]

A common type of PCM used in buildings’ envelopes are paraffin types, fatty acids and polyethylene
glycol, all classed as organic types of PCM. This PCM type has high latent heat and thermal conductivity,
good chemical stability, and limited supercooling [3].

Another important aspect of PCM application is how PCM can be integrated into buildings
construction. PCM can be incorporated into a building’s envelope in four ways [37, 38]:

1. Direct incorporation: in this method, PCM in liquid or powder state is added to construction
material such as gypsum, concrete or plaster. This method is simple; however, PCM leakage and
the incompatibility of the final product with other construction materials are potential issues of
using this method.

2. Immersion: the building material such as gypsum or concrete are immersed in melted PCM.
Therefore, PCM is absorbed into the internal pores of these materials. Same as direct incorporation,
this method has two issues of PCM leakage and construction incompatibility.

3. Encapsulation: in this method, PCM is encapsulated in a container. Therefore the leakage
problem of PCM can be avoided. Moreover, encapsulation of PCM enhances the compatibility of
the PCM with the building structure. Encapsulation can be done using tubes, spheres, or panels
as containers, which is called microencapsulation. Nowadays, with advancements in technology,
PCM particles can be encapsulated in a thin sealed unique polymeric film. Using this method,
the leakage issue can be avoided. Moreover, integrating the PCM panel has less effect on other
construction types and designs. However, the main drawback of using a thin sealed panel is poor
thermal conductivity and solidification of materials at the edges of the panel [38].

4. Shape-stabilised method: in this method, PCM is dispersed in another high dense supporting
material to become a stable composite material. This method provides better thermal conductivity,
large specific heat and the ability to keep the shape in phase change cycles of PCM. This method
is the most reliable method as it makes the PCM service life longer. In more detail, PCM
melting/solidification cycles are repeated in high performance without critical degradation.
However, this method is expensive to implement.

The type of PCM used in this work is BioPCM (TM) material. Using the encapsulation method,
PCM is encapsulated in small discrete blocks joined together in the form of a mat. The mat shape of
BioPCM provides easy installation of this material, particularly for retrofitted buildings as the PCM
mat can be spread on the ceiling’s plasterboard1.

1http://phasechange.com
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2.2.2 Potential energy saving in PCM-integrated buildings

The effectiveness of PCM to reduce peak heating and cooling demand and improve indoor thermal
comfort is highlighted in most of the recent literature [34, 39–43]. In [39], the researchers built
two identical test rooms. One room was constructed of gypsum board, and the second one with
PCM-impregnated plasterboard. Both experimental and numerical results indicated that the indoor
temperature fluctuation of the test room with PCM was 4 ◦C less than the room without PCM. As
expected, they demonstrated that lower indoor temperature fluctuation results in energy saving on a
typical summer day. In particular, using PCM reduced the energy consumption of the air-conditioning
with a setpoint of 22 ◦C, by 35%. In [34] the authors conducted experiments on several house size
cubicles to explore the impact of including PCM in concrete, conventional brick and alveolar brick.
Also, a Trombe wall was added to the concrete cubicles to investigate the free cooling impact, and in the
brick cubicles, a heat pump was fitted to simulate an HVAC system. By using PCM, the temperature
oscillation of the concrete blocks was reduced by about 4 ◦C and also the peak temperature was shifted
about two hours to later hours of the day. In the brick cubicles, including PCM, led to 17% saving in
cooling energy consumption on a summer day. On a winter day, PCM acted like insulation and kept
the inside temperature of the block warmer than the brick cubicle without PCM.

Another work that demonstrated the impact of PCM as an energy storage system for electricity
DR is [40]. They used two identically designed offices built at Tamaki Campus of the University of
Auckland, New Zealand. In the office with PCM, instead of ordinary gypsum board, PCM impregnated
gypsum board is used for the interior layer of all walls and ceiling. The PCM used in this work is
RT-20 with a melting range of 18 ◦C-22 ◦C. Both of the offices are equipped with a heating system.
The heating system operates to maintain the temperature in winter in the desired comfort range of
18 ◦C-22 ◦C that is matched with the melting range of PCM. They observed that over 12 days of winter,
office with PCM consumed 31% of the total energy consumed in non-PCM office to keep the indoor
temperature in the same range. They witnessed that when the ambient temperature is higher during
the day and lower during the night (13 ◦C, and 21 ◦C), the energy-saving is higher. Wide ambient
temperature variation allows exploiting the storage capacity of PCM efficiently as PCM undergoes both
melting and solidifying cycles. Moreover, they could observe 150 minute load shifting on a typical
winter day.

In addition to [40], another two studies also reported the peak load shifting benefits of PCM. The
authors of [41] used a simulation model to analyse the ability of PCM to shift air conditioner load
away from peak hours. The wall and ceiling of the simulated building were modelled by three layers of
glass fibre insulation, PCM, and glass fibre insulation. Outdoor and indoor temperature variations
was modelled with time-varying boundary conditions. The model predicted a 26% reduction in peak
cooling load by including PCM over spring and summer seasons. The results also showed a significant
load shift, but the results were theoretical, and the outcomes were not verified with experimental results.
In [42], the authors conducted experiments to demonstrate the peak load shifting that results from
applying PCM. They built two identical test huts, one with gypsum board, and the second with PCM
impregnated gypsum board that consisted of 26%-wt PCM. Tests were taken over a typical January

15



week in New Zealand, and the performance of the two huts, without any active cooling, was compared.
They observed that PCM-hut’s temperature at the daytime rose at a lower rate than hut without PCM.
However, at night, the interior temperature of PCM-hut was higher than in the hut without PCM.
The weekly-averaged indoor temperature of the PCM hut varied 5.1 ◦C, while the corresponding
temperature variation in the hut without PCM was 10.6 ◦C. In winter, without any heating system, the
PCM’s temperature did not reach to transition range. Therefore there was a major difference between
the performance of the two huts. Following this, they used an electrical heater that was scheduled to be
turned on from 1:00 am to 7:00 am (the off-peak period). After turning off the heater in both test huts,
the indoor temperature of the hut without PCM dramatically decreased. In contrast, the temperature
profile in the PCM hut was in the acceptable range since the indoor temperature fell below the PCM
freezing point, and the stored heat from the heater was released into the room’s interior. This shows the
capability of PCM in terms of peak load shifting, which will bring a notable reduction in the electricity
cost.

Authors in [43] investigated the impact of PCM on reducing the heat stress risk during heatwaves
in Melbourne. They have simulated a single-story house without air conditioning as a case study.
The simulation results benchmarked against a refurbished house with the installation of commercially
available Bio-PCM. Their simulation results revealed that using PCM in severe heatwaves can reduce
the discomfort period by 65%.

PCM performance is complex, and it depends on several factors including the PCM properties, the
thickness, the location of the PCM in the envelope, the thermal conductivity, the climate, the parameters
of the building, and the active or passive application [38]. Numerous works exist that demonstrate
PCM’s energy-saving capacity while investigating how to make it perform at its best [44–56]. In [44],
the authors studied the impact of PCM on the cooling demand of an office building in the whole summer
season. The office was refurbished by adding PCM plaster to the building’s envelope. The experiment
was accompanied by simulation, and five Mediterranean climates of Ankara (Turkey), Athens (Greece),
Naples (Italy), Marseille (France) and Seville (Spain) were taken into account. Integrating PCM did
not return the same saving throughout the season. In Ankara, by including PCM (with a melting point
of 29 ◦C), cooling demand was reduced by around 7.2%, while in Seville and Naples, it resulted in
less than 3% savings in cooling consumption. This shows that the performance of PCM depends on
the weather condition. The other indicator that the authors used was comfort hours. They calculated
the number of hours that the indoor temperature was in the defined comfort temperature range of 24 ◦C

to 28 ◦C and utilised this as a comfort measure. They concluded that using PCM with a different
melting point of 26 ◦C and 29 ◦C increased comfort hours from 11.2% to 21.9%% in Athens and from
32.9% to 51% in Marseille. These studies show that energy saving is achievable by using PCM in
buildings. More importantly, it shows that the performance of PCM is highly dependent on the weather
conditions that PCM is used in. Another study that demonstrates the importance of weather conditions
on PCM performance is [45]; the authors investigated the optimal melting point of PCM for five cities
in Australia. They concluded that the optimal melting point of PCM for specific weather conditions is
approximately equal to the average outdoor air dry-bulb temperature. This agrees with the finding of

16



the authors in [46].

In some literature [47, 48], authors used a PCM energy storage efficiency as a metric to evaluate
the PCM performance. In [47], the PCM energy efficiency factor is defined as a ratio of decrease in
discomfort hours to the amount of PCM used in the PCM-impregnated gypsum. They concluded that
PCM energy storage efficiency is highly dependent on the outdoor temperature, and in geographical
locations where temperature oscillations were far from the melting point of PCM, phase transitions
occurred less frequently. Consequently, PCM efficiency is low. Similarly, authors in [49] demonstrated
that using PCM is not beneficial in hot and humid climates with insufficient diurnal temperature
variation as PCM cannot go through the full cycle of solidification and melting.

In addition to the climate impact of PCM performance, literature investigated the impact of
natural ventilation on the thermal behaviour of PCM. In some studies like [48], authors demonstrated
night ventilation impact on optimal performance of PCM. They explored the thermal comfort during
summertime in single zone lightweight buildings considering six cities of Kazakhstan. PCM with
different melting points of 26 ◦C, 28 ◦C, 30 ◦C, and 32 ◦C were considered. PCM that gives the
minimum total discomfort hours was selected as an optimal melting point of PCM. Based on the results,
the optimal performance of PCM achieved in all cities using PCM with a melting point of 26 ◦C, in
combination with night ventilation. For the type of PCM used in their study, the phase change of PCM
with the melting of 26 ◦C was between 24 ◦C to 28 ◦C. Natural night ventilation is beneficial in this
type of application since the night temperature is well below 24 ◦C in the summer. During summer, the
average outdoor temperature in all cities was below 24 ◦C; thus, the night ventilation makes the PCM
solidify and ready to use during the summer day. Moreover, they used the PCM storage efficiency
metric, defined as a ratio of the stored thermal energy to the PCM latent heat. They demonstrated
that even using the optimal melting point of PCM for their simulations, the PCM storage efficiency
is 39%. In addition to this work, authors in [50] also showed the importance of nigh ventilation in
PCM-integrated buildings through simulating a typical PCM-building thermal behaviour for ten cities
in Western China. Compared to buildings without PCM and night ventilation, using PCM with nigh
ventilation reduces the discomfort hours by a minimum 11% to a maximum 16% depending on the
season. Using night ventilation increases PCM effectiveness in reducing discomfort in hot seasons.
This is because, during hot seasons, the temperatures during the night do not fall below or near the
freezing point of the PCM. As a result, PCM cannot solidify at night. In contrast, using night ventilation
in PCM buildings located in cities with severe cold weather conditions increases the discomfort hours
in transition seasons compared to PCM buildings without night ventilation.

However, night ventilation, and the general passive application2 of PCM, cannot always maintain the
indoor temperature in the desired comfort range [49]. In particular, if the average indoor temperature is
not within householders comfort range, passive application of PCM is not always effective in reducing
the average indoor temperature, particularly on hot summer days. Where the PCM application is
limited, the air conditioning system can be used to improve PCM performance [51].

2Passive application refers to the use of PCM where the phase change occurs without the aid of mechanical devices
such as an HVAC system.
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Another factor that impacts the performance of the PCM in reducing energy consumption is
the orientation of the PCM-building. Authors in [53] demonstrated that the application of PCM in
west-facing walls results in 2.9% annual energy saving in cooling consumption compared to 2.2%,
1.9%, and 1.4% for using PCM on east, south, and north-facing wall, respectively. The reason is that
Hong Kong is located in the equatorial zone of the northern hemisphere. Therefore, the west-facing
and the east-facing walls receive more solar radiation in summer. As a result, PCM absorbs the heat
from solar radiation to solidify and make the interior of the building cool.

In addition to the factors previously mentioned, the literature also studies how the thickness of the
PCM, the building’s insulation, and the location of the PCM in the envelope affect its performance.
In [52], the authors demonstrated the performance of PCM-enhanced buildings under Danish conditions.
They witnessed that placing PCM in the interior side of the building results in more energy saving
compared to placing the PCM in the middle or external side of the wall. They also investigated the
impact of different thicknesses of PCM on energy saving. Based on their results, increasing PCM
thickness from 5mm to 40mm results in a higher reduction in energy consumption; however, the
reduction rate is much lower if the PCM thickness increases beyond 40mm. They reported integration
of PCM in a typical one-story house and an apartment results in 7% and 15% annual energy saving,
respectively. Moreover, they observed the impact of the studied building’s insulation on the PCM
performance. They concluded that using PCM in buildings with more insulation results in higher
energy savings. In more detail, they increased the insulation of the building by changing the U-values
(W/m2K) of the external walls (0.93 to 0.18), roof (0.43 to 0.12), floor (0.43 to 0.10), windows (3.35
to 1.5), and door (3.35 to 1.5). Increasing insulation coupled with PCM application increased energy
saving from 18% to 34%. This is against the author’s findings in [53] that showed integration of
PCM into the uninsulated brick wall in Tunisian Mediterranean climate results in a higher reduction in
energy consumption (12.21%) than the brick wall with PCM and expanded polystyrene insulation layer.
Authors in [54] also demonstrated the impact of the PCM location and thickness on it’s performance. In
particular, they simulated the performance of a PCM-enhanced prefabricated building in five different
climate regions in China. They found that the thickness of PCM that gives the highest energy saving
depends on the climate. For areas with severe cold, cold, mild, hot summer and cold winter, hot
summer and warm winter, the optimal thickness for PCM are 10mm, 10mm, 20mm, 30mm, and 30mm,
respectively. Their results showed that placing PCM on the interior side of the envelope in all five
different climate conditions results in more savings on annual energy consumption than placing it on
the exterior side of the building’s envelope. Moreover, they observed that energy-saving using PCM in
the prefabricated building is low in the area with cold weather conditions, while it is high in the hot
and mild regions. Using PCM in all five different climate conditions resulted in energy savings ranging
from 17.7% to 77%. In contrast, authors in [55] concluded the optimal location for the PCM layer
is the exterior layer. The reason could be that they did not consider the whole year’s energy saving
like in [52, 54]. In more detail, they set up an experiment to study the optimal performance of PCM
in three locations of the inside, middle, or outside in a brick wall. They ran the test for 60 days, the
summer season. Moreover, they used different melting points of PCM for different locations of PCM
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that made the judgment difficult. Another study that explored the impact of PCM thickness and its
location on energy saving in the buildings is [56]. In more detail, the authors simulated a residential
building thermal performance to evaluate the feasibility of PCM application in energy saving in the
savanna climate zone considering eight cities. Their result demonstrated that PCM applications in eight
selected cities could reduce the cooling consumption by a minimum 16.6% to a maximum 68.6%.
For all cities with an increase of the PCM thickness, the energy-saving was increased. However, they
witnessed that the energy consumption reduction rate was decreased with the increase of thickness.
Their other interesting finding was that for a constant PCM volume, the thinner layer of PCM with a
greater surface area increases energy saving. Additionally, they also observed that when the PCM layer
accounts for a substantial thickness of the entire wall, its location (external, middle, internal) has a very
small impact on energy savings.

2.2.3 Optimal thermal performance of PCM

In the literature (Section 2.2.2), we observed that to exploit PCM’s full potential as an energy storage
system, precooling or preheating (depending on the season) of PCM with mechanical devices such as the
HVAC system (active application of PCM) is more effective than passive application of PCM. However,
the efficiency of PCM in active use depends on control and implementation strategies [57]. In more
detail, optimising the PCM performance needs to be defined as an optimal control problem. Moreover,
it is critical how we define the optimal PCM performance. For example, the optimal PCM melting
point that achieves the highest resiliency of the building to extreme weather conditions yields only
around 60% of energy-saving compared to optimising the PCM’s performance for energy-saving [58].

The literature on optimal control of buildings with PCMs is scarce. Most of the existing research
uses simulation-based optimisation [59], with the problem variables typically including PCM properties,
building’s envelope properties, or the HVAC system operating conditions. The optimal solution is
found iteratively by optimising the objective function with different values of the input variables so that
in each iteration, the solution moves closer to the optimum. Because the set of possible input variables
is limited, the optimal solution is not optimal globally. The other drawback is that simultaneously
considering all the variables that affect the objective function is either infeasible or time-consuming, or
requires a lot of trial and error. For example, the authors in [57] used price-based control to switch
on/off the underfloor heating system in two identical test huts. They demonstrated that PCM results in
peak load shifting and electricity saving. However, they only considered the electricity price as a signal
to operate the heating system without considering other factors that contribute to optimal control of the
heating system, such as the optimal performance of the PCM.

The other widely-used optimisation method in PCM buildings is inverse problem-based simulation.
In this method, reverse engineering is used to find an optimal solution. The desired results are
considered an optimisation objective, and variables of the problem are adjusted to achieve the said
objective. For instance, the authors in [60] applied inverse problem-based optimisation to determine
the optimal thermo-physical properties of a PCM-concrete brick. The distribution of the specific heat
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of the envelope structure with temperature is used as the optimisation variable. They continuously
adjust the distribution of specific heat with temperature using the sequential quadratic programming
(SQP) method until the optimisation objective is achieved. In addition, they also compared this solution
with particle swarm optimisation and a genetic algorithm. They concluded that SQP gives a better
solution than two other methods.

The main challenge in optimising the PCM’s performance is the highly nonlinear specific
heat capacity characteristics equation (3.21), which throws up a couple of challenges when using
Newton-based methods like SQP. First, equation (3.21) is nonsmooth at the melting point, requiring
computationally expensive evaluation of derivatives (either through black-box simulations and/or via
finite-differencing) [61]. Second, the resulting optimisation problem is highly nonconvex, so choosing
a good starting point to prevent the algorithm from getting trapped in a local optimum is not trivial [62].

2.2.4 Co-optimisation of PCMs with distributed energy resources

To the best of our knowledge, [63] is the only paper investigating the use of PCMs in building insulation
in conjunction with other distributed energy resources (DERs). Specifically, the authors in [63]
investigated energy-saving and electricity demand shifting that can be achieved using insulation boards
with PCM in a lightweight building equipped with a PV system and a battery storage system. In
more detail, they simulated a 2.5m× 2.5m× 2.5m cubic chamber equipped with an air conditioning
system. They simulated the thermal behaviour of the building in EnergyPlus software and validated
the simulation results with an experiment. Considering the building with a PV system without PCM as
a baseline case, they observed a 47% reduction in peak cooling load and an hour shift in the cooling
demand in the summer. The battery charging and discharging is determined by a simple heuristic
to maximise PV self-consumption. In more detail, the HVAC system is supplied by PV first, and
when the PV generation exceeds the HVAC consumption, the excess energy is stored in the battery.
When the PV generation is insufficient, the energy is taken from the battery, and when the battery is
at the low discharge range, the power is taken from the grid. The authors tested the performance of
the test chamber with different battery PV system sizes. The main drawback of [63] is the lack of a
principled optimisation to achieve the optimal HVAC performance in a more realistic setting with and
underlying electricity consumption and time-varying electricity prices. Also, [63] only considered a
single summer day, which leaves the question of the PCM performance throughout the year.

2.3 Home energy management system in PCM-integrated build-
ings

In this section, we first describe the concept of a HEMS. This is followed by a review of techniques
extensively used in the literature to solve the optimisation problem of HEMS. Next, we highlight
the challenge of solving an optimisation problem in HEMS with PCM. And finally we review the
reinforcement learning methods used in this thesis to develop the novel model-based (Chapter 5) , and
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model-free approaches (Chapter 6) to solve an optimisation problem of HEMS in PCM-integrated
buildings.

2.3.1 Home energy management system

With the advent of advanced communication and metering devices and massive growth of DERs,
a HEMS can be used to reduce residential energy consumption and to modify the usage pattern of
home devices in order to achieve more efficient use of distribution networks and renewable electricity
generation. In more detail, a HEMS is a device that monitors, controls, and manages the operations of
DERs to modify electricity usage patterns during peak periods in response to electricity price signals.
It achieves this by means of a 2-way exchange of information with the grid through communication
technologies and advanced control methods [64–66].

2.3.2 Home energy management system with PCM

In the HEMS optimization problem, the objective is to schedule the controllable devices to reduce
energy cost while maintaining comfort thermal conditions for the home users. The objective is subject
to constraints like energy balance, comfort boundaries and limitations of the controllable devices.
What makes the problem of the PCM-integrated buildings distinct from other HEMS formulations is
the nonlinear behaviour of the PCM, which results in a nonconvex model.

For solving an optimisation problem in HEMS, different methods are applied in the literature [15–18].
One of the widely used methods to solve HEMS problems are linear programming (LP) and mixed-
integer linear programming (MILP). These methods are easy to implement using commercial solvers
such as CPLEX, Gurobi and MOSEK or XPRESS. The main drawback of these methods is that they
optimise linear objective functions subject to linear constraints. Therefore, in solving the nonlinear
nonconvex optimisation problem of HEMS with PCM, these methods are powerless, and the solution
quality cannot be guaranteed [15]. However, the optimisation problem in HEMS with PCM can be
formulated as a mixed-integer nonlinear programming (MINLP) problem and solved with different
commercial solvers such as BONMIN or KNITRO. However, since the HEMS with PCM problem
is a nonconvex problem, these solvers return a locally optimal solution. Moreover, for large scale
optimisation problems, using the MINLP method is computationally intractable [18]. A number of
heuristic methods have been extensively applied in literature to solve the HEMS problem, such as
particle swarm optimisation (PSO) and genetic algorithm (GA). The algorithms search in a large
population search space semi-randomly until they converge to a solution. With these methods, the
solution may end up in a local optimum instead of the global optimum, which makes the quality of the
solution doubtful [17].

Against this background, a method that can deal with the nonlinear non-convex optimisation
problem of PCM-integrated buildings is dynamic programming (DP). To solve a problem with DP,
the problem has to be formulated as a Markov decision process (MDP). The drawbacks of using the
DP approach are it is computationally expensive, and to solve the MDP using DP, a dynamic of the
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underlying system is required. In response to these issues, model-free reinforcement learning (RL) can
solve the MDP where the system model is unknown.

Given this, the next section is devoted to reviewing the DP in more detail, followed by introducing
model-free reinforcement learning (RL) that provides the foundation for our novel contributions in this
thesis.

2.3.3 Dynamic Programming

The method for dealing with the nonlinear characteristic of PCM is dynamic programming (DP) [67].
DP is known for solving planning and sequential decision problems, and recently it has been applied
for solving an optimisation problem in HEMS [16, 68].

To solve a problem with DP, the problem has to be formulated as a Markov decision process (MDP).
However, the requirement for this is the problem has to have a sequentially-separable structure or has
the Markov property3.

For our specific HEMS problem, the MDP consists of accumulated instantaneous costs or rewards
over a decision horizon. To measure the quality of a policy, there are two ways of (i) calculating state
value function, which is known as value function, or (ii) state-action value function, which is known as
Q-function. The value function is formed by adding the expected future cost of following a policy (in
this problem specific on/off sequence of HVAC system) given state transition probabilities. Importantly,
the objective is to find the minimum value function over the time horizon of the problem. In doing so,
the value iteration (VI) algorithm is employed in DP, which computes the minimum value function in a
backward fashion using the Bellman optimality condition4 [20]. With this, an optimal policy can be
derived by tracing back the states with minimum value functions over the time horizon of the problem.

However, DP has a limitation that is known as the curse of dimensionality, which means VI becomes
computationally intractable when the time horizon of the problem, number of state variables, or number
of controllable devices grows [20]. More specifically, solving this problem with a pure dynamic
programming algorithm entails a huge computational burden that makes impossible its application in
the current context of DR.

In response, the Artificial intelligence (AI) literature contains methods, namely state-space
approximation, that leads to approximate dynamic programming (ADP). However, despite state-space
approximation in ADP, it still cannot be applied to a large scale optimisation problem due to its
computational cost [69].

The other drawback of DP is that it is a model-based method. In more detail, to apply DP to solve
the HEMS problem in PCM-building, an explicit thermal dynamic of PCM-integrated buildings is
required as part of optimisation problem formulation. As a result, model-free reinforcement learning
methods have garnered considerable attention in recent years.

3A process has a Markov property if the future state depends only on the current state, not on the sequence of events
that preceded it.

4An optimal policy has the property that whatever the initial state and initial decision are, the remaining decisions must
constitute an optimal policy with regard to the state resulting from the first decision.
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2.3.4 Model-free Reinforcement learning

One of the important machine learning algorithms that have recently attracted growing research interest
is reinforcement learning (RL). RL has been demonstrated to be a powerful tool in solving realistic
decision-making problems such as intelligent robots, game competitions, and industrial manufacturing,
to name a few [70, 71]. In addition, we have witnessed an increase in RL application in energy
management in building over recent years [25, 72–74].

RL consists of an agent and a learning environment. An agent is a decision-maker or learner.
Anything outside the agent forms the environment. The agent takes action depending on the state of the
environment and is rewarded for taking desired actions. The agent tries to learn actions that maximise
the total amount of reward over time [75].

The learning environment is often modelled as a Markov decision process (MDP). MDP consists
of state, action, and transition functions. As mentioned in Section 2.3.3 where the state transition
functions in MDP are known, DP can be used as a solution technique. In contrast, where the agent
does not have access to the explicit model of the environment, model-free RL can be used to solve the
MDP. In the model-free RL, the agent learns the optimal policy with a trial and error interaction with
an environment.

An evident advantage of using model-free RL is that users can avoid the tedious work of developing
a detailed building model and its verification. A model-free RL method that is used predominantly due
to its simplicity is Q-learning [74, 76]. The Q-learning is an off-policy RL method that values of each
state-action pair is stored in a lookup table (Q-table). In Q-learning, the agent tries to maximise the
reward; therefore, it learns the best action taken from each state.

The tabular format of the Q-learning makes it ineffective for a problem with a large state-space.
However, with the recent advances in RL, a combination of RL with deep neural networks can elevate
this issue to an acceptable level. In more detail, the Q-table is replaced with deep neural network
function approximators that estimate action-value functions [71]. This method is known as Deep
Q-learning (DQN). However, applying DQN on continuous control problems requires discretisation
of the state-action space, which reduces the control precision and performance quality in continuous
control problems such as the HVAC control. Consequently, the optimal policy can be a suboptimal
solution rather than an optimal one.

Against this backdrop, work in [23] presented a model-free actor-critic on-policy reinforcement
learning method based on deep deterministic policy gradient (DDPG) that can learn policies in
continuous high dimensional action-space. The model-free DDPG method obviates the need for an
exact mathematical model of a building. Another advantage of the DDPG is that it can apply to
continuous control problems as opposed to the MADP method. In the actor-critic method, there are
two separate memory structures, namely actor and critic. The actor takes action like on/off of the
HVAC system based on observation from the environment that can be a sensory input like the indoor
temperature of a building. The critic observes both state and the reward obtained based on actors’
action. As its name implies, critic critiques the action that an actor takes. In more detail, the critic
uses a loss function (difference between estimated and expected reward) to evaluate the action taken
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by actor. Afterward, the actor updates policy parameters, in the direction suggested by the critic. A
detailed explanation of the model-free DDPG method is given in Chapter 6.

DDPG for scheduling the HVAC systems in buildings was initially proposed in [25]. They used
DDPG for controlling the setpoint of the HVAC system by minimising the overall cost of the HVAC
system’s electricity consumption while considering the thermal comfort of the home users. However,
the quality of the solution that results from the DDPG algorithm was not benchmarked against
well-proven algorithms like ADP that have full access to the model of the system.

2.4 Thermal model of a building

To study the thermal inertia of the building envelope, we require a model of the dynamic or transient
thermal behaviour of the building’s components. Therefore in the first part of this section, we introduce
software tools that are widely used for simulating the thermal performance of buildings. In the second
part, we present a short description of the method that is applied in this thesis to extract a mathematical
model of a building with PCM.

2.4.1 Available software for thermal modelling of a building

In recent years, several software tools have been developed for simulation studies of the thermal
behaviour of buildings. However, only a few of these tools have been validated by evaluating their
performance in building energy simulation against the ANSI-ASHRAE Standard 1405 [77]. EnergyPlus,
TRNSYS and ESP-r are among the tools that comply with the standard.

EnergyPlus is an open-source whole building simulation software that was developed by the
U.S. Department of Energy. Compared to TRNSYS and ESP-r, EnergyPlus is used widely in the
literature [78]. EnergyPlus software uses the conduction transfer function (CTF) to estimate the heat
transfer in buildings [79, 80]. The CTF is essentially the lumped parameter method expressed as
transfer functions using the state-space method. CTFs are efficient in calculating surface heat fluxes
since they eliminate the need to know temperatures and fluxes within the surface. However, the CTF
series gradually becomes unstable with a decrease in the time step. This problem is overcome in
EnergyPlus by using a master history with interpolation method. In this method, surface temperature
and heat flux histories at the intermediate instance of time are obtained by interpolation. One drawback
of CTF is that it’s a constant coefficient (being a time-invariant method). Hence it cannot be used for
modelling temperature-dependent thermal properties like PCM.

To model PCM, partial differential equations with a moving boundary need to be formulated. To
solve the governing equations, either numerical or analytical methods can be used. In EnergyPlus,
a one-dimensional conduction finite difference (CondFD) is a method applied to solve this problem,
which saves considerable time and computational cost. The CondFD algorithm is validated through
some on-site experiments of PCM’s performance and also through the standard evaluation of building

5ANSI-ASHRAE Standard 140 specifies test procedures for assessing the technical capabilities and ranges of
applicability of computer programs that simulate whole buildings’ thermal performance [77].
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software published by ASHRAE (the American Society of Heating, Refrigerating and Air-conditioning
Engineers, Inc.). To use this algorithm, there is an option to select either the Crank-Nicholson or fully
implicit methods: The fully implicit method is used in this work. A detailed explanation of the CTF
and CondFD is given in [81].

The drawback of using building simulation software such as EnergyPlus is that users can only
access input and output parameters. This limits the use of this software in applications that requires
explicit mathematical equations that govern the thermal performance of the building. As one of the
main contributions of this dissertation, we develop a computationally-efficient optimisation method
to solve the HEMS problem in PCM-enhanced buildings. Formulating the optimisation problem
necessitates access to the underlying differential equations that govern the building thermal dynamics.
Therefore, in the next part, we briefly describe the RC lumped model as a method we use to simulate
the thermal behaviour of the building.

2.4.2 Thermal RC lumped model of a building

The modelling approach used in this research is a lumped Resistance-Capacitance method (known as
RC model). Lumped models were introduced for the first time by Laret in 1980 [80, 82]. This work
was followed by [83], on which the heating system was included in the model, and the theoretical
results were compared to the outcomes of field monitoring of the building. Laret concluded that there
was an excellent agreement between simulation and experimental outputs. Moreover, he highlighted
that this type of modelling is simple, sufficiently accurate and computationally efficient.

Some authors, instead of modelling individual construction elements with an RC lumped model,
used lumped method to model the whole building thermal performance [84–90]. In this approach,
all elements of buildings with a significant thermal capacitance are lumped and simulated as a single
equivalent capacitance. On top of that, the indoor air zone and internal mass (such as furniture ) are
modelled as an additional capacitance. As a result, a second-order RC lumped model that consists of
two capacitances can simulate the thermal behaviour of a building [90].

The main feature to model in building with PCM is the PCM model. Due to the phase change of
this material, the type of model to describe the thermodynamic of PCM is known as Stefan problem
that has moving boundary conditions. In the problem formulation, the heat transfer equations are
written separately for liquid and solid phases of PCM. The Stefan condition enforces the heat balance
at the solid-liquid interface [41]. A few numerical methods are used to solve this problem in the
literature [41, 91–93]. What is common in different used methods in literature is the first PCM is
modelled as a fixed space grid. Afterwards, either the enthalpy method or capacity method is employed
to capture the high variation of the latent heat during the phase-change of PCM. Then, a numerical
method is used to solve the resulting one-dimensional diffusion equation. Authors in [91], and [93],
applied a linear solver of iterative the Gauss-Seidel method. Works in [41] and [92] used the finite
difference method and the finite element method, respectively. The accuracy of all these methods
depends on the discretisation space and time step. The smaller time step and discretisation result in
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a higher quality of the solution, however, in the cost of increasing the computation time. Therefore,
all of these methods are computationally expensive. In particular, where we deal with a large-scale
optimisation method in buildings with PCM that require a thermal dynamics of PCM as part of the
optimisation formulation.

In contrast, model PCM as an additional capacitance in a simplified RC model of a building can
result in a computationally efficient numerical solution. Besides low computational cost, and the
simplicity of the model, as demonstrated by authors in [94], the model outputs can have an acceptable
level of accuracy compared to a theoretical model that is solved using the finite element method.

2.5 Summary and literature gaps

This chapter presented the necessary background material to our work. The chapter started with a review
of the literature to demonstrate the potential of thermal inertia in building to be utilised as thermal
energy storage for energy saving in buildings. Next, the discussion continued with an introduction to
PCM as a proven technology to improve the thermal inertia of buildings. This technology motivates the
use of thermal inertia of building for demand response in countries like Australia that a large number of
residential buildings are made from low thermal inertia material. On this, Section 2.2 starts with a short
description of the PCM thermo-physical properties and different types of PCM, particularly the types
of PCM that can be applied in buildings. The section ends with a brief description of the BioPCM that
is used in this dissertation. Following this section, the review moved on to illustrate the promising
performance of PCM integration into the building envelope, with the focus on its feasibility to reduce
or shift the space heating and cooling demand. In Section 2.2.3, the thermal performance of PCM was
investigated in more detail. In particular, it was shown that PCM thermal performance is complex. It is
affected by PCM thermo-physical properties (such as thermal resistance, PCM melting temperature,
thermal conductivity, latent heat), geometrical parameters (such as PCM location, PCM thickness), and
the parameters of the building that PCM is applied (such as the HVAC system setting point). Moreover,
we highlighted the methods used in PCM literature to explore the optimal performance of PCM, such
as simulation-based optimisation or optimisation method such as SQP. However, as discussed, the
former approach is either infeasible or time-consuming to consider simultaneously all the variables that
affect the objective function. Moreover, methods such as SQP cannot always yield a globally optimal
solution as its performance depends on the choice of an algorithmic starting point.

As of yet, none of the works in the literature formulated the effort to seek the optimal performance
of PCM in building as a HEMS optimisation problem. Therefore, next, we described a HEMS that is
used as a platform for defining energy management optimisation problems in this work. The discussion
was extended further by a brief introduction of widely used approaches in the HEMS literature to solve
the optimisation problem in HEMS. However, we highlighted that the nonlinear nonconvex feature
of PCM’s specific heat equation makes the corresponding problem challenging to solve using the
existing method in the literature. Therefore, in Section 2.3.3, the literature focus was on describing
DP as a principled method to solve the nonlinear nonconvex optimisation problems. Moreover, the
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shortcomings of DP, including (i) curse of dimensionality and (ii) it requires an explicit model of
system dynamics (in this work; explicit mathematical representation of building thermal performance),
were brought out for attention. Next, model-free RL methods are reviewed as techniques that can be
used in practical instances where the access to the thermal model of building due to high variability in
building design and construction is infeasible. However, using the model-free RL method, in particular,
DDPG, does not eliminate the need for a thermal model of the building. Still, the thermal dynamics of
the building is required to use as a learning environment for the model-free RL method.

Therefore, Section 2.4 starts with introducing widely used software for building simulation. Using
widely used software such as EnergyPlus provided users with a validated tool against ASHRAE
standards to simulate the building’s thermal dynamics. However, the exact mathematical formulation
of a thermal building is not accessible for the users. This is considered as a drawback where the
mathematical equations that govern the thermal behaviour of the building are required to incorporate
explicit dynamic formulation of a building to an optimisation problem. Therefore, the section is
extended further by introducing RC lumped approach as a method that can be used for modelling the
thermal behaviour of a building with an acceptable accuracy against a validated building simulation
software such as EnergyPlus. In more detail, the RC approach can be used to capture the thermal
dynamics of the building as a set of ODEs.

In analysing this literature, the identified gaps from the literature review above can be summarised
as follows:

• The literature lacks an extensive analysis of all factors that influence PCM performance as
thermal energy storage, such as geographical location, duration of precooling and preheating of
PCM with the HVAC system, and the HVAC system setting point, to name a few.

• To our knowledge, no work has been done on classifying an optimal performance of PCM-
buildings as a HEMS problem and sought a computational method that can deal with a nonlinear
nonconvex feature of PCM.

• Literature on using the principled DP method to solve an optimisation method in HEMS is
scarce due to its well-known drawback of the curse of dimensionality. In particular, limited work
attempts to speed up the DP algorithm for energy management applications.

• In light of the soaring uptake of DERs, considering PCM as an alternative to battery energy
storage in a HEMS setting is not investigated thoroughly considering real-world variability of
electricity demand, solar generation and weather conditions.

• With recent advances in technology, HEMS can become an inevitable part of energy management
in buildings. However, current literature lacks investigating a PCM as a part of HEMS
considering the real-world application. In particular, the existing literature gap is (i) the absence
of a computationally-efficient optimisation method that can be applied for continuous control
problems such as the HVAC scheduling and (ii) in energy management of any building regardless
of its design and construction type.
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• There are limited works on using the DDPG method for energy management applications in
buildings. Prior to our work in [95], only [25] applied DDPG for scheduling the HVAC system
in a building. However, in [25], the quality of the DDPG solution compared to the DP method
that has full access to the model of the system is not investigated.

Given this background, the coming chapters will fill the literature gaps mentioned above. Chapter 3
provides a necessary step towards the main contributions of this thesis. In more detail, in Chapter 3, a
simplified thermal model of a typical building will be developed to propose a computationally-efficient
technique (MADP) for solving the HEMS optimisation problem in building with PCM (chapters 5, 7).
Moreover, the developed thermal model of the building will be used as a learning environment for
developing a model-free DDPG algorithm in chapters 6 and 8. Technical chapters 4, 5, and 6, 7, and 8
contain the key contributions of this dissertation. In each chapter, the literature gaps within the scope
of the chapter and the contributions are discussed. The reader is referred back to Figure 1.1 for the
connections between subsequent chapters and the literature review developed in the present chapter.
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Chapter 3

Thermal RC Lumped Model of PCM-building

The first step towards solving an optimisation problem in a home energy management system (HEMS)
with phase change material (PCM) is to model the thermal behaviour of the building. In particular, an
explicit representation of the relevant mathematical equations is required.

Several software tools have been developed for simulation studies of buildings’ thermal behaviour
in recent years, however users can only access inputs and outputs. This limits the use of the software,
particularly preventing them from being employed in conjunction with optimisation algorithms that
require mathematical expressions of the buildings’ thermal dynamic. We note that there are some
interfaces developed to make the connection between the building thermal model software and
programming language. However, using these interfaces to integrate the thermal model as a black
box into the optimisation methods based on DP is not computationally efficient (this is explained in
more detail in Chapter 5). In other words, to increase the computational efficiency of the optimisation
algorithms, the model needs to be representable and straightforward with a low order of ordinary
differential equations (ODEs) while sufficiently accurate to be validated by the widely used existing
software such as EnergyPlus. In this work, the RC lumped approach is used for simulating the thermal
behaviour of the building. As discussed in Chapter 2, RC lumped model is the most popular for
buildings because of its explicit physical meanings and low computational complexity. Furthermore,
the model requires to be representative of a lightweight building in Australia. The type of construction
material and the fenestration were chosen based on the common practice in lightweight dwellings in
Australia.

Adding PCM in this model adds another level of complexity due to the phase change (from
solid to liquid or vice versa) of this material. However, for this work, PCM is simply modelled as
temperature-varying heat capacity. Moreover, we consider an assumption that makes the modelling of
PCM building simple to avoid the extra computational burden that increasing ODEs order can bring to
the optimisation algorithm. In more detail, we assume that the PCM layer is placed in the vicinity of the
highest thermal inertia of the building. Therefore we can lump these two major thermal capacitances
by adding them together.

In summary, the contributions of this chapter are as follows:
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• Present a simple model of a common light weight residential building in Australia, presented
with a second-order ODEs that offers a good compromise between simplicity and computational
expense of the applied optimisation algorithm in HEMS.

• Including PCM in the developed thermal model without adding computational complexity

• Using construction materials of the model as per the current practice of a lightweight building in
Australia.

• Validate the developed model by benchmarking against the identical model in EnergyPlus
software.

This chapter starts by explaining the heat transfer equation that governs the heat transfer in the
building’s element. This will be used as a starting point for the derivation of the RC lumped model of a
building. Afterwards, we present an RC lumped model of a typical residential building. The building
construction and materials are selected to represent a typical lightweight building in Australia. Next,
we introduce the type of PCM used in this work along with its formulation. The RC lumped model of
the PCM building is built on the RC lumped model of a lightweight building by adding extra nonlinear
thermal capacitance for simulating PCM in the building’s envelope. And finally, the RC lumped model
of both lightweight building and building with PCM are built in MATLAB and benchmarked against
identical models in EnergyPlus. RMSE is used as a measure to show the discrepancy between the two
models.

The thermal model that is developed in this chapter will be used in Chapters, 5 and 7, to represent
the system dynamics and in Chapters 6 and 8 as the DDPG learning environment.

3.1 Modelling of heat transfer in buildings

The applied modelling method in this work is the RC lumped model approach [80, 82, 83]. To explain
the RC lumped method in more detail, we start with the heat equation. The heat equation that governs
heat transfer through a homogeneous material is devised from Fourier’s law and energy conservation.
Fourier’s law is given as follows:

q = −ke∆T (3.1)

where q is heat flux (W/m2), ke is thermal conductivity (WK/m) and ∆T is the thermal gradient.
With the assumption of work done is zero, internal energy change per unit volume in the material (∆Q)
is proportional to the temperature change as given by:

∆Q = cρ∆T (3.2)

where ρ is the mass density of the material (kg/m3), and c is the specific heat capacity. Combining
two equations of (3.1) and (3.2), give us:
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Figure 3.1: Finite difference method.

ρc
∂T

∂t
−∆ · (ke∆T ) = q̇v (3.3)

where ke is thermal conductivity (W/mK) and q̇v is the heat gain inside the volume. Assuming that no
internal heat gain or sink exists inside the building’s element, q̇v is zero. Therefore, the equation (3.3)
can be written as:

∂T (x, y, z, t)

∂t
− β∆2T (x, y, z, t) = 0 (3.4)

where β is thermal diffusivity defined as:

β =
ke
cρ

(3.5)

Heat equation (equation (3.4) ), can be simplified further by a few assumptions:

• The heat transfer needs to be modelled in only one direction, that is the direction across the
building’s element thickness (typically assumed x-direction). In other words, heat transfer in
two directions of y- and z-directions can be ignored.

• Heat transfer in the material is isotropic that is the same in all directions.

• The properties of the material are independent of temperature variations.

To solve the heat equation, the most popular numerical technique is the so-called finite difference
method. In this method, each element of the building is divided into a finite number of slices. The
temperature across each slice is considered constant, and the temperature of a node located in the
central plane of the slices is used to present the state of each slice. Moreover, the temperature variation
between adjoining nodes is assumed to be linear. For clear explanation, Fig. 3.1 illustrates a building
element that is divided into four slices.

Let represent the temperature of slices i− 1, i, i+ 1, by Ti−1, Ti and Ti+1 respectively. Assuming
the width of each slice ∆x, the temperature gradient is given by:

Ti+1 − Ti

∆x
and

Ti − Ti−1

∆x
(3.6)
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Because the rate of conduction is proportional to the temperature gradient, we can approximate the
heat flux between nodes i− 1 and i as qi−, and between nodes i and i+ 1 as qi+, therefore we have:

qi− = −ke
Ti − Ti−1

∆x
(3.7)

qi+ = −ke
Ti+1 − Ti

∆x
(3.8)

Thus, the heat balance of slice is given by:

ρc∆x
∆Ti

∆t
= −ke

Ti − Ti−1

∆x
+ k

Ti+1 − Ti

∆x
(3.9)

Rearranging
∆Ti

∆t
= β

Ti−1 − 2Ti + Ti+1

∆x2
(3.10)

Considering

∂T

∂t
≈ ∆T

∆t
(3.11)

and
∂2T

∂x2
≈ T (x+∆x)− 2t(x) + T (x−∆x)

∆x2
(3.12)

The heat equation can be described as:

∂T

∂t
= β

∂2T

∂x2
(3.13)

By assuming uniform temperature across each building’s element, each element of the building can be
represented a single dimensionless lump [80].

3.2 Thermal model of a lightweight building

As explained in Section 3.1, for energy management application, each element of a building can be
presented as an RC lumped model. Due to the close resemblance of the thermal energy balance to
Ohm’s law, electric resistance and capacitance can be considered analogous to thermal resistance and
capacitance of the building. Therefore, each element of the building is simulated as an RC electric
circuit. In this work, for simplicity, all elements of the roof, walls and floor are lumped together as a
united 2R1C model (two lumped resistances and one lumped capacitance), as shown in Fig. 3.2. In
more detail, the parallel Rdw represents the fenestration of the building (such as windows and doors)
and is the sum of the thermal resistances of the door and windows. The infiltration heat loss, the
HVAC system power that enters the building are represented by Qinf , and QHVAC respectively. To
simulate the indoor air, maca is considered in the model, while the Ce is thermal inertia (capacity)
of the envelope that we aim to improve and use as a storage system. In this model, the total thermal
resistance of the building’s element is divided into two resistance of Rin and Rout that are named inner
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Rdw

Rout Rin

Qinf +QHVAC

Ce maca

Tout Tin

Figure 3.2: 2RC lumped model of lightweight building

and outer resistances, respectively. And finally, Tin and Tout represent indoor and outdoor temperatures,
respectively.

The studied building is a simple, one-zone a rectangular prism with 8m×6m×2.7m dimension and
a total floor area of 48m2. To reflect a real lightweight building in Australia, the building elements type
and arrangement are selected based on a common lightweight building in Australia that are presented
in [2]. Moreover, the material properties are extracted from ASHRAE handbook [1]. Therefore, the
building (from outside to inside) is made up of three layers of rendered fibro-cement, a timber stud
wall containing insulation batts, and a plaster board [2]. The properties of the building’s materials are
shown in Table. 3.1, and the fenestration is detailed in Table 3.2.

Table 3.1: Building elements composition and its material properties [1, 2].

Element
d ke ρ c

(m) (W/mK) (kg/m3) (J/kgK)

Rendered fibro-cement 0.005 0.25 1150 840

Timber studwall with insul. batts 0.09 0.15 650 1200

Plaster board 0.01 0.25 950 840

Table 3.2: Fenestration details [3].

Element Description
U

(W/m2K)

Area

(m2)

Windows Single glazing with Aluminium frame 7.01 7.8

Door Wooden slab with wooden frame 2.61 2.1

Computing inner (Rin) and outer resistances (Rout) of Fig. 3.2, necessitates calculation of total
thermal resistance (Re) and total thermal capacitance (Ce) of the buildings’element based on the given
(3.14) and (3.15):

Re =

(
rsi + rso +

n∑
l=1

dl
kl

)
/Ae (3.14)
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Ce = Ae

n∑
l=1

(dl.ρl.cl) (3.15)

In an international reference book for buildings [1], rsi and rso have values of 0.13 m2K/W and
0.04 m2K/W; the same values are used here. Refer to (3.16) and (3.17), to obtain the values of Rin

and Rout, where total resistance of the element is multiplied by a factor (α) [80]. This factor is called
the accessibility factor and varies among the available literature, and this causes ambiguity for the
researchers in this area. In [96], the author performed an extensive investigation by frequency response
analysis of the building and conducting experiments on a set of houses and office rooms. As an
outcome, they estimated factors for different elements of building with various boundary conditions.
Based on their results, α=0.01 is used in this model.

Rin = αRe (3.16)

Rout = (1− α)Re (3.17)

Finally, the thermal time-derivation equations (dot above variables shows time-derivation of that
variable) of the model are given in (3.18), (3.19) and (3.20):

Ṫe =
1

Ce + CPCM

(
Tin − Te

Rin

+
Tout − Te

Rout

)
, (3.18)

Ṫin =
1

maca

(
Tout − Tin

Rdw

+
Te − Tin

Rin

+ Q̇HVAC + Q̇inf

)
, (3.19)

where:
Q̇inf =

maca(Tout − Tin)ACH

3600
(3.20)

In this work, based on [1], the assumed value for ACH 1 is considered as 0.3 h. Note that (3.18),
(3.19) and (3.20) can not be solved by fixed-step solvers since as shown in [97], the outputs become
unstable. For solving these differential equations in MATLAB, solver ode23s with variable time step
is adopted in this work. This solver is based on the Runge-Kutta method, which uses a variable,
continuously adjusted time step.

In the next section, PCM is added to the current model to achieve a model that we aim to use in the
optimisation problem.

3.3 Including PCM in thermal model

Including PCM in the thermal model of a building is not a straightforward task because of the
solid-liquid phase transition. In this section, the simple way of modelling PCM is presented.

For a typical PCM, the specific heat capacity variation by temperature is as shown in Fig. 3.3 [98].
The temperature range of 22 ◦C to 28.5◦C is where the phase changing occurs. At 27.6◦C (the melting

1ACH is an abbreviation of Air Changes per Hour which is a measure of changes in air volume for a specific space.
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Figure 3.3: Specific heat capacity plot of a typical PCM

Table 3.3: Honeycomb PCM properties [3].

PCM type d (m) ke (W/mK) ρ ( kg/m3) c (J/kgK)

Honeycomb PCM 0.03 2.8 545 varies

point), the specific heat capacity has its highest value. This nonlinear curve of specific heat capacity of
PCM is what we referred to in the previous chapters as the nonlinear behaviour of PCM [3, 98].

The type of PCM that is utilized in this research is honeycomb PCM that is studied in [3]. The
reason for using this type of PCM is that it is the closest product to commercial BioPCM2 and more
importantly the mathematical equations of PCM’s specific heat capacity are provided in [3]. Therefore it
can be easily plugged into the thermal model equations. The honeycomb PCM consists of a honeycomb
matrix that is enclosed in aluminium sheaths. The formulas of specific heat capacity are given in
(3.21a) and (3.21b).

cpcm = 1200 + 18800e
−
(

Tp−T

1.5

)
if T < Tp, (3.21a)

cpcm = 1300 + 18700e−4(Tp−T )2 if T ≥ Tp, (3.21b)

where Tp is the melting point of the PCM. Due to the discontinuous form of (3.21a) and (3.21b), they
can not be directly substituted continuous equations of in (3.18), (3.19) and (3.20).

To overcome this, the equations are curve fitted with a continuous polynomial function and the
resulted function is applied as cpcm or specific heat capacity of PCM in the equations. Specifically, the
total heat capacitance of utilized PCM (CPCM) in the building can be calculated from the properties of
PCM that are shown in Table. 3.3.

Note that the PCM layer is placed underneath the plasterboard layer. As a result, the thermal
resistance between the PCM layer and plasterboard is very small. This means that the two layers with
high thermal inertia (PCM layer and timber studwall) can be lumped together as a single capacitance.
Therefore, the PCM’s surface temperature and the building’s indoor temperature are approximately the
same. The thermal model of the building with PCM is based on the electric circuit shown in Fig. 3.4.
The only difference between Fig. 3.4 and Fig. 3.2 is that CPCM is added to the thermal capacitance of
the building.

All equations (3.18) to (3.20) are applicable to the PCM-building, and only (3.20) is changed. In
more detail, Ce is replaced by Ce + CPCM to form (3.22):

2http://phasechange.com.au
35



Rdw

Rout Rin

Qinf +QHVAC

Ce + CPCM maca

Tout Tin

Figure 3.4: 2RC lumped model of PCM-building

Ṫe =
1

Ce + CPCM

(
Tin − Te

Rin

+
Tout − Te

Rout

)
(3.22)

In the next section, the validity of the described model is checked by benchmarking against
EnergyPlus sofware.

3.4 Benchmarking developed thermal model in MATLAB against
EnergyPlus

To check the validity of the proposed thermal model, an identical model is built in EnergyPlus software.
The simulations are run for outdoor air dry-bulb temperature of Sydney over a year, summer month,
and winter month time horizons in both NOPCM and PCM-included buildings. Fig. 3.5, presents
the comparison between the two models. In more detail, the top curves in each subfigure of Fig. 3.5
compare the indoor temperature that results from two models. Moreover, the outdoor temperature
is also included in the plots of Fig. 3.5, to show the performance of the models in response to the
outdoor temperature variations. Root-mean-square error (RMSE) is used as a measure to show the
difference between the thermal model in MATLAB versus the model in EnergyPlus (the bottom curve
of each subfigure in Fig. 3.5). We can witness that the maximum value of RMSE in both NOPCM and
PCM, over the year time horizon, is almost less than 0.8 ◦C which is acceptable regarding the model
uncertainties and also human sensitivity.

Another observation that is more pronounced in monthly simulations of Fig. 3.5 is that the indoor
temperatures that result from the two models follow each other very closely. It shows the acceptable
approximation of the developed RC lumped model compared to the model that is built in EnergyPlus.

3.5 Summary

In this chapter, the thermal model of a building is developed using an electric circuit analogy or an
RC lumped model. In this method, each building element is modelled with a combination of thermal
resistance and thermal capacitance. Treating temperatures as potentials draw an analogy with an RC
electric circuit. To reflect the reality, the materials and configuration of a common lightweight building
are adopted in this work.
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Figure 3.5: Benchmarking RC lumped model against EnergyPlus

To represent a thermal model with low-order ODEs; equations (3.18), (3.19) and (3.20), a few
assumptions are made in this work. First, all elements of the building’s envelope, such as roof, walls,
and floor, are considered with the same materials. Second, all elements of the envelope are lumped as
a single 2R1C circuit. Third, for further simplification, the PCM is located underneath the plasterboard
layer of the envelope. Therefore two major heat capacitances of the model can be unified as a single
nonlinear heat capacitance.

These simplifications are implemented mainly to reduce the computational task of the mathematical
model of the building that results in less computational burden of the optimisation algorithm of MADP
(Chapter 5, 7). Moreover, as it is utilised as a learning environment in the model-free RL method, a
low-order representation of the thermal model will reduce the training process time (Chapters 6, and 8).

However, this simplified model of the building is benchmarked against a widely used EnenergyPlus
software. To achieve that, an identical model is built in EnergyPlus software, and the indoor temperatures
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of both the PCM building and the NOPCM building are monitored. The results show indoor temperature
traces in both models match well. To quantify the discrepancy between the models, RMSE is used as a
metric. The results of the RMSE for a yearly simulation, using outdoor air dry-bulb temperature of
Sydney, shows that the maximum error is less than 0.8 ◦C that is acceptable.

This chapter is based on [99], which I was the first author.
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Chapter 4

Performance of PCM buildings with
deadband HVAC control

Using phase change material (PCM) in lightweight buildings is highly beneficial in reducing the
HVAC system demand or shifting the demand to off-peak hours. However, achieving an effective
PCM performance is complex, and it is affected by several factors, including the climate, building
parameters, and the properties of the PCM employed [38]. In this chapter, a wide range of scenarios
are considered to investigate the impacts of geographical location, PCM melting point, duration of
precooling and preheating, set points of the HVAC system, thickness and location of PCM in the
buildings envelope, on the capability of the PCM in reducing or shifting the cooling and heating load.
The study is conducted in the context of Australia, including five Australian cities: Brisbane, Sydney,
Melbourne, Hobart and Perth. To our knowledge, this work is the first attempt to comprehensively
analyse the impact of all PCM performance indices covering different climate conditions in Australia.
Unlike in Chapter 3, we are not interested in an explicit mathematical representation of the building. In
the context of this chapter, the optimal performance of PCM is simulation-based. In more detail, the
optimal solution is selected based on analysing the outputs of limited case studies simulations, using
three defined metrics. The HVAC system is controlled with a simple deadband relay. This is in contrast
to Chapters 5, 6, 7, and 8, where the optimal performance of PCM or optimal scheduling of the HVAC
system is decided based on an optimisation problem solution in a home energy management system
(HEMS) with PCM. So, in this chapter, we use a more detailed EnergyPlus thermal model.

In summary, the contributions of this chapter are as follows:

• Explore the optimal performance of PCM in buildings in Australia by investigating the impact of
different factors such as: climate conditions, PCM melting point, duration of PCM precooling
and preheating with the HVAC system, HVAC system setting point, thickness of PCM layer, and
PCM location in the envelope.

• We select the optimal performance of PCM, using three defined metrics of (i) annual HVAC
demand, (ii) discomfort level, and (iii) shifting time of the HVAC demand.
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• To compare the annual HVAC system consumption in the optimal PCM-integrated building
with the HVAC demand in brick-wall and lightweight buildings, we simulate three types of (i)
lightweight, (ii) brick-wall, and (iii) PCM-integrated buildings in EnergyPlus. The dimension
and thermal resistance of the envelope in these three buildings are the same to study these three
models’ thermal storage capacity (thermal capacitance).

This chapter starts with presenting the details of each: lightweight, brick-wall, and PCM-integrated
building. Next, we describe the assumptions that are made for this study. Afterwards, we discuss the
results of the case studies simulations. And finally, the chapter concludes with a summary.

4.1 Implementation

In this section, the detailed models of the residential buildings considered are introduced, followed by
some simplifying assumptions.

4.1.1 Three different buildings thermal model

In this work, three different building types are taken into account: (i) lightweight, (ii) brick-wall,
and (iii) PCM-enhanced lightweight; they are modelled in the EnergyPlus software. The physical
dimensions of the buildings are kept unchanged in all building types. The only difference between
a lightweight building and a brick-wall building is the wall composition. In the PCM-integrated
building, PCM was added to three different locations in the building: the roof, wall and the floor of the
lightweight building. In changing the thickness of the PCM, the thickness of the gypsum board was
adjusted accordingly so as to result in the same wall thermal resistance. Hence, in all three building
types, the thermal resistance of the wall is same. The building is north facing with a total floor area
of 150m2. The house is modelled as one zone, a simple rectangular prism of 15m × 10m × 2.7m

dimension. The details of the building’s fenestration is presented in Table 4.1.

Table 4.1: Fenestration details [3].

Element Description U
(W/m2K)

Area
(m2)

Window on North wall Single glazing with Aluminium frame 7.01 6.50
Windows on East wall Single glazing with Aluminium frame 7.01 9.56
Door on North wall Wooden slab with wooden frame 2.61 1.78

The wall composition and materials of the lightweight building, brick-wall building and PCM-
integrated building are shown in Table 4.2, Table 4.3 and Table 4.4 respectively. The PCM considered
in this chapter is BioPCM with the properties detailed in Table 4.4. Other material properties such as
thermal conductivity, density and specific heat which are required inputs in EnergyPlus are extracted
from ASHRAE handbook [1].
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Table 4.2: Wall composition and its material properties in lightweight buildings [1].

Wall material from outside to inside λ ( W/mK ) ρ ( kg/m3 ) c ( J/kgK)
Cement board 0.25 1150 840
Glass-fiber batts 0.043 14 840
Gypsum board 0.16 640 1150

Table 4.3: Wall composition and its material properties in brick-wall buildings [1].

Wall material from outside to inside λ ( W/mK ) ρ ( kg/m3 ) c ( J/kgK)
Brick (fired clay) layer 0.84 1760 800
Glass-fiber batts 0.043 14 840
Brick (fired clay) layer 0.84 1760 800

Table 4.4: Wall composition and its material properties in PCM-integrated buildings [1, 4].

Wall material from outside to inside λ ( W/mK ) ρ ( kg/m3 ) c ( J/kgK)
Cement board 0.25 1150 840
Glass-fiber batts 0.043 14 840
BioPCM 0.2 860 1620
Gypsum board 0.16 640 1150

4.1.2 Assumptions

Some simplifying assumptions made in this chapter are given below:

• BioPCM is available in the form of a mat consisting of plastic blocks in which the PCM is
encapsulated. In the simulations, we assumed PCM as a continuous layer.

• The same dates were selected for ’typical summer day’, ’typical winter day’, ’typical summer
week’and ’typical winter week’ for all five cities. Typical summer day: 1st February and typical
winter day: 12th July. Typical summer week: 26th January to 1st February and typical winter
week: 12th July to 18th July.

• Two working durations are assumed for the HVAC system in the summer season. The first
working period starts from 10pm to 8am of the next day and the second working duration is from
8am to 6pm. For winter, only the working duration of 8am to 6pm is considered. Precooling and
preheating of buildings are scheduled to be in the HVAC working duration.

• According to ASHRAE standard [1], the comfort level for winter is considered 20 ◦C-23 ◦C and
for summer 23 ◦C-26 ◦C. In this research, discomfort level is calculated based on the percentage
of the hours in a year that the temperature is less than 20 ◦C or higher than 26 ◦C.

• In our simulation, a complete mixing model for room air is selected, so the room temperature is
uniform without any thermal stratification.

• The HVAC system that used in this chapter is a Packaged Terminal Heat Pump (PTHP). In the
simulation, the HVAC setting is mostly at 20 ◦C for heating in winter and 23 ◦C for cooling in
summer; otherwise its setting is stated.
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Table 4.5: Demand shifting for 0.01m PCM-integrated building with different melting point of PCM
with various schedule of HVAC system (HVAC setting: 23 ◦C in Hobart).

PCM melting point 21 PCM 23 PCM 25 PCM 27 PCM 29 PCM
Summer day HVAC (10pm to 8am) 51 min 25 min No shift No shift 5 min
Summer day HVAC (8am to 6pm) No shift No shift No shift No shift 6 min
Winter day HVAC (8am to 6pm) 57 min 36 min 33 min 30 min 27 min

• The weather data for the simulation is downloaded from the EnergyPlus software website1.
This data is representative of a typical meteorological year. The average outdoor air dry bulb
temperatures are 19.8 ◦C, 18.3 ◦C 15 ◦C, 12.5 ◦C, and 18 ◦C, for Brisbane, Sydney, Melbourne,
Hobart and Perth, respectively.

4.2 Results and discussion

As mentioned in Chapter 2, the melting point of a PCM is highly dependent on the geographical
location of the building. In this chapter, three criteria were used for the selection of applicable melting
temperature for each city: (i) annual HVAC demand, (ii) discomfort level, and (iii) shifting time of the
HVAC demand. Based on the simulation results of the three mentioned criteria, the selected melting
points of PCM for the five cities are: PCM25 for Brisbane, PCM23 for Sydney, PCM23 for Melbourne,
PCM21 for Hobart and PCM25 for Perth. It is noticed that there is a correlation between the chosen
PCM melting point and the average outdoor air dry bulb temperature (◦C) of the city where PCM is
used. PCM with lower melting points are more suitable for the cities with lower average temperatures.
After selection of the PCM type (melting point) for each city, different scenarios are implemented for
each of the five cities and the five major findings are given below: Firstly, the results show that in all
cities, precooling from 10pm to 8am is more effective than precooling from 8am to 6pm in shifting
the demand. In other words, changing the working hours of the HVAC system from 10pm-8am to
8am-6pm will result in a lower or no shift in the demand. The simulation results for Hobart summarised
in Table 4.5 shows that the highest shift in both cooling and heating demands occur when PCM21 is
applied. Precooling the PCM from 10pm-8am in the summer season in Hobart, shifts the cooling
demand by 51 minutes.

If the internal temperature of the buildings is plotted for summer and winter day in Hobart (as
shown in Fig. 4.1), it visualises the findings illustrated in Table 4.1. Fig. 4.1a shows that precooling the
building to 23 ◦C from 10pm to 8am (PCM21) causes a delay in exceeding the comfort level of 26 ◦C,
when compared to the case without PCM. This is an approximately 51 minutes shift in cooling demand.
But using PCM21 for precooling from 8am-6pm did not cause any shift in the demand (see Fig. 4.1b).
Fig. 4.1c shows that for Hobart, using PCM21 yields the highest shift in the demand compared to other
PCM types (as presented in Table 4.5).

Secondly, the effect of varying the setting point of the HVAC system was examined in this work.
Results show that changing the cooling system setting from 23 ◦C to 22 ◦C, increased the demand shift

1https://energyplus.net/weather
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Figure 4.1: (a) Internal temperature in the typical summer day of Hobart using different PCM types
(with HVAC working duration: 10pm to 8am). (b) Internal temperature in the typical summer day
of Hobart using different PCM types (with HVAC working duration: 8am to 6pm). (c) Internal
temperature in the typical winter day of Hobart using different types of PCM (with HVAC working
duration: 8am to 6pm).

time for all cities except Brisbane while increasing the setting point of the cooling system to 24 ◦C

reduced the demand shift time in all cities. The maximum shift in demand observed in all cities with
the adoption of PCM is: 9 minutes for Brisbane with an HVAC setting point of 23 ◦C; 3 minutes, 103
minutes and 60 minutes respectively for Sydney, Hobart and Melbourne with HVAC setting point of
22 ◦C. In Perth no shift in the demand could be seen.

Thirdly, the inclusion of the PCM in the building resulted in the reduction in annual and weekly
HVAC demand when compared to the building without PCM. Fig. 4.2a and Fig. 4.3a illustrates this
finding for Hobart city. Also, three different thicknesses (of 0.01m, 0.015m and 0.02m) PCM were
analysed in the simulations; the results show that applying 0.02m thick PCM will result in the highest
reduction in annual and weekly heating and cooling demand of the building for all cities (Fig. 4.2b
and Fig. 4.3b illustrate the results for Hobart.). Integration of 0.02m thickness of PCM layer, results
in 6.9%, 6.8%, 16.7%, 21.8%, and 12.3% reduction in the annual HVAC demand consumption,
compared to building without PCM. However, this is with the assumption that the HVAC system is
operating 24 hours a day for a whole year to keep the temperature in the comfort range of 20 ◦C-23 ◦C

for winter and for summer 23 ◦C-26 ◦C.

Among all cities, increasing the thickness of PCM from 0.01m to 0.015m reduced the annual
HVAC system demand by a maximum of 2.1% and a minimum of 0.6%; and increasing thickness of
PCM from 0.015m to 0.02m reduced the annual HVAC system demand by a maximum of 2.4% and a
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Figure 4.2: (a) Annual HVAC demand (kWh) of building with 0.01m thick PCM compared to building
without PCM in Hobart. (b) Annual HVAC demand (kWh) of PCM-integrated building with PCM of
different thicknesses compared to building without PCM in Hobart. (c) Annual HVAC demand (kWh)
of PCM-integrated building with 0.02m thick PCM in three different locations (roof, walls and floor)
compared to building without PCM in Hobart. (d) Annual HVAC demand (kWh) of PCM-integrated
building with 0.02m thick PCM in all three locations compared to brick-wall building in Hobart.

minimum of 0.4%. Finally, changing the PCM thickness from 0.01m to 0.02m decreases the annual
HVAC demand by a maximum of 4.5% and a minimum of 0.95%.

Fourthly, the effects of using PCM at three different locations (roof, walls and floor) were examined
separately and also with PCM in all three locations. For the highest reduction in annual and weekly
energy demand, it is best to use the 0.02m thick PCM in all three locations due to an increase in the
overall thermal capacity of the envelope. When there is an economic constraint, using PCM in the
roof is an optimal way of integrating PCM into the building. The simulations results show that by
integration of PCM in the roof of the building, we can achieve a minimum 66% (in Melbourne), up to
maximum 80.7% (in Hobart) of the reduction in the annual HVAC consumption that we can obtain by
applying PCM in the whole envelope (roof, walls and floor). The second efficient option is installing
the PCM in all the walls. This gives almost the same amount of reduction in heating and cooling
demand with that of the roof. These findings are shown in Fig. 4.2c and Fig. 4.3c.

And finally, we compared the results of the optimal PCM-integrated building (in this case the
building with 0.02m PCM in all roof, walls and floor) to that of the brick-wall building, for all cities.
The inclusion of PCM resulted in an annual HVAC demand reduction of 7.3% and 1.4% in Hobart and
Melbourne, respectively. However, in Brisbane, Sydney, and Perth, the brick-wall building has about
6.6%, 9.5%, and 6.3% less HVAC demand (annual and weekly) compared to the PCM-enhanced
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Figure 4.3: (a) HVAC demand (kWh) of building with 0.01m thick PCM compared to buildings
without PCM for a typical summer week (26/01 to 1/02) in Hobart. (b) HVAC demand (kWh) of
PCM-integrated buildings with PCM of different thicknesses compared to building without PCM for a
typical summer week (26/01 to 1/02) in Hobart. (c) HVAC demand (kWh) of PCM-integrated building
with 0.02m thick PCM in three different locations (roof, walls and floor) compared to building without
PCM for typical summer week (26/01 to 1/02) in Hobart. (d) HVAC demand (kWh) of PCM-integrated
building with 0.02m thick PCM in all three locations compared to brick-wall building for typical
summer week (26/01 to 1/02) in Hobart.

building. The reason is in Hobart and Melbourne, the outdoor air dry bulb temperatures have an
average higher daily fluctuations during the year compared to the other cities. Therefore, during the
year, there are higher number of temperatures which are above the PCM melting point or below the
PCM freezing point in these cities means the PCM had more efficient cycles of melting and freezing
which resulted in less HVAC system demand. Fig. 4.2d and Fig. 4.3d shows the comparison between
optimal PCM-integrated buildings with brick wall building for Hobart.

In all, simulation results confirm that the PCM-building is operating more efficiently in Hobart and
Melbourne compared to the other three cities. Using the precooling strategy in a typical summer day
resulted in a maximum shifting of demand by 103 minutes and 60 minutes in Hobart and Melbourne
respectively. And in a typical winter day, it resulted in a demand shifting of 57 minutes and 54 minutes
for Hobart and Melbourne respectively. With a HEMS in place, it utilizes these shifts and schedules
the HVAC system to move demand from peak periods to off-peak periods. In terms of HVAC demand
reduction, the PCM-integrated building yielded 21.8% and 16.7% reduction in Hobart and Melbourne,
respectively, assuming that the HVAC system is operating 24 hours in a year with a setting point of
20 ◦C for winter and 23 ◦C for summer.
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4.3 Summary

This chapter has comprehensively investigated the impact of different factors of geographical location,
PCM melting point, duration of precooling and preheating, setting points of the HVAC system, thickness
and location of PCM on PCM performance. A few case studies are defined in Australia considering
five cities of Brisbane, Sydney, Melbourne, Hobart and Perth. Three metrics of (i) annual HVAC
demand, (ii) discomfort level, and (iii) shifting time of the HVAC demand are used for the selection of
optimal PCM performance among different defined case studies. Moreover, the optimal configuration
of the PCM building is compared with the brick-wall building. In more detail, we consider three types
of buildings: (i) lightweight, (ii) brick-wall, and (iii) PCM-integrated lightweight buildings. To reflect
the true impact of PCM, compared to high inertia material like brick and lightweight envelope, we
consider the same physical dimension for all three types of building. Moreover, we adjust the thickness
of the envelope compositions so that all three models have the same total thermal resistance for their
envelope.

The summary of key findings are as follows:

• We realised that cities with lower average outdoor air dry bulb temperatures have lower optimal
PCM melting point temperatures. Based on our simulations, the selected melting points of PCM
for the five cities are PCM25 for Brisbane, PCM23 for Sydney, PCM23 for Melbourne, PCM21
for Hobart and PCM25 for Perth.

• The results show that the time of precooling and preheating of PCM impacts shifting the demand.
In particular, we visualised that precooling of the building in the summer season from 10pm
to 8am, is more effective than precooling from 8am to 6pm. Moreover, the impact of the
setpoint of the HVAC system on the HVAC demand shift is also examined. We observe that
for Brisbane, using the HVAC system with a setpoint of 23 ◦C is more effective in shifting the
demand. However, for the cities of Sydney, Melbourne and Hobart, setting the HVAC system
setpoint to 22 ◦C is more effective in shifting the demand. In Perth, we have not seen any shift
in the demand. The maximum recorded demand shift in the simulations was: 9 minutes, 3
minutes, 60 minutes and 103 minutes in the cities of Brisbane, Sydney, Melbourne and Hobart,
respectively.

• Moreover, we analysed the impact of PCM layer thickness in reducing the heating and cooling
demand. PCM with 0.02m thickness is more beneficial in reducing annual HVAC demand
compared to 0.015m, and 0.01m. The integration of a 0.02m thick PCM in the roof, wall and
floor of the building compared to the lightweight building, resulting in a reduction in annual
HVAC system demand as high as 21.8% in Melbourne and as low as 6.8% reduction in Sydney.

• Moreover, we witnessed that locating the PCM layer at all different envelope locations such as
roof, walls and floor building results in the highest reduction in annual HVAC consumption.
However, when there is an economic constraint, integrating PCM into the roof is more effective
in reducing the HVAC demand than placing it in the walls or floor. Based on our simulations,
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integrating PCM only to the roof, we can achieve 65.9% to 80.7%of reduction in the annual
HVAC consumption that we can achieve by integrating the PCM in all locations of the envelope.

• Based on our simulations, the adoption of PCM technology in the buildings in contrast to high
thermal inertia constructions is more beneficial in the cities of Melbourne and Hobart (an annual
HVAC demand reduction of 7.3% and 1.4%in Hobart and Melbourne, respectively). However,
in other cities, the annual HVAC consumption in the brick-wall building is on average 7.5% less
than the PCM-integrated building.

The findings in this chapter show potential of PCM to use as a storage system for demand response.
However, capturing the optimal performance of PCM involves many factors. Selection of PCM
performance optimal based on all factors is a time-consuming task despite defining a limited number
of case studies. This motivates us to cast the problem as an optimisation problem in the HEMS that is
discussed in more detail in the following chapters.

Many of the methods and results discussed in this chapter are published in [45].
This chapter is based on [45], which I was the first author.
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Chapter 5

Computationally-Efficient Energy
Management of PCM-buildings using
Multi-time scale Approximate Dynamic
Programming (MADP)

In Chapter 2, we discussed that one of the demand response (DR) resources is using thermal inertia of
building. In this thesis, our focus is on lightweight dwellings that dominate the residential building
stock in Australia. This type of buildings has low thermal inertia and correspondingly high HVAC
costs. However, they are the most suitable for applying phase change materials (PCM). However, as
demonstrated in Chapter 4, the optimal performance of PCM as an energy storage system depends
on many factors. Moreover, as discussed in Chapter 2, passive application of PCM can not always
unleash the full PCM potential. Therefore, we use PCM in conjunction with active mechanical devices,
which is the HVAC system. As demonstrated in Chapter 4, although determining PCM melting point,
its thickness, and PCM location in the envelope is important in the initial stage of PCM application.
However, it is critical to exploit PCM storage capacity efficiently during its long lifetime (almost 80
years).

In more detail, to use PCM as a DR resource, PCM needs to be precooled or preheated (depending
on the season) by the HVAC system during periods of shoulder or off-peak energy prices. This task
can be cast as an optimal HVAC scheduling problem, to minimise electricity cost while maintaining
the indoor temperature within a desired comfort range.

In the existing literature, this type of optimization problem is classified as a home energy management
system (HEMS) problem [15,100,101]. In spite of the ample literature on the use of PCM for improving
the thermal performance of buildings [3,34,36,42,44,45,102], there is a palpable lack of understanding
on how to integrate PCM into HEMS, where the non-linear nature of its energy storage can be exploited
using suitable scheduling methods.

To bridge this gap, and in contrast to much of the literature on HEMS [15, 100, 101], we consider
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HEMS that consists of an HVAC system as a controllable device and a PCM layer as an energy storage
system. To date, most HEMS optimization problems are solved using linear programming (LP) and
mixed-integer linear programming (MILP). However, these methods cannot be used to solve nonlinear
optimization problems, which phase-change characteristics impart. Other methods widely used to
solve the HEM problems are heuristic methods, such as particle swarm optimization (PSO) and genetic
algorithms (GA). The downside of using these methods is that the solution may end up in a local
optimum instead of the global optimum. Therefore, the solution quality is questionable [103]. More
importantly, PSO and GA are black-box optimization routines. In our specific problem, they rely on the
huge computational task of solving the initial value problems associated with the ordinary differential
equations that govern the building’s thermal behavior. In this sense, they provide no benefit over using
principled optimization methods like dynamic programming (DP) [20, 100].

The state-of-the-art algorithm for dealing with the nonlinear characteristic of PCM is dynamic
programming (DP) [67]. A problem that has a sequentially-separable structure, or has the Markov
property1, can be formulated as a Markov decision process (MDP) to be solved by DP. In more detail,
for our specific HEMS problem, the MDP consists of accumulated instantaneous costs or rewards
over a decision horizon. The main operator in DP is a state-action value function (Q-function), which
is formed by adding the expected future cost of following a policy (in this problem, specific on/off
sequence of HVAC system) given state transition probabilities. Importantly, the objective is to find
the minimum value function over the time horizon of the problem. In doing so, the value iteration
(VI) algorithm is employed in DP, which computes the minimum value function in a backward fashion
using the Bellman optimality condition2 [20]. Using this, an optimal policy can be extracted by tracing
back the states with minimum state-action value functions over the time horizon of the problem.

However, DP has a limitation that is well-known as the curse of dimensionality, which means VI
becomes computationally intractable when the time horizon of the problem, number of state variables
or number of controllable devices grows. More specifically, solving this problem with a pure dynamic
programming algorithm entails a huge computational burden that makes impossible its application in
the current context of DR.

Given the limitations of existing approaches, as one of the major contributions of this thesis, we
develop computationally-efficient multi-timescale approximate dynamic programming (MADP) to
optimise the schedule of an electrical HVAC system in HEMS with PCM. As a first step towards our
computationally efficient method, we discretise the continuous state-space of the problem. However,
because we require a relatively fine-grained discretisation, we are left with a very large state-space. To
reduce the computation further, we employ a multi-time scale MDP, in which decisions are made at
different discrete timescales [22]. Specifically, rather than solving the original MDP as one monolithic
problem, we solve several smaller MDPs that are connected successively together to form the original
MDP. And finally, to improve the computational performance, we address the bottleneck of the state

1A process has a Markov property if the future state depends only on the current state, not on the sequence of events
that preceded it.

2An optimal policy has the property that whatever the initial state and initial decision are, the remaining decisions must
constitute an optimal policy with regard to the state resulting from the first decision.
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transition function ((3.18), (3.19) and (3.20)), given by a thermal model of the building. To avoid timely
online solving of ordinary differential equations (ODEs), we trained an artificial neural network (ANN)
to use as an approximation of the system of ODEs. The ANN maps the outdoor temperature, the indoor
temperature of the building, and the HVAC heat flow, to the next time step’s indoor temperature. The
ANN is trained offline, therefore significantly reducing the runtime of the VI algorithm. The results
demonstrate that our proposed method of MADP speeds up the computational time of the VI algorithm
up to 157,600 times (over a day time horizon with an hour time step) compared to the direct application
of DP while maintain the acceptable quality of the solution.

Beyond this, this chapter advances state of the art in the following ways:

1. We derive a novel and computationally-efficient optimisation method for nonlinear online
scheduling of HVAC systems in HEMS with PCM. The method exploits several techniques of (i)
state-space approximate (ii) multi-time scale MDP, and (iii) ANN function approximation from
artificial intelligence in one framework.

2. We demonstrate the performance of the method on an HVAC scheduling problem over a year
time horizon using Sydney climate conditions.

3. Each step of the proposed methodology is evaluated individually by defining appropriate metrics
or mathematical proof.

4. The proposed method gives substantial computational speed-ups as high as 157,600 times faster
than DP.

5. The method described in this chapter can be implemented on current smart meters and IoT
gateway devices, such as those built on Raspberry Pi boards.

This chapter progresses as follows: first, the optimisation problem of the PCM-building is described.
Then using the ODEs (3.18), (3.19), and (3.20) of the RC lumped model that is developed in Chapter
3, we formulate the problem as an MDP and explain how VI is used to solve it. Next, as the main
technical contributions of this chapter, the proposed MADP is derived. Afterwards, the method is used
for optimal scheduling of the HVAC system in the typical PCM-building in Sydney over a year time
horizon. Next, using the simulations results and three defined metrics, the proposed method of MADP
is evaluated. And finally, this chapter concludes with a summary of the chapter.

5.1 Markov decision process in PCM buildings

In this section, we formulate the HVAC-PCM optimization problem as an MDP, using differential
equations (3.18), (3.19) and (3.20), of the thermal model as transition functions. Then we show how
dynamic programming, specifically the VI algorithm, can be used solve the optimization problem, as a
precursor to our ADP method.
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An MDP comprises a state-space, (s ∈ S), a decision-space, (x ∈ X ), transition functions and
contribution functions. Let k = {1, . . . , K} denote a time step of one hour. A state variable, sk ∈ S,
contains the information that is necessary and sufficient to make the decisions and compute costs,
rewards and transitions. The decision variable, xk ∈ X , is an action that results in a transition from one
state to another in a sequence over the decision horizon. Finally, random effects are in general, used
to represent chance exogenous information, such as weather conditions or inhabitants’ behavioural
patterns [15]. However, for simplicity and because we focus on the non-linear characteristics of PCM,
in this work, the problem is treated as deterministic. Thus, the form of the HVAC-PCM MDP is given
by

min
π

E

{
K∑
k=0

Ck(sk, xk = π(sk))

}
s.t. thermal comfort constraints, and

thermal energy balance constraints, (5.1)

where π : S → X is a policy, i.e. a sequence of actions taken to move from each state to the next state
over the whole time horizon. In this work, a policy is a sequence of on/off status of the HVAC system
over a defined time horizon.

The contribution function is Ck(sk, xk), which is the cost incurred at a given time step k that
accumulates over time [15]. For our specific optimization problem, the cost consists of the electricity
cost and the discomfort cost:

Ck(sk, xk) = λcg,kp
+
k + (1− λ) (|Troom,k − Ts|) . (5.2)

To balance the two cost components, the contribution function includes a weighting factor λ, applied to
the electricity cost, with (1− λ) applied to the penalty for deviating from the desired HVAC setpoint
Ts. We assume a reverse-cycle HVAC system able to operate both in a heating and cooling mode. The
setpoint Ts for the two modes is assumed 20 ◦C and 23 ◦C, respectively. The electricity cost of the
HVAC system is the electricity time-of-use tariff3, (cg,k), multiplied by the energy used to run the
HVAC system, p+k . The following equation shows how p+k relates to Q̇HVAC in (3.19):

p+k =
Q̇HVAC

COP
(5.3)

where COP stands for the coefficient of performance, which indicates the efficacy of the HVAC system
in moving thermal energy in and out of the building4. In this work, COP value is mentioned when it is
required.

To describe the transition functions in (5.1), let sk+1 = sM (sk, xk), define the state transition from
time step k to the next time step, k + 1, where sM is the underlying mathematical model of the studied

3EnergyAustralia Residential Energy Price Fact Sheet for Ausgrid Distribution Zone
(https://www.energyaustralia.com.au, release date: 30-Jul-2018).

4Note that the COP is defined as the ratio between the thermal energy removed and the electrical energy used for that.
Therefore, this is not efficiency, so the COP can take values greater than 1 [1].
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Figure 5.1: The electricity time-of-use tariff and the feed-in-tariffs.

system [15]. In this problem, the system model is the thermal model of the building, so the MDP
transition functions are given by equations (3.18), (3.19) and (3.20).

Cost function (5.2) only considers the short-term cost that results from the decision that is taken
at each time step. Building on this, the problem is solved by computing the Q-function: Qπ(sk, ak),
which is the expected future discounted reward of taking action ak in state sk and then following the
policy, π, in subsequent states. The Q-function is given by:

Qπ(sk, ak) =
∑
s′∈S

Pr(s′|sk, ak) [Ck(sk, ak, s
′) +Qπ(s′, π(s′)] , (5.4)

where Pr(s′|sk, ak) is the probability of making a transition from state s′ to s if we take action a.
However, because the system model sM is a deterministic function, we have that:

Pr(s′|sk, ak) =

1 if sM(sk, ak) = s′,

0 otherwise,

The expression in (5.4) is a recursive reformulation of the objective function. Thus, in general,
Bellman’s optimality condition states that the optimal Q-function is given by:

Qk
π∗
(sk, ak) = max

ak∈Ak

(
Ck(sk, ak) + E

[
Qπ∗

k+1(s
′, π∗(s′)|sk, ak

])
, (5.5)

where π∗ is an optimal policy. To find π∗, we need to solve (5.5) for each state.
The value iteration algorithm computes (5.5) for each state by backward induction, which means it

starts from states at time step K (i.e. a terminal state in the decision horizon) and moves backwards
to the first time step (k = 1). To start from time step K, we initialize the expected state-action value
functions (Qπ(s′, π(s′)) in (5.4)) for all of the terminal states. For this specific problem, the state is
the indoor temperature of the building. The expected value functions of states within the comfort
temperature range are set to a lower value, while states with a value out of the acceptable range are
given high expected values such that they will not be selected in an optimal policy. Then, for each time
step k = K − 1, K − 2, . . . , 2, 1, adding the instantaneous cost (5.2) to the minimum expected value
function of the subsequent state gives the optimal value function (5.5) of that state. Once this process
reaches k = 1, the computed value functions for all time step are optimal. Then, by tracing a minimum
value-function path forward for a given time horizon, the optimal policy is extracted [15].

Although in the VI algorithm we only consider one state-variable of indoor temperature and use a
high-performance computer cluster, the runtime of the algorithm is very long; specifically, it takes
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Figure 5.2: Curse of dimensionality: increase of time horizon from the initial state of 25 ◦C to three
time steps. Action 0, and 1 on the edges shows the on/off status of the HVAC system.

almost nine days for a 24 hour time horizon with hourly time steps. Fig. 5.2 illustrates the state
and action space for one state variable (indoor temperature) over three time steps starting from the
initial indoor temperature of 25 ◦C. The on/off action of the HVAC system is shown as 0/1 on the
edges. We witness an exponential growth of states and action space, which is known as the curse of
dimensionality. For this specific problem, the computational bottleneck of the VI algorithm is solving
the MDP transition functions. In more detail, the algorithm solves the differential equations (3.18),
(3.19) and (3.20) at each time step for each on/off status of the HVAC system over a defined time
horizon. Given this shortcoming, we propose a method to overcome the computational burden of the
VI algorithm.

5.2 Methodology

In this section, we describe our methodology in three steps, namely: a state-space approximation,
multi-timescale MDP, and neural network transition function approximators.

5.2.1 State-space approximation

To begin, we describe the state-space approximation as a ground model to reduce the computational
burden of the HVAC-PCM MDP. For clarity, we call the MDP that uses equations (3.18), (3.19) and
(3.20), without any change, the exact model; the state and state-space used in the exact model are
called exact state and exact state-space, respectively. The corresponding terms in the approximated
methodology are called, respectively, the approximate model, approximated state and approximated
state-space.

For the approximated model, at each time step, the outputs of the transition functions (equations
(3.18), (3.19) and (3.20)) are rounded to the nearest multiple of 0.1. In this work, we assume the comfort
temperature range is between 20 ◦C and 26 ◦C. Since we highly penalize the states (temperatures) that
are out of comfort range, any state in the desired state-space has a value between 20 ◦C and 26 ◦C with
a 0.1 ◦C discretization.
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In contrast, in the exact model, a state can have any value in the continuous interval between
20 ◦C and 26 ◦C. In practice, only reachable states in the exact state-space are evaluated by VI. Even
so, computing over the approximated state-space compared to the reachable elements of the exact
state-space returns a huge reduction in computation time of the VI algorithm because a greatly reduced
number of state transitions is computed. However, how this approximation affects the quality of the
solution needs to be examined. Therefore, in the first part of Section 5.3, we assess the state-space
approximation performance. Building on this, the approximate MDP model described is used as
a ground MDP for the multi-timescale MDP and neural network transition function approximators
discussed next.

5.2.2 Multi-timescale Markov decision processes

Applying a multi-timescale abstraction significantly reduces the computational burden of the energy
management optimization problem. Building on the approximated state-space introduced above, we
divide the time horizon of the problem into blocks, each consisting of two time steps (hours), as
illustrated in Fig. 5.3. We can formulate each block as a separate MDP; therefore, we solve a few
successive block-MDPs using VI to find the optimal policy over the whole time horizon. We present
this schematically in, assuming For reference, we denote the multi-timescale method Algorithm 1
(Alg 1).

In more detail, VI is first applied to the last block-MDP (Lines 1-11 of the Alg 1 pseudocode). We
set the corresponding value functions in the last time step to zero for the states that have a value within
the desired comfort range, and assign a high value for the states with the values out of the comfort
range (Lines 5-9). To exploit the advantage of the approximated state-space, we run the VI algorithm
for 61 step discretization (20 to 26 in 0.1 intervals in Lines 1 and 13) for each block-MDP except the
first one. We save all the optimal value functions that correspond to each of the 61 initial points in
look-up tables (Lines 10 and 23). Before running VI on the remaining block-MDPs, we update the
initial value functions by replacing the corresponding value function of the current state, by finding
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Algorithm 1 : Multi-timescale algorithm (Alg 1)
L: length of each block
T1: lower bound of desired temperature range
T2: upper bound of desired temperature range
d: discretization step
T0: fix initial temperature
▷ Value iteration (VI) of the last block (BlkM )

1: for T1, ..., T2 with d step discretization do
2: for all 2L combinations of the action-space do
3: calculate states using equations equations (3.18), (3.19) and (3.20)
4: end for
5: if T1 ≤ sBlkM,colL ≤ T2 then
6: Initialize vBlkM,colL to zero vector
7: else
8: Initialize vBlkM,colL to infinity vector.
9: end if

10: Execute the VI and store final value function in vfinal,BlkM .
11: end for

▷ Value iteration of Blocks 2 to M − 1 (Blk2 to BlkM−1).

12: for M − 1 : ... : 2 do
13: for T1, ..., T2 with d step discretization do
14: for all 2L combinations of the action-space do
15: calculate states using equations equations (3.18), (3.19) and (3.20)
16: end for
17: if T1 ≤ sBlkM−1,colL ≤ T2 then
18: for any state for which sBlkM−1,colL

= sBlkM,col1
,

19: Initialize vBlkM−1,colL with the corresponding vfinal,BlkM .
20: else
21: Initialize vBlkM−1,colL with infinity vector
22: end if
23: Execute the VI and store final value function in vfinal,BlkM−1 .
24: end for
25: end for

▷ Value iteration of the first block (Blk1).

26: Set T0.
27: for all 2L combinations of the action-space do
28: calculate states using equations (3.18), (3.19) and (3.20)
29: end for
30: if T1 ≤ sBlk1,colL ≤ T2 then
31: for any state for which sBlk1,colL = sBlk2,col1 ,
32: Initialize vBlk1,colL with the corresponding vfinal,Blk2 .
33: else
34: Initialize vBlk1,colL with infinity vector
35: end if
36: Execute the VI and store final value function in vfinal,total.

the initial states that have the same value as the current state and replacing the corresponding value
functions as the initial value functions of the current block-MDP (Lines 18-19 and Lines 31-32). This
process repeats by backward recursion until the first block-MDP. To find a solution for the optimization
problem over a defined time horizon, we need to fix either the initial or the final temperature. In this
work, we provide the Alg 1 with a fixed initial temperature (Line 26). Therefore, we have only one VI
to run for the first block-MDP.

Comparing the results of Alg 1 with a one-block MDP model shows that both methods converge
to the exact same solution. This corroborates with Sutton’s result that n-block MDPs act exactly the
same as the corresponding one-block MDP [22]. Our simulations, with hourly time steps over a year,
show that using Alg 1 reduces the computational burden of finding the optimal policy by a factor of
approximately 13,100.
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Figure 5.4: The ANN transition function approximator. The ANN has four inputs, including HVAC
system status (on/off), xk, the indoor temperature at k − 1, Tin,k−1, the outdoor temperature at k, Tout,k,
the outdoor temperature at k − 1, Tout,k−1, while the output is the indoor temperature at k, Tin,k.

5.2.3 Artificial neural network function approximators

Building on Alg 1, we now describe the ANN function approximator that is used to further improve
the algorithm. As mentioned in Section 5.1, the main computational burden in Alg 1, is solving
the transition function ODEs (equations (3.18), (3.19) and (3.20)) at each time step. To speed up the
algorithm, we train an ANN to be used instead of ODEs in each time step. We used a simple two-layer
feed-forward network. The hidden layer has 10 neurons, and the output layer with only one neuron. In
the ANN structure, we have three inputs: previous time step outdoor temperature, current time step
outdoor temperature and previous time step indoor temperature and one output which is the current
time step indoor temperature. We separately trained ANN for ODEs when HVAC is on or off.

To this end, we implement our methodology and call it Algorithm 2 (Alg 2). In the next section,
we evaluate the quality of the solutions resulting from each state-space approximation, multi-timescale,
and ANN function approximator.

5.3 Evaluation and discussion

We begin by quantifying the loss in solution quality from using the state-space approximation. We
then examine the quality of the policies computed using, respectively, Alg 1 and Alg 2, and compare
their computational performance. We define three measures of the solution quality, which we use in
Section 5.3.1. These are: (i) mean-absolute error (MAE) of the approximated state-space against
the exact state-space (i.e. the temperature error), (ii) MAE of the final value function resulting from
applying VI on the approximated state-space versus the final value function resulting from applying
VI on the exact state-space without temperature discretization, and (iii) normalized calibration error
between the optimal policy using DP on the approximated state-space compared to the optimal policy
using DP on the exact state-space5. In Section 5.3.2, similar measures are used to compare the results
of Alg 1 and Alg 2. The simulations of the Section 5.3.2 were run in MATLAB using a computing
platform with an Intel 2.7 GHz i7-7500U CPU, 64-bit operating system and 16 GB RAM. In contrast,
for Section 5.3.1, we used a high-performance computer cluster due to the excessive computational
burden.

5Here we use the term calibration in the statistical sense, to measure the fit of the approximate DP method to exact DP.
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Figure 5.5: Root-mean-square error (RMSE) of indoor temperature of approximated state-space versus
indoor temperature of actual state-space.

5.3.1 Evaluation of state-space approximation

As mentioned in the previous section, the runtime of the exact VI for a time horizon of 24 hours is nine
days. Thus, we evaluate the performance of state-space approximation by calculating the performance
metrics for only one typical summer day in Sydney. To evaluate the approximation with the three
criteria above, a sufficient population is required. Therefore, we generated both the approximated and
the exact state-space for the 61 initial points between 20 ◦C and 26 ◦C with a 0.1 ◦C discretization.

First, we calculate the MAE of the approximated state-space, which represents the indoor temperature
versus the actual state-space over a time horizon of 24 hours. Fig. 5.5 illustrates the RMSE of
approximated state space, which represents indoor temperature versus the actual state space over a time
horizon of 24 hours. The maximum error is approximately 0.06 ◦C, which is small and acceptable.
Second, as mentioned in Section 5.1, the final value function (5.2) consists of two parts: the electricity
cost and the discomfort cost. For each, the MAE is calculated separately. The results show that the
MAE of the electricity cost for λ = 0.95 is 3.7 cents, relative to an average value of 44.2 cents. For the
discomfort cost, the MAE is about 1.07 ◦C relative to an average of 22.3 ◦C. These results indicate that
the error of the final value function is acceptable.

Third, the approximation is further verified by calculating the calibration error between the optimal
policy of the exact and approximated models over a 24-hour horizon. In more detail, the calibration
error for each starting point is the difference in the total number of on-cycles in the equivalent optimal
policy divided by a total number of time steps in the defined time horizon (24), and the results are
averaged over the 61 starting points. Comparing the two cases shows that the difference in the total
number of on-cycles in the optimal policies is three. Given this, the calibration error is 0.2%, which is
acceptable.

Overall, we can witness a good trade-off between the superior runtime6 (almost speed-up of up to 3
times) of VI algorithm on approximated state-space and a better accuracy of applying it on continuous
state-space, which permits us to move on to Alg 1 and Alg 2.
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Table 5.1: Evaluation of the proposed method of MADP.

HVAC system with
deadband relay

Average no. of
HVAC on cycles 1859.0
Average
cum.

Elec. cost ($) 1159.1
Discomfort (◦C) 27172.0

λ = 0.95 λ = 0.05

ALG 1

Average no. of
HVAC on cycles 952.5 1397.1
Average
cum.

Elect. cost ($) 565.1 952.1
Discomfort (◦C) 6516.3 5356.0

λ = 0.95 λ = 0.05

ALG 2
vs

ALG 1

MAE of indoor
temp. of optimal policy (◦C/hrs) 0.23 0.30

MAE of the cum. Elect. cost error (%) 0.08 0.12
Discomfort error (%) 0.16 0.84

Normalised calibration error (%) 0.01 0.52

5.3.2 Evaluation of Algorithm 1 and Algorithm 2

We now evaluate the proposed methodology, Alg 2, and the approach using only the multiple
timescales abstraction, Alg 1, in order to ascertain the benefits of the multi-timescale and ANN
function approximator. Moreover, to get a better sense of the benefits of using optimal HVAC
scheduling in PCM-buildings, the algorithms are compared to a simple deadband relay for controlling
the HVAC system. Furthermore, to demonstrate the ability of the two algorithms to capture the
customer preferences in terms of electricity cost and comfort, the algorithms are run for two different
weighting factors: λ = 0.95 (more weight on the electricity cost) and λ = 0.05 (more weight on the
thermal discomfort). The results for yearly weather conditions are summarized in Table 6.1.

Deadband policy vs. Alg 1

To begin, we consider a conventional HVAC system operating with a deadband control. We simulate
an identical home with an identical HVAC system. The only difference is that the HVAC system is
controlled using a deadband controller as opposed to optimal scheduling used in Alg 1 and Alg 2. The
deadband range is set between 20 ◦C and 22 ◦C for heating, and between 22 ◦C and 26 ◦C for cooling.
The simulations are run for 61 initial points. We record the average number of HVAC operating hours
and the average cumulative electricity cost and compare the performance of the HVAC system with
a deadband relay against Alg 1. The results show considerable benefits from using optimization
over simple deadband control. Specifically, using Alg 1 with a weighting factor of λ = 0.95 reduces
the number of HVAC operating hours by 48.8%. Importantly, both cost function components see
improvements: the electricity cost decreases by 51.2%, while the number of discomfort hours also
decreases by 76%. Putting more weight on the thermal discomfort (λ = 0.05) reduces the discomfort

6Note that because of high computational burden, this comparison is based on simulation runtime for 24hrs time
horizon with hourly time steps.
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by 80.3% at the expense of a lower reduction in the electricity cost (now 17.9%), which goes to show
that the weighting factor λ has to be carefully tuned for optimal performance with respect to customers’
preferences. The results confirm the superiority of Alg 1 over the deadband control.

Alg 1 vs. Alg 2

Finally, we evaluate Alg 2 with respect to Alg 1, using as a comparison metrics: (i) MAE of the
indoor temperature; (ii) MAE of the cumulative cost expressed as a percentage deviation from Alg 1;
and, (iii) the normalized calibration error. The results for the first metric show that the maximum MAE
of the indoor temperature over a typical year for λ = 0.95 and λ = 0.05, is 0.2 ◦C/hrs and 0.3 ◦C/hrs,
respectively, which is compared to average temperature of optimal policy using Alg 1 (21.2 ◦C/hrs
and 21.1 ◦C/hrs for λ = 0.95 and λ = 0.05, respectively), is highly acceptable. For the second metric,
using neural network approximators in Alg 2, results in acceptable solution quality compared to Alg 1,
since MAE of electricity cost and discomfort with both weightings (λ = 0.95 and λ = 0.05) is at
most 0.84%. The third metric, the maximum calibration error, is 0.01% and 0.52% for λ = 0.95

and λ = 0.05, respectively. This implies that the optimal policies from Alg 2 and Alg 1 have a very
similar number of on-cycles.

Overall, the results of these three metrics show that the performance of Alg 2 is comparable
compared to Alg 1. We have also compared the runtime of both algorithms to be able to quantify the
computational cost saving resulting from the use of ANN and multi-timescale abstractions. We can
observe a speedup of up to 157,600 times compared to the direct application of DP (this is calculated
for a day time horizon with an hour time steps). The use of ANN in Alg 2 results in a speedup of up to
12 times, from 6 hours to half an hour, compared to Alg 1.

5.4 Summary

In this chapter, we addressed the challenge of solving an optimal scheduling problem of the HVAC
system in HEMS with PCM. The corresponding optimisation problem is a nonconvex nonlinear
problem. The current approaches such as LP, MILP, MINLP, PSO, and GA are neither powerful
to handle the nonlinearity or provide a global solution. Moreover, the existing method of DP is
computationally expensive.

Against this, we developed MADP method to deal with the computational burden of a nonlinear,
nonconvex HVAC scheduling problem. The objective of the optimisation problem is to minimise the
electricity cost while maintaining the indoor temperature of the building within the comfort range of
the end-users. The developed thermal model of the PCM-building in Chapter 3 is used to formulate
the optimisation problem. The MADP method involves a state-space approximation, multi-time scale
MDPs, and ANN function approximation. We demonstrated the efficacy of the MADP method, by
optimising the HVAC schedule over a year time horizon using weather conditions of Sydney. The
results demonstrate the superior computational performance of the proposed scheduling algorithm
compared to a direct application of DP while maintaining acceptable solution quality.
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Applying the developed computationally-efficient method of MADP, solving large scale nonlinear
optimisation problems such as an HVAC scheduling problem in a large stock of PCM-integrated
Buildings is feasible. This is explained in more detail in Chapter 7.

This chapter is based on [104], and [69], which I was the first author.
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Chapter 6

Energy Management of PCM-buildings using
Model-free RL method

In Chapter 5, we tackled the nonlinear nonconvex problem of home energy management system
(HEMS) with phase change material (PCM) by proposing an efficient version of approximate dynamic
programming (ADP), namely MADP. Specifically, we demonstrated that approximating the function
of the thermal model ordinary differential equations (ODEs) by artificial neural network (ANN) and,
on top of that, solving multi-time scale Markov decision processes (MDPs) rather than single large
MDP significantly reduces the computational time without sacrificing the quality of the solution.
However, MADP requires a detailed thermal dynamic model of the building, which is an unachievable
requirement due to the wide variety in buildings design and construction. In practice, the developed
algorithm will be embedded in a smart meter, which makes plug-and-play functionality paramount.
Therefore, it is necessary to generalise the method to make it applicable to buildings with different
design and construction types without affecting the algorithm’s performance. Another notable drawback
of MADP is that it cannot be directly applied to continuous domains.

Against this background, this chapter uses an actor-critic model-free on-policy reinforcement
learning method based on deep deterministic policy gradient (DDPG) for energy management in
buildings with PCM. In particular, DDPG has garnered considerable attention in solving classic
problems such as CartPole swing-up, Atari video games and car driving, to name a few [23]. A
DDPG-based algorithm is particularly suited for solving high-dimensional complex problems where
sensory inputs are available. In more detail, DDPG is a combination of deep learning for processing
sensory input with an actor-critic for reinforcement learning [23]. To explain, in the actor-critic method,
the policy structure, known as the actor, selects the action. The estimated value function is the critic
that critiques the actor’s action [24]. Neural network function approximators are used both for the
actor and the critic in DDPG methods for online learning in large state and action spaces. To make
the learning process efficient, the agent stores the current state, action, reward and next state in a
finite-sized cache which is called replay buffer in each interaction with an environment. To make the
learning of the neural networks stable, target networks are designed for both the actor and the critic

63



using soft target updates. The weights of these target networks are updated by having them slowly
track the learned networks [23]. Moreover, to efficiently explore the physical control problem, the
Ornstein-Uhlenbeck (O-U) process is added as a noise process to the actor policy [105].

The idea of using DDPG to schedule HVAC systems in buildings was first proposed in [25]. The
DDPG was used in this project for controlling the setpoint of the HVAC system to reduce the overall
cost of the heating and cooling system’s electricity consumption while ensuring the comfort of the
home’s inhabitants. The quality of the DDPG solution, however, was not assessed against MADP,
which has full access to the system’s model.

In contrast to the existing work, this chapter conducts an extensive analysis of the results of the
DDPG algorithm against the outputs of the MADP method, proposed in Chapter 5. In summary, the
contributions of this chapter are as follows:

1. Developed DDPG algorithm for HEMS in buildings with PCM.

2. Run simulation for 294 episodes that represent different weather conditions.

3. Benchmark the DDPG results against MADP outputs by defining four metrics of (i) the difference
in the average discomfort level over 294 episodes, (ii) the difference in the cumulative discomfort
level, (iii) the difference between the cumulative number of duty cycles of the HVAC system,
and (iv) the difference in the cumulative electricity cost.

This chapter progresses as follows: The following section introduces the reward function that is
used instead of the cost function to formulate the MDP. This is just to ease the comparison of the
MADP results with DDPG outputs. Next, Section 6.2 covers the necessary theoretic background of the
DDPG algorithm, which is the main contribution of this chapter. In Section 6.3, we adopt DDPG on
our specific optimisation problem and benchmark the results against the ADP-based approach (MADP).
This chapter concludes with a summary in Section 6.4.

6.1 Reward function

To use the MADP method as a benchmark for the proposed model-free optimisation approach, we used
the same formulation of the MADP ((5.1)), and the Q-function ((5.5)) that is presented in Chapter 5
of this thesis. However, the cost function of (5.2), to ease the comparison, is converted to the reward
function that is given by:

Rk(sk, ak) = −λcg,kp+k + (λ− 1) (|Tin,k − Ts|) . (6.1)

where (6.1) is the reward function, which the agent gains when taking action ak in state sk. The
weighting factors are given by λ and (λ− 1) are that are applied to the electricity cost of HVAC system
and the penalty for deviating away from the desired setpoint of the HVAC system, which is Ts. All
other variables and parameters are same as (5.2). The reward function includes two parts to balance
both electricity cost and comfortability. We refer to the former as the cost part of the reward function
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Algorithm 3 : DDPG algorithm [23].

1: Randomly initialise critic network Q
(
s, a|θQ

)
and actor network µ (s|θµ) with weights θQ and θµ.

2: Initialise target network Q′
(
s, a|θQ′

)
and µ′

(
s|θµ′

)
with weights θQ′ ← θQ, θµ′ ← θµ.

3: Initialise replay buffer B.
4: for episode = 1, ...,M do
5: Initialise random process N for action exploration.
6: Receive initial observation state s1.
7: for k = 1, ..., T do
8: Select action ak = µ (sk|θµ) +Nk according to the current policy and exploration noise.
9: Execute action ak and observe reward rk and observe new state sk+1.

10: Store transition (sk, ak, rk, sk+1) in B.
11: Sample random mini-batches of N transitions (si, ai, ri, si+1) from B.
12: Set yi = ri + γQ′

(
si+1, µ

′
(
si+1|θµ

′
)
|θQ′

)
.

13: Update critic by minimising the loss using (6.4).
14: Update the actor policy using the sampled policy gradient using (6.5).
15: Update the target networks using (6.6a), and (6.6b).
16: end for
17: end for

and the latter as discomfort part. As we mentioned in Section 5.1, the value of Ts is different in the
heating or cooling mode of the HVAC system. For the simulations of this chapter, we assume the
HVAC system works only in heating mode, and Ts is assumed 20 ◦C. Moreover, the value of λ in this
work is assumed 0.95, which means that reducing the electricity cost is preferred to minimising the
discomfort level.

In the next section, we will develop DDPG method as an alternative to model-based approaches.
Nonetheless, the MADP method proposed in Chapter 5 can be used as a benchmark for alternative
approaches. Thus, even if MADP’s performance is not implementable in real systems, it does help us
quantify and validate the performance of practical alternatives like DDPG.

6.2 Deep deterministic policy gradient algorithm (DDPG)

In this section, we describe an actor-critic model-free on-policy reinforcement learning method based
on the deep deterministic policy gradient (DDPG) algorithm to overcome the difficulties of using
MADP. As discussed before, the MADP method has two major shortcomings that may limit its
deployment in real-world settings. First, MADP can only handle problems with discrete action and
state-spaces, which may lead to an exponential growth of action and state spaces for problems with a
large state-space. Second, the MADP requires a model of the system under control, which may include
the sorts of detailed thermal dynamics outlined in Chapter 3. Both of these shortcomings result in
significant increases in the computational requirements of MADP methods in complicated settings.

In contrast, the DDPG algorithm can deal directly with continuous control variables, and is
model-free. In particular, in this chapter, the control variable of the HVAC system (the action vector)
has a continuous form and is defined as a value a ∈ [0, 1]. DDPG is the combination of deep learning
methods from artificial intelligence (AI) with the actor-critic method of reinforcement learning (RL).

65



The DDPG agent is an actor-critic RL agent that aims to find an optimal policy to maximise its
long-term reward. To do so, the agent is trained through observations of state and action sequences and
rewards that are received by interaction with the learning environment. Each actor and critic has a
deep neural network structure to model the sensory inputs, like the indoor temperature of the building.

The DDPG algorithm, introduced in [23], is described in Algorithm 3. The critic and actor networks
are denoted by Q(s, a|θQ) and µ(s|θµ), respectively. The actor network maps the states to actions,
while the critic network calculates the expected reward by following the policy from the current state
pair using the action recommended by the actor. After defining a deep neural network for each actor
and critic, the algorithm randomly initialises the weights of each critic and actor networks (Line 1). A
copy of each critic and actor network is created as Q′(s, a|θQ′

) and µ′(s|θµ′
), respectively to improve

the training stability. These networks are called target networks. The algorithm randomly initialises
the weights of the target networks (Line 2).

To make the training of the actor and critic network robust, a finite-sized cache is defined as a
replay buffer. In other words, instead of using a transition sample that is collected immediately at
each decision epoch, the sample is stored in the replay buffer, and then mini-batches of transitions
are sampled randomly from the replay buffer to train the actor and critic networks. To speed up the
computation, the length of the buffer replay is limited, and as it hits the limit, the oldest transitions are
discarded. Before the training begins, the algorithm initialises the replay buffer (Line 3).

For online exploration, the policy used is given by:

ak = µ (sk|θµ) +Nk (6.2)

where N is the Ornstein-Uhlenbeck (O-U) process (Line 8) [105]. This value is random noise, added
to the policy to ensure the exploration and prevent the algorithm from converging to locally-optimal
solutions. In each transition, (sk, ak, rk, sk+1) are stored in mini-batches B and the action for the next
state is obtained from the target actor network (Lines 10 and 11).

To train the target critic network, the immediate reward is calculated by (Line 12):

yi = ri + γQ′
(
si+1, µ

′
(
si+1|θµ

′
)
|θQ′

)
. (6.3)

The critic network in each transition is updated using (Line 13):

L =
1

N

N∑
i

(
yi −Q(si, ai|θQ)

)2 (6.4)

which minimises the loss between estimated reward in (6.3) and the expected reward that the critic
network gives.

The actor network is trained by a deep deterministic policy gradient, given by (Line 14):

∇θµJ ≈
1

N

N∑
i

∇aQ(s, a|θQ)|s=si,a=µ(si)∇θµµ(s|θµ)|si (6.5)

As we see, the gradient is calculated to obtain the expected reward from transitions in a mini-batch
with respect to the weight of the actor network.
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Finally, the target critic network and actor network are updated smoothly using the following
equations (Line 15):

θQ
′ ← τθQ + (1− τ)θQ

′
, (6.6a)

θµ
′ ← τθµ + (1− τ)θµ

′
. (6.6b)

In the next section, DDPG algorithm will be implemented on our specific problem of optimal
control of an HVAC system in PCM-buildings.

6.3 Implementation of DDPG

In this section, we describe our implementation of the DDPG algorithm on our specific optimisation
problem in PCM buildings. In the first part, we summarise the assumptions and the hyperparameters
that are used in the DDPG algorithm to fit our problem. In the second part, the quality of the optimal
solutions that the DDPG gives is assessed against the MADP method by simulating 294 episodes.

6.3.1 DDPG algorithm settings

To implement the DDPG algorithm, we use the Reinforcement Learning Toolbox in MATLAB. The
thermal model that we developed in Chapter 3 is used as a learning environment for the DDPG
Algorithm. The algorithm is run for 294 episodes. In more detail, each episode represents a day with
its own weather conditions. Each episode is 24 hours with one-hour time steps. Here, we only focus on
heating, so days that require cooling are excluded (but could be treated the same way). The observation
is the indoor temperature of the building, and the action which, has a continuous form, captures the
electricity use of the HVAC system.

In contrast to [25], the neural network that we used for each actor and critic has a much more
complex structure because of the nonlinear behaviour of the PCM. In particular, each actor and critic
network consists of four hidden layers. In the actor network, two layers have 128 neurons, and in the
critic network, there is one layer with 128 neurons. In both the actor network and the critic network,
the Adam optimiser is used for training [106].

The hyperparameters that are used in the DDPG algorithm are listed in Table 6.1.

6.3.2 Performance and benchmarking against MADP

We run the DDPG algorithm for 294 episodes, each representing a day when heating is required.
Fig. 6.1 shows the episode rewards and average rewards during the training of the DDPG algorithm over
the episodes. We observe that episode rewards fluctuate during the training. Two reasons are identified
for this behaviour: (i) each episode is characterised by different weather conditions and (ii) the O-U
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Table 6.1: Hyperparameters used in DDPG algorithm.

Hyperparameters used in DDPG value
Mini-batch size 128
Actor learning rate 1E-04
Critic learning rate 1E-03
Gradient Threshold 1
Sample time 1 hour
Target smooth factor 1E-03
Experience buffer length 1E+05
Noise variance 0.1
Noise variance decay rate 1E-06
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Figure 6.1: Average rewards and episode rewards during the training process of the DDPG algorithm.

Table 6.2: Evaluation of the DDPG method over 42 typical weeks in Sydney (λ = 0.95)
Average discomfort
(◦C / hour)

Cumulative discomfort
(◦C)

Cumulative number of the HVAC
operating hours

Cumulative electricity
cost ($)

DDPG 1.1 7804.0 1246.7 696.2
MADP 1.0 6883.5 1448.0 715.6
HVAC system
with deadband relay 4.0 28480.6 6373.0 3256.0

noise that is added for policy exploration 1. Therefore, in each episode, the electricity consumption
and discomfort level vary, which leads to fluctuating rewards in each episode. The average reward
illustrated in Fig. 6.1 is the average cumulative reward over 24 consecutive episodes that reflects the
changing trend of the reward. Observe that the average reward tends to improve steadily during the
training process.

To evaluate the performance of the DDPG algorithm, we use MADP as a benchmark against which
to measure DDPG. Note that the MADP’s performance is in effect an unachievable upper bound on
the performance of DDPG because MADP’s access to the exact thermal dynamics of a building can
never be assured; in simulation, we have no way to assess the effects of model errors on the MADP

1Exploration means that the algorithm deliberately doesn’t follow the optimal policy precisely so that it can explore
as-yet-unknown portions of the state space.
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method. Moreover, to get a better sense of the benefits of using the DDPG algorithm, we compare it to
a simple deadband relay for controlling the HVAC system. To make our comparison fair, identical
weather conditions, reward parameters and initial temperatures are used in DDPG, MADP and the
deadband control. To assess the quality of the policies computed by these three methods, four criteria
are considered, namely:

1. The difference in the average discomfort level over 294 episodes,

2. The difference in cumulative discomfort level,

3. The difference between the cumulative number of the HVAC system operating hours, and

4. The difference in the cumulative electricity cost.

The results for 42 typical weeks (294 typical days) in Sydney, are summarised in Table 6.2.

DDPG vs. MADP

We first compare computation time, then the quality of the policies returned by each algorithm.
We cannot directly compare the runtime of the MADP and the DDPG for simulations of this work

as we used different computing platforms to speed up the computation. The MADP method directly
incorporates the system dynamics through its internal model, while DDPG has to rely on an external
simulation of the system under control to learn a high-quality policy. Therefore, in solving the offline
HVAC control problem in PCM-buildings, the DDPG is much faster than the MADP algorithm. Using
a computing platform with Intel(R) Core(TM) i7-7500U CPU at 2.70GHz, 64-bit operating system,
and 16GB RAM, the runtime of DDPG for 294 episodes is almost one hour and a half.

For the first metric, for the DDPG, the average deviation from the desired temperature 20 ◦C over
294 episodes is 1.1 °C/hour compared to 1.0 °C/hour for the MADP. As we can see, the results are
very close to each other. This shows that DDPG can overcome the challenge of continuous action
variables, representing duty cycle length, in the HVAC control setting. For the discomfort part, the
cumulative sum of comfort penalties for DDPG is 7804 ◦C and for MADP is 6883.5 ◦C, which are very
similar over the duration of the simulation.

For the third metric, the difference between the number of duty cycles of the HVAC system between
the DDPG and the MADP is computed by summing the duty cycles of each algorithm, taking the
absolute difference. The cumulative duty cycles in the DDPG is 1246.7 and in the MADP is 1448.
This implies that the DDPG can control the action continuously and gives an efficient control of the
HVAC system compared to the binary control that results from the MADP.

For the fourth metric, we look at the cumulative electricity cost that results from two algorithms.
The simulation results show that the cumulative electricity cost in DDPG is $ 696.2 versus $ 715.6 for
MADP. These values for DDPG show that it produces very good quality control policies that are close
to the quality of those computed using MADP.

Fig. 6.2 shows the comparison for one particular episode that simulates the optimal operation of the
HVAC system for a typical winter’s day in Sydney. Observe that the indoor (controlled) temperature
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Figure 6.2: Outdoor temperature (top), indoor temperature of the building using the DDPG algorithm
vs MADP, the HVAC schedule using the DDPG algorithm vs MADP over a winter’s day in Sydney and
the electricity time-of-use tariff (ToU) (bottom).

from both the DDPG and the MADP follow each other very closely. Moreover, we can observe a
similar number of duty cycles of the HVAC system in Fig. 6.2. However, we can see that in the DDPG
algorithm, the HVAC system operates slightly more than for the ADP. This difference in performance
comes at the expense of developing a thermal model of each individual building required in the MADP
approach. Furthermore, a comparison of the HVAC system operation with the electricity time-of-use
tariff shows the desired performance of both the DDPG and MADP algorithms as they push the
operation of the heating system into hours with lower electricity price (e.g. before 9am).

Throughout this section, we see that DDPG strikes a good trade-off between the quality of the
policies it generates and the simplicity of its implementation, compared to methods that explicitly
model system dynamics like MADP.

DDPG vs. Deadband policy

To compare, we consider a conventional HVAC system operating with a deadband control. We simulate
an identical home with an identical HVAC system. The only difference is that the HVAC system
is controlled using a deadband controller as opposed to optimal scheduling used in the DDPG and
MADP. The deadband range is set between 20 ◦C and 26 ◦C, with a setpoint of 23 ◦C. We record the
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values, using same measures as in Section 6.3.2 (refer to Table 6.2). The results show considerable
benefits from using optimisation over simple deadband control. Specifically, using DDPG over 42
weeks reduces the cumulative discomfort by 20 677 ◦C, cumulative operation of the heating system by
5126 hours, and cumulative electricity cost by $2560. Overall, the results confirm the superiority of
DDPG over the deadband control.

6.4 Summary

This chapter addresses the major weakness of model-based approaches, such as MADP, which require
an explicit thermal model of the building under control. This requirement makes a plug-and-play
implementation of the energy management algorithm in an existing smart meter difficult due to the
wide variety of building design and construction types. Moreover, due to the need for discretisation,
the MADP methods can not directly apply to continuous control problems (such as the HVAC system
control). To overcome this difficulty, we developed a model-free actor-critic on-policy RL method
based on DDPG. The DDPG algorithm can learn policies in continuous action spaces without access
to the full dynamics of the building, and the thermal model of the building is served as a learning
environment of the DDPG algorithm. We demonstrate the competitive performance of DDPG by
evaluating its performance over 294 days of different weather conditions and comparing this to an
MADP method that is known to provide high-quality control policies. The results show that the DDPG
model-free RL compares well to MADP, with only a small drop-off in performance. This is balanced
against the ability to deploy DDPG in settings where full access to the underlying dynamics of the
system are not available, which is typically the case for HVAC in multi-zone buildings. The founding
premise of this work is using DDPG as a model-free RL method for energy management in PCM
buildings.

This chapter is based on [95], which I was the first author.
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Chapter 7

PV Self-Consumption in PCM-buildings using
MADP

The cost reductions of rooftop solar photovoltaic (PV) and government policies that support PV uptake
have resulted in a dramatic increase in the deployment of rooftop solar PV across Australia over the
past ten years. As a result, there are now over two million residential rooftop solar systems with a
total capacity exceeding 8GW in 2020 [107]. On the other hand, reduced feed-in-tariff (the financial
remuneration for exporting excess solar generation to the grid) drive householders’ interest in increasing
PV self-consumption, with battery storage being the most popular choice. However, battery storage is
still expensive; hence there is an interest in other loads that can serve as a solar sponge.

One possible candidate is the thermal inertia of the building. However, as discussed in the
previous chapters, in Australia, buildings’ thermal inertia is low and needs to improve with available
technologies such as phase change material (PCM). Integrating PCM into a lightweight building’s
envelope improves its thermal inertia significantly. Like battery storage, PCMs can be charged and
discharged. This happens during the phase-change from solid to liquid or vice versa. There are some
benefits to considering PCM as an alternative to electrochemical batteries. For instance, the specific
PCM considered in this research is plant-based1 that is more environmentally friendly and more easily
disposable compared to batteries. Moreover, it has a long lifetime (almost 80 years) compared to
batteries (about 15 years). Another benefit is that PCMs are easy to install, making them suitable for
retrofitting buildings.

As discussed in Chapter 2, the literature on optimal control of buildings with the active application
of PCMs is scarce. Most of the existing research uses simulation-based optimisation and inverse
problem-based simulation methods that are not feasible to apply for large-scale optimisation. The
second literature gap is the co-optimisation of PCMs with other distributed energy resources such as
rooftop PV, particularly in the context of maximising PV self-consumption.

Against this background, this work illustrates how PCMs can be used as an alternative to battery
storage to increase PV self-consumption and reduce electricity costs in the context of home energy

1https://phasechange.com/biopcm/
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management. In more detail, this chapter investigates the extent to which PCM can be used as an
alternative to battery storage systems to increase self-consumption of PV generation. In particular,
we explore the electricity cost-savings and increase in PV self-consumption that can be achieved
by using PCMs in building insulation and the operation of the HVAC system optimised by a home
energy management system (HEMS). We consider a HEMS with an HVAC system, rooftop PV, and
a PCM layer integrated into the building envelope. The objective of the HEMS optimisation is to
minimise the electricity cost while maximising PV self-consumption and maintaining the indoor
building temperature in the preferred comfort range. As a case study, we analyse 210 residential
buildings (in total) in five Australian capital cities with different climatic conditions. For solving this
large nonlinear problem, we use multi-timescale approximate dynamic programming (MADP) that we
developed in Chapter 5 .

The chapter’s main contribution is a techno-economic analysis of the viability of PCMs as an
alternative to battery storage to increase PV self-consumption and reduce electricity costs. To our
knowledge, this work is the first attempt to:

1. Illustrate the potential economic benefits of PCMs for a large number of residential buildings
(210 dwellings in total). The benefits of using PCM are evaluated and quantified by calculating
(i) electricity cost-saving (ii) increase in PV self-consumption.

2. Exploit the optimal performance of PCMs by defining the problem as an optimisation problem
and solving it using a powerful and computationally efficient method (MADP developed in
Chapter 5) that can handle the nonlinearity of the optimisation problem.

3. Comprehensively cover different climatic conditions and the variability of end-user electricity
demand and PV generation. To that end, we use historical data (the calendar year of 2019) of
weather, PV generation and residential demand.

This chapter progresses as follows: first, we demonstrate the storage capacity of PCM using a crude
approximation to provide a sense of the PCM’s energy storage capacity. Next, the cost function of the
problem is formulated. Afterwards, we describe the case studies used in simulations. Next, we present
and discuss the simulation results. And finally, the chapter concludes with a summary.

7.1 PCM as an energy storage medium

The PCM acts as an energy storage medium that absorbs and stores heat, which enables preheating and
precooling of the building. To quantify the amount of heat the PCM can store, we need to introduce
enthalpy. The enthalpy of a system is the sum of the system’s internal energy and the product of its
pressure and volume. Since the pressure and volume are constant, the variation in enthalpy equals the
variation in the internal energy of the PCM. By calculating the change in enthalpy as the temperature
of the PCM changes from T1 to T2, we can assess the amount of energy stored or released from the
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Figure 7.1: Specific heat capacity characteristics of PCMs with melting points of 21 ◦C (MT21, blue),
and 23 ◦C (MT23, red).

PCM as follows:

∆H =

∫ T2

T1

mpcmcpcm (T ) dT (J), (7.1)

where cpcm is the specific heat capacity in J kg−1K−1 illustrated in Fig. 7.1, and mPCM is the total
mass of the PCM in kg used in the building envelope (2644 kg in our case).

The enthalpy as a function of temperature along with the specific heat capacity for the melting
point of 21 ◦C is illustrated in Fig. 7.2. For ease of comparison, we have converted the units to more
familiar units of kilowatt-hours (kWh). When the PCM temperature changes from 15 ◦C to 25 ◦C,
the PCM stores almost 40 kWh worth of thermal energy. Considering only the operating range of
the PCM between 20 ◦C to 24 ◦C (occupant comfort temperature range), the storage capacity of the
PCM is about 21 kWh. However, to be able to directly compare that to a storage capacity of an
electrochemical battery, we need to consider the COP of the air conditioner to convert the thermal
energy into equivalent electrical energy of the HVAC system. Thus, assuming a COP of 4.5, the PCM
can store an equivalent of 5 kWh worth of electrical energy of the HVAC system (assuming no leakage
of thermal energy). That is, of course, a crude approximation, which nevertheless gives a sense of the
PCM’s energy storage capacity.
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Figure 7.2: Total heat capacity C (left axis) and enthalpy H (right axis) of a PCM with a melting point
of 21 ◦C. (Note that these are total not specific values.)

To further illustrate how a PCM acts as an energy storage medium, we show the thermal performance
of a building in Sydney on a typical winter day in Fig. 7.3. The figure compares the indoor temperature
and the HVAC system operation of a building with a PCM versus the same building without PCM.
The PCM state of charge (SOC) on the bottom plot shows the amount of energy stored in the PCM.
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Figure 7.3: Thermal performance of a building for a typical winter day in Sydney. From top to bottom:
outdoor temperature, indoor temperature of a building with PCM vs a building without PCM, HVAC
power for HEMS with PCM, HVAC power for HEMS without PCM, and PCM state of charge.

The energy is corrected for the COP, so the SOC varies between 0.2 kWh and 2.5 kWh for the indoor
temperature between 20.1 ◦C and 21 ◦C experienced on the day (assuming SOC is zero at 20 ◦C).
Observe how the operation of the HVAC systems increases the SOC of the PCM without a noticeable
change in the temperature. On the other hand, in the case without the PCM, the HVAC operation
results in a much more pronounced temperature variation, which can negatively affect the occupants’
thermal comfort. More importantly, using PCM reduces the HVAC consumption considerably. In
particular, it eliminates the operation of the HVAC system during peak hours at 17:30.

7.2 HEMS formulation

Same as Chapter 5, we formulated the problem as HEMS optimisation problem . However, in addition
to the HVAC system, and a PCM layer, HEMS has a rooftop PV system. Similar to Chapter 5,
we formulated the problem as a MADP (equation (5.1)). However, the cost function is different.
The objective is minimising the home’s electricity cost while maximising PV self-consumption and
maintaining the building’s thermal comfort. Therefore, the cost function consists of the cost of
importing electricity from the grid and the income from exporting electricity to the grid:

Ck(sk, xk) = cToU
k p+k − cFiTp−k , (7.2)

where p+k represents total electricity demand at k, and p−k is PV generation at k. The feed-in tariff cFiT

is assumed to be fixed 0.09 $/kWh, while the electricity tariff cg,k is time-of-use, i.e. it changes with
time, as shown in Fig. 5.1. Observe that the electricity cost is always higher than the feed-in tariff,
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which means that the optimal strategy is to use as much as possible the power generated by the PV
system; that is, minimising cost is equivalent to maximising PV self-consumption.

To solve the HEMS optimisation problem, we use the MADP method that we have developed in
Chapter 5.

7.3 Case studies

We perform simulations for five Australian capital cities (Sydney, Brisbane, Melbourne, Adelaide
and Perth). For each city, we analysed 50 buildings with the same construction (and hence the same
thermal performance) but with different demand and solar generation profiles. For Perth, we consider
only 10 buildings due to scarcity of data.

7.3.1 Demand data

We assume identical underlying electricity demand for each city that excludes the HVAC demand. The
electricity demand of the HVAC system is the output of either a deadband controller or the HEMS,
depending on the scenario. To capture the variability that exists in real-world customer demand
profiles, we generate fifty random demand profiles, one for each house in each city, using the Bayesian
non-parametric method developed in our previous work [108]. The method first constructs a Markov
chain model using the electricity demand from the empirical data (Ausgrid’s Smart Grid, Smart City
data2 in our case). Then, it synthesises statistically representative demand profiles for an individual
house by subsequently sampling the Markov chain model. The generated demand profiles are such that
the aggregated demand profile matches well with the aggregated demand profile of the observed data
in the Smart Grid Smart City dataset. The demand profile represents the electricity consumption of a
medium residential building in Australia, with an average annual electricity demand of approximately
4.7MWh (around 12.8 kWh per day).

7.3.2 Climate data

The temperature data is from the Australian Bureau of Meteorology. We used outdoor dry bulb
temperature data from the neighbouring weather stations (Observatory Hill for Sydney, Brisbane City
for Brisbane, Olympic Park for Melbourne, West Terrace for Adelaide and Perth Metro for Perth). The
data is for the calendar year 2019. The minimum, maximum and average dry-bulb outdoor temperatures
are given in Table 7.1.

7.3.3 PV generation data

For PV generation, we use data provided by Solar Analytics.3 We selected fifty postcodes located in
each city and extracted the corresponding solar profiles from the Solar Analytics dataset. Average

2www.data.gov.au
3www.solaranalytics.com
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Table 7.1: Minimum, maximum and average dry-bulb outdoor temperature for the calendar year 2019
from the Australian Bureau of Meteorology.

City Minimum (◦C) Maximum (◦C) Average (◦C)

Sydney 6.2 39.3 18.8
Brisbane 7.6 41.0 21.6
Melbourne 2.4 43.2 15.7
Adelaide 2.3 46.2 17.5
Perth 2.1 41.8 18.6

annual values of PV system generation p−ave, is given in Table 7.3.

7.3.4 Output variables

Variables of interest in our study are (i) electricity cost-saving; (ii) PV self-consumption, defined as:

SC =

∑K
k=1min(p+k , p

−
k )∑K

k=1 p
−
k

× 100, (7.3)

where p+k represents total electricity demand at time k, and p−k is PV generation at time k.

7.3.5 Selection of PCM melting point

To select the optimal PCM melting point, we investigate its impact on electricity cost-saving and PV
self-consumption. To do so, we run yearly simulations for all the sites in all the cities, considering
melting points of 21 ◦C (MT21), and 23 ◦C (MT23). The results are summarised in Table 7.2. In all the
cities except Brisbane, the melting point temperature of 21 ◦C results in more than 40% in electricity
cost-saving; for Melbourne, this value is as high as 70%. In Brisbane, MT21 reduces the electricity
cost by only 2.4%. Overall, the difference in cost-savings between MT21 and MT23 is smaller in cities
with warmer winters compared to cities with colder winters. On the other hand, different melting points
have a small impact on the reduction in PV self-consumption. The same trend is observed for two
different PV capacities (5 kW and 8 kW). Against this backdrop, we chose MT21 for further analysis.

Table 7.2: Electricity cost-saving and PV self-consumption reduction for PCM melting points of 21 ◦C
(MT21) and 23 ◦C (MT23), and PV sizes of 5 kW and 8 kW.

Electricity cost-saving PV self-consumption reduction

City 5 kW 8kW 5kW 8kW

MT21 MT23 MT21 MT23 MT21 MT23 MT21 MT23

x̄($) x̄($) x̄($) x̄($) x̄(%) x̄(%) x̄(%) x̄(%)

Sydney 174.98 113.09 167.64 107.81 1.50 1.49 1.13 1.05
Brisbane 100.58 98.23 91.72 88.73 1.45 2.73 0.99 1.91
Melbourne 306.08 180.40 291.90 171.91 2.30 1.66 1.77 1.18
Adelaide 253.94 168.89 239.40 158.00 2.56 2.64 1.89 1.83
Perth 153.89 109.35 138.09 81.56 2.65 3.73 1.92 1.84
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7.3.6 Simulation scenarios

The simulation scenarios consider two different HVAC controls, HEMS and deadband control (DB),
both with or without PCM; this gives four scenarios, capturing all four combinations:

1. DB (deadband control without PCM)

2. DB-PCM (deadband control with PCM)

3. HEMS (HEMS without PCM)

4. HEMS-PCM (HEMS with PCM)

The setpoint is 21 ◦C and 23 ◦C for the heating and cooling mode, respectively, with a deadband of
±1 ◦C. All simulations are run for a whole year with a half-hourly resolution.

7.4 Results and discussion

The results are split into two parts: first, we compare all four scenarios in terms of the HVAC
consumption and PV self-consumption, which serves as a baseline for further analysis. Next, we focus
specifically on the impact of PCMs on the performance of the HEMS used to control the HVAC system.

7.4.1 Scenario comparison: summary statistics

Table 7.3 summarises the performance of all four scenarios for all five cities, showing PV generation
p−ave, underlying electricity demand dave (the same for all sites), HVAC consumption dHVAC,ave, and PV
self-consumption SCave. The reported values are averages across all sites (fifty for Sydney, Brisbane,
Melbourne and Adelaide, and ten for Perth).

As expected, PCMs reduce the HVAC consumption both for HEMS and deadband control. However,
there is a significant difference between the two control approaches. For deadband control, PCMs
reduce the HVAC consumption by 4.2% on average, with a maximum of 6.7% in Brisbane and a
minimum of 1.9% in Melbourne. For HEMS control, on the other hand, PCMs reduce the HVAC
consumption by 31.9% on average, varying between 28.2% in Brisbane and 34% in Sydney. The
reduction in HVAC consumption is even more pronounced when comparing HVAC and deadband
control in buildings with PCM. Adding a HEMS reduces the HVAC consumption by 37.2% on average,
with a maximum of 39.3% in Sydney and a minimum of 32.4% in Brisbane.

By contrast, PCMs reduce PV self-consumption in all cases except for Brisbane, where PCMs
increase PV self-consumption by 0.5% in the case with the deadband control. However, the reduction
in PV self-consumption is higher when HEMS is used for HVAC control; on average, PCMs reduce PV
self-consumption by 2.1%, whereas the reduction with the deadband control is only 0.5%.
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Table 7.3: Scenario comparison for a 5kW PV system showing PV generation (p−ave), underlying
electricity demand (dave), HVAC consumption (dHVAC,ave), and PV self-consumption (SCave). The
reported values are averages across all sites (fifty for Sydney, Brisbane, Melbourne and Adelaide, and
ten for Perth).

City p−ave (kWh) dave (kWh)
dHVAC,ave (kWh) SCave (kWh)

Deadband control HEMS Deadband control HEMS

NO PCM PCM NO PCM PCM NO PCM PCM NO PCM PCM

Sydney 7916.2 4685.3 2031.8 1952.1 1794.5 1184.8 2284.6 2256.9 2218.1 2099.4
Brisbane 9192.5 4685.3 1650.9 1540.3 1449.0 1040.7 2506.8 2557.3 2448.9 2315.6
Melbourne 7332.4 4685.3 3572.3 3503.9 3187.3 2132.5 2361.8 2328.8 2344.9 2176.3
Adelaide 8294.5 4685.3 3455.3 3304.5 3053.2 2104.8 2656.7 2581.3 2621.1 2408.7
Perth 9506.4 4685.3 2032.2 1951.9 1799.8 1200.1 2643.7 2627.6 2623.8 2371.9

Figure 7.4: Scenario comparison for Sydney, Brisbane, Melbourne, Adelaide, and Perth for a typical
summer week (left), and a typical winter week (right). From top to bottom: outdoor temperature,
indoor temperature, PV generation for a 5 kW system, electricity demand, and HVAC consumption
(average values across all the sites in a city). The minor grid on the x-axis indicates the times of the
changes in the time-of-use tariff, as shown in Fig. 5.1 (22:30-7:30 off-peak, 7:30-14:30 and 20:30-22:30
shoulder, and 14:30-20:30 peak).
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Table 7.4: Impact of PCMs on HEMS performance: the baseline scenario is a building with a HEMS
but no PCM. The reported values are averages across all sites (fifty for Sydney, Brisbane, Melbourne
and Adelaide, and ten for Perth). The comparison is made for two performance metrics: electricity
cost-saving and PV self-consumption reduction. The comparison is made for two PV system sizes,
5 kW and 8 kW.

City
Electricity cost-saving PV self-consumption reduction

5 kW 8kW 5kW 8kW

x̄(%) x̄($) SEx̄($) σx($) x̄(%) x̄($) SEx̄($) σx($) x̄(%) SEx̄(%) σx(%) x̄(%) SEx̄(%) σx(%)

Sydney 13.35 174.98 0.90 6.34 17.56 167.64 1.01 7.15 1.50 0.02 0.16 1.13 0.01 0.11
Brisbane 10.60 100.57 0.83 5.90 16.96 94.46 0.71 5.05 1.45 0.03 0.18 1.05 0.02 0.15
Melbourne 16.18 306.10 1.76 12.43 18.51 291.90 2.10 14.89 2.30 0.03 0.18 1.77 0.03 0.18
Adelaide 18.96 253.97 1.33 9.38 26.72 239.41 1.33 9.38 2.55 0.03 0.19 1.89 0.02 0.14
Perth 16.62 153.88 9.66 30.55 27.57 138.08 10.24 32.40 2.65 0.19 0.59 1.92 0.14 0.43

7.4.2 Scenario comparison: typical summer and winter weeks

Fig. 7.4 illustrates the performance of each scenario for a typical summer and winter week in each
city. Each plot shows outdoor and indoor temperatures, PV generation, electricity demand and HVAC
consumption (average values across all the sites in a city). The minor grid on the x-axis indicates the
times of the changes in the time-of-use tariff, as shown in Fig. 5.1 (22:30-7:30 off-peak, 7:30-14:30
and 20:30-22:30 shoulder, and 14:30-20:30 peak) to highlight the load-shifting potential of a HEMS.

A few trends are notable. First, Fig. 7.4 clearly shows the reduced HVAC demand due to the
PCM, which is more pronounced in the HEMS cases. Second, the PCM smooths out temperature
fluctuations, which is due to the increased thermal inertia. This is most obvious in the DB cases; the
PCM’s thermal inertia results in a much less frequent on/off toggling of the HVAC system, which
results in a smoother temperature profile. Third, controlling the HVAC system by the HEMS shifts the
HVAC demand from peak hours to off-peak and shoulder hours to reduce the electricity cost. That is
quite pronounced, for example, in winter in Brisbane. Comparing DB and HEMS cases shows that the
demand in the peak period (14:30-20:30) in the HEMS case is significantly reduced and shifted to the
shoulder period (7:30-14:30). Finally, the high thermal inertia due to the PCM enables preheating
and precooling, which results in an even more pronounced shift in the HVAC demand. That is clearly
visible, for example, in summer in Sydney (compare HEMS with HEMS-PCM). Observe how the
HVAC demand in the HEMS-PCM case is shifted from the peak period (14:30-20:30) to the shoulder
period (7:30-14:30).

Fig. 7.4 also illustrates how the choice of the PCM melting temperature affects the optimal HEMS
performance. Consider, for example, the summer week in Sydney. Observe how the HVAC demand
in the HEMS-PCM case is shifted to earlier in the day compared to the HEMS case. That behaviour
appears sub-optimal because running the HVAC in the middle of the day to use the free PV generation
would cost less. This seemingly suboptimal behaviour can be explained by considering the thermal
properties of the PCM. When the PCM is fully melted, it acts as an additional insulation layer that traps
the heat. Because of that, the HVAC has to cool the building down to the PCM melting point (21 ◦C in
our case) to prevent the indoor temperature from rising above the upper limit of the comfort range
(24 ◦C). That goes to show that a PCM with a higher melting point would perform better in summer.
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To investigate this behaviour of PCM in more detail, we plot Fig. 7.5 that demonstrates outdoor
and indoor temperatures, PV generation, electricity demand and HVAC consumption (average values
across all the sites in a city) for HEMS and HEMS-PCM for a summer and winter week. Moreover, for
more observation, we add the plot of the PCM state of charge to Fig. 7.5.

(a) (b)

Figure 7.5: Scenario comparison (only HEMS and HEMS-PCM) for Sydney,(a): with MT 21, (b):
with MT23, a typical summer week (left), and a typical winter week (right). From top to bottom:
outdoor temperature, indoor temperature, PV generation for a 5 kW system, electricity demand, HVAC
consumption, and PCM state of charge (average values across all the sites in Sydney). The minor
grid on the x-axis indicates the times of the changes in the time-of-use tariff, as shown in Fig. 5.1
(22:30-7:30 off-peak, 7:30-14:30 and 20:30-22:30 shoulder, and 14:30-20:30 peak).

In the summer week, using MT21 (Fig. 7.5a), the HVAC demand in HEMS-PCM is slightly less
than the HVAC demand in HEMS (almost 2.1%), which results in a marginal electricity saving (2%).
The reason is that if the PCM temperature goes beyond its melting point on a very hot summer day, it is
no longer effective to reduce the HVAC consumption. As explained above, it acts like extra insulation
that reverses the PCM effectiveness and increases the HVAC system operation. Based on this fact, and
for an optimal operation of the HVAC system in HEMS-PCM, the optimal policy is to precool the
building in off-peak hours to keep the PCM temperature around melting point (21 ◦C) during the day to
avoid undesired behaviour of the PCM. Whereas in HEMS (without PCM), the indoor temperature can
increase up to around 24 ◦C, there is less or no requirement for the HVAC system operation early in a
day during the off-peak period. As a result, the HVAC system can operate during the day when there is
an excess generation of electricity is available from the rooftop PV system. Looking at the summer
week with MT23, we observe that PCM with MT23 acts much better than MT21. The reason is that for
the effective performance of PCM, the indoor temperature can increase up to near to the PCM melting
point, which is 23 ◦C. Therefore, compared to the MT21 performance on the summer week, there is
much less demand to precool the building in off-peak hours. In this case, the HVAC system mainly
operates when the PV generation is variable. We verify our observations further by looking at the
electricity cost and the HVAC system consumption. In HEMS-PCM with MT23, compared to HEMS,
we can save about 25.4% in electricity cost and have 31.5% less HVAC demand. Moreover, from the
PCM state of charge plot in Fig. 7.5a, we observe that the stored energy in the PCM with MT23 is
27% higher than stored energy in PCM with MT21.
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Against this, for winter week (Fig. 7.5b), PCM with a lower melting point (in this work, MT21)
is more effective than PCM with a higher melting point (in this work, MT23). By integrating PCM
with MT21, in HEMS-PCM, we can save 20.2% in the electricity cost and 37% reduction in the
HVAC demand compared to HEMS. While using PCM with MT23, the cost saving is about 10%
less, and we have only a 14.2% reduction in the HVAC system consumption compared to HEMS. The
reason is in HEMS-PCM with MT21, with the reduction in the outdoor temperature, the optimal policy
tries to keep the indoor temperature around 20 ◦C. This is the indoor temperature, which requires
minimum operation of the heating system while it is within the comfort range of the householders.
This temperature (20 ◦C) is very close to the melting point of the PCM with MT21. Therefore decrease
in the outdoor temperature results in solidifying of PCM around the melting point and releasing a
considerable amount of heating during the off-peak period (in winter during the off-peak period, usually
is when the outdoor temperature is very low). This entails much less requirement for the heating system
operation to maintain the indoor temperature in the comfort range. Whereas, in the HEMS-PCM with
MT23, having PCM temperature around 20 ◦C is far from its melting point (23 ◦C), and there is not a
noticeable release of heating to the building interior. Therefore, the HVAC system operates much more
frequently during off-peak hours to keep the indoor temperature in the comfort range. The PCM state
of charge for MT21, over the winter week, is 56.7% higher than the PCM state of charge with MT23.

However, because we consider the cost for the whole year, the benefit of a PCM with a lower
melting point in winter outweighs the suboptimal performance in summer.

7.4.3 Impact of PCMs on HEMS performance

Table 7.4 summarises the analysis of the impact of PCMs on the performance of a HEMS using two
performance metrics: electricity cost-saving and the reduction in PV self-consumption for two PV
system sizes (5 kW and 8 kW). The table shows for each city: the average value across all sites x̄,
standard error of the mean value SEx̄ and standard deviation σx. For electricity cost-saving the values
are given in $ and also in %, while for the PV self-consumption reduction, all the values are given in %.

The key observation is that PCMs reduce the electricity cost by between 10.6% in Brisbane
and 19% in Adelaide. Increasing the PV size from 5 kW to 8 kW reduces the electricity cost even
further, by between 17% in Brisbane and 27.6% in Perth. By contrast, PCMs reduce self-consumption
by between 1.5% in Brisbane and 2.7% in Perth. Increasing the PV size to 8 kW increases PV
self-consumption somewhat, but compared to the base case, PV self-consumption is still reduced. The
results are summarised in Figs. 7.6 and 7.7 for a 5 kW and 8 kW PV system, respectively.

7.5 Summary

The chapter has explored the potential of PCMs in building insulation to serve as a solar sponge
to increase the self-consumption of rooftop solar PV when a HEMS optimises the operation of the
HVAC system. We used our previously developed MADP method to address the non-convexity of the
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Figure 7.6: Comparison of HEMS with PCM vs HEMS without PCM: histogram of cost-saving (left),
and reduction in PV self-consumption (right) for a PV system size of 5 kW.

Figure 7.7: Comparison of HEMS with PCM vs HEMS without PCM: histogram of cost-saving (left),
and reduction in PV self-consumption (right) for a PV system size of 8 kW.

optimisation problem used for HVAC scheduling (Chapter 5). This method is computationally efficient
and can deal with the nonlinear characteristics of the PCM.

Our study is in the context of Australia, including 50 sites in each city of Sydney, Brisbane,
Melbourne, Adelaide, and 10 sites in Perth (due to paucity of data). We used the electricity cost-saving
and the PV self-consumption as performance metrics for our analysis. For the building’ thermal
dynamic, we used the thermal model of the building that we developed in Chapter 3. While we use a
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simplified building model, we believe that the results broadly indicate the role PCMs can play in home
energy management.

We defined four scenarios of DB, DB-PCM, HEMS, HEMS-PCM. The HVAC consumption is
either an output of applying HEMS control or the deadband control. The identical underlying electricity
demand is considered for each city that excludes the HVAC system consumption. Using real-life weather
conditions, PV generation and electricity demand data, so the results are statistically representative.

First, we quantify the amount of thermal energy that can be store in the PCM. With the rough
calculate, we demonstrated that considering the occupant comfort range of 20 ◦C to 24 ◦C, and a COP
of 4.5, the PCM can store 5kwh worth of electrical energy of the HVAC system.

Afterwards, we run the simulations with two different melting points of PCM (MT21 and MT23)
and two different sizes of the PV system (5 kW and 8 kW). Based on the yearly simulation results, we
found that PCM with MT21 performed better considering the defined metrics than MT23. However,
PCM with a higher melting point (MT23) performs better than PCM with a lower temperature (PCM21)
for a very hot summer day. In contrast, in winter, MT21 outperformed MT23.

After selecting the optimal melting point of PCM, we run the simulations for all four defined
scenarios. We find that using PCM can reduce annual electricity costs by between 10.6% in Brisbane
and 19% in Adelaide. However, somewhat surprisingly, using PCM reduces PV self-consumption
by between 1.5% in Brisbane and 2.7% in Perth. The hypothesis was that the thermal mass of the
PCM would allow preheating and precooling of the building by shifting the HVAC operation to the
middle of the day, thus increasing PV self-consumption. However, the results show that adding
PCMs to the building envelope actually reduces it. While the HEMS does shift the operation of the
HVAC system to midday, this effect is overshadowed by the overall reduction in HVAC operation.
Adding a PCM to a building with an HVAC system controlled by a HEMS, namely, reduces the HVAC
consumption by around 30% in all five cities. While that results in a significant cost-saving, it reduces
PV self-consumption by around 1% to 3%. The sensitivity analysis showed that increasing the size
of the PV system from 5 kW to 8 kW increased the cost-saving, which was expected but had only a
limited impact on the PV self-consumption. The PV self-consumption increased by less than one
percentage point in all cities but remained lower compared to the base case (HEMS without PCM).
Moreover, using HEMS control on average (over all cities, all sites) reduces the HVAC consumption by
31.9%, while applying DB control, the HVAC demand reduction is 4.2% on average.

This chapter is based on [109], which I was the first author.
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Chapter 8

PV Self-consumption in PCM-buildings using
RL

This chapter is based on the deep deterministic policy gradient (DDPG) method developed in Chapter
6. However, the home energy management system (HEMS), in contrast to the HEMS in Chapter 6,
and similar to the HEMS in 7, has rooftop PV generation. The electricity consumption in the HEMS
includes both the underlying electricity load (excluding the HVAC consumption) and the HVAC system
consumption.

This work investigates many case studies (8 in total) to analyse the impact of the PV system, size
of the PV system, PCM, different electricity tariffs such as time-of-use tariff and flat tariff, lack or
presence of feed-in tariff, in combination with different weighting factors on electricity consumption,
occupants thermal comfort (indoor temperature deviation from the desired setpoint), and PV system
self-consumption in the reward function (λ in equation (8.1)). All case studies are conducted on a
five-day set of summer in Sydney.

In summary, the contributions of this chapter are twofold:

1. Demonstrating the efficacy of the developed DDPG method with sensitivity analysis through
various case studies.

2. Simulating a real-world application of the DDPG algorithm in HEMS with PCM, the HVAC
system and a rooftop PV system, using historical data of weather, PV generation and residential
demand.

This chapter progresses with a brief of the DDPG algorithm settings used in this chapter, followed
by a description of the different case studies. Next, the simulation results are showcased and discussed.
Finally, the chapter concludes with a summary.
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8.1 DDPG algorithm settings

In this work, we use the DDPG method developed in Chapter 6. Similarly, the thermal model of the
building described in Chapter 3 is used as a training environment for the DDPG agent. However, we
make a slight change in the reward function (equation (6.1)) as represented in (8.1). More importantly,
the electricity demand includes both underlying electricity demand and the HVAC consumption.
Moreover, as a complementary to the case study in Chapter 6, we consider a summer month (cooling
mode of the HVAC system) as of weather conditions focus for the case studies. Therefore, the setpoint
of the HVAC system is set to Ts = 23 ◦C.

Similar to Section 6.3, each training episode consists of a day time horizon with an hour time
resolution. The state observation is the indoor temperature of the building. However, similar to the
DDPG agent in [110], a time observation state is added as an extra state observation to the DDPG
algorithm. The time observation state makes it easy to track the time of the day during the simulations.

The reward function is defined as follows:

Rk(sk, ak) = λcg,kp
+
k − (1− λ)Tpunish (8.1)

where

Tpunish =

−0.25× |Ts − Tin,k| for |Ts − Tin,k| < 1

−|Ts − Tin,k| otherwise
(8.2)

and

p+k = PHVAC,k + Pload,k − p−k (8.3)

The DDPG training using a time-of-use tariff [111]:

cg,k =



$0.09 for PHVAC,k + Pload,k ≤ p−k

$0.21 for 1 ≤ k ≤ 7, 23 ≤ k ≤ 24

$0.39 for 8 ≤ k ≤ 9, 18 ≤ k ≤ 20

$0.37 otherwise

(8.4)

The DDPG training using a flat tariff:

cg,k =

$0.09 for PHVAC,k + Pload,k ≤ p−k

$0.30 otherwise
(8.5)

When PHVAC,k + Pload,k ≤ p−k , then cg,k is equal to the feed-in tariff, the amount paid that the
householders receive by feeding back the electricity to the grid.

The hyper-parameters for the DDPG agent are shown in Table 8.1.
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Table 8.1: Hyperparameters used in DDPG algorithm.

Hyperparameters used in DDPG value
Mini-batch size 128
Actor learning rate 1E-04
Critic learning rate 1E-03
Gradient Threshold 1
Sample time 1 hour
Target smooth factor 1E-03
Experience buffer length 1E+06
Noise variance 0.3
Noise variance decay rate 1E-06
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Figure 8.1: Set of temperature training data.

8.2 Implementation

As mentioned before, the reward function (8.1) comprises two parts of electricity cost and discomfort
(deviation from the desired setpoint). The share of each part is regulated by λ. A high value for λ
reflects the preference of the end-users to minimising the electricity cost rather than comfortability.
Finding a balance point between maintaining temperature in the comfort range and reducing electricity
cost requires trial and error by running a few training with a different value for λ.

8.2.1 Temperature data

For this work, we use the same data we employed for the city of Sydney in Chapter 7. However, we use
only summer month data (January), as illustrated in Fig. 8.1. Since we use hourly time steps in this
work, we sample the hourly data from the available half-hourly weather data presented in Chapter 7.
Weather data is replicated at least 10,000 times to train the agent for 10,000 episodes.

8.2.2 Solar PV and load data

Similar to Chapter 7, solar PV generation and electricity demand data was added as input data to the
optimisation problem. However, unlike Chapter 7, both solar and demand data used in this chapter are
from the the Solar Analytics dataset. This data was collected for the month of January from a house
in Sydney, Australia. Same as for the weather data, the half-hourly load and PV generation data is
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sampled to obtain data with hourly time resolution. Moreover, similar to the weather data used for
training, the demand and PV generation data are replicated to use for 10,000 training episodes.

8.2.3 Case studies

The DDPG agents have been trained in different environments with different parameters (8 case studies
in total). To find a balance between energy costs and thermal comfort, agents in each environment
were trained with a range of λ.

1. Thermal model

The agents are trained with the thermal model described in Chapter 7 using the weather data-set,
PV generation data-set, and load data-set as inputs to the DDPG algorithm. The simulations are
run with three different values of 0.3, 0.4, and 0.5 for λ. We recorded the optimal scheduling of
the HVAC system, the electricity cost and the discomfort using these three values for λ. Based
on the results, we find that λ with 0.3 value strikes a good trade-off between the electricity cost
and the discomfort. Therefore, the remaining agents are trained with λ values of either 0.28, 0.3,
0.305, 0.33, 0.35 or 0.4.

2. Thermal Model with PCM Removed The agents are trained using a thermal model of the
building that the PCM layer was replaced with a layer with a heat capacity of 1300 JK−1 kg−1.
Agents with λ of 0.3 is trained in this non-PCM environment.

3. Thermal Model without Solar PV The agents are trained in an environment without the PV
generation system. The agents are trained with values of 0.3 for λ.

4. Thermal model with increased solar PV Agents are trained in an environment with a larger PV
system size. To calculate the new size of the PV system, we need to calculate the total energy
consumption, including the underlying electricity load (excluding the HVAC consumption)
and the HVAC system demand. Using the PV load data set (Section 8.2.2), the average daily
electricity consumption is about 5.2 kWh. For calculating the average HVAC consumption, we
need to calculate the total energy storage capacity of the building. To do so, we first convert the
total heat capacity of the thermal model (CPCM, Ce, Ca) from JK−1 kg−1 to kWhK−1. Next, we
integrated the total heat capacity over a temperature range that PCM undergoes a phase-change
(22 ◦C to 28.5 ◦C). The calculations revealed that the total energy storage of the building is
approximately 52 kWh. Considering the HVAC with a COP of 3, the thermal load is roughly
52
3
= 17.3 kWh. As a result, the total daily energy consumption is 22.5 kWh. According to

Section 8.2.2, the daily generation of the solar PV system is approximately 9 kWh. To meet the
daily energy consumption, taking into account the generation losses, the PV system size needs to
be increased by 2.5 times. Therefore, the size of the PV system is considered as 3.75 kW, and
the agent, with a λ value of 0.4 is trained.
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Figure 8.2: Training data from APCM,0.33, showing the episode reward and the average reward (averaging
window of 31 episodes).

5. Thermal model with no feed-in tariff An agent is trained without having a feed-in tariff for
excess generation of the PV system. As a result, this environment will encourage the agent for
PV self-consumption, and this may be associated with a potential oversupply of PV generation
during the daytime. This agent was trained with a λ value of 0.28.

6. Thermal model with a flat electricity tariff In contrast to all other agents, the agent is trained
with a flat electricity tariff. In this case, we will be able to see the impact of time-invariant
pricing on the optimal scheduling of the HVAC system. The agent is trained with a λ value of
0.33.

7. Thermal model with PCM with MT24.5 An agent is trained using the thermal model of the
PCM building as a learning environment. However, against the baseline scenario, the PCM
melting point is 24.5 ◦C. This agent is trained with a λ of 0.305.

8. Thermal model without a time observation To train the agent, a baseline thermal environment
is used. However, the time observation is removed, and the state observation consists of only the
indoor temperature of the building (Tin). This agent is trained with a λ of 0.35.

8.2.4 Training

Each agent is trained for 10,000 episodes. Each episode consists of 24 hours time horizon with hourly
time steps. As an example for the DDPG training process, the training of APCM,0.4 is shown in Fig. 8.2.
As we can see, against the DDG training in Section 6.3.1 of Chapter 6, the training process does not
seem to improve steadily like in Fig. 6.1, even after training for 10000 episodes; however, the range
of oscillations are acceptable. The reason is, in this work, the agent’s learning environment contains
additional inputs, such as electricity demand and PV generation, in each episode. We used an Intel(R)
Core(TM) i5-8250U CPU for all simulations. On average, a simulation of a case study takes 38,596
seconds (almost 11 hours).
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8.2.5 Metrics

A trained agent generates a deterministic policy function. Time and internal temperature are inputs
into this function, which generates an action. The DDPG agents produce a continuous action based on
a continuous state, and a gradient function determines this continuous action. For state values outside
the training range, the action may output a value less than 0 or greater than 1. The action represents the
control of an HVAC system, where 0 represents being off, and 1 represents running at full capacity.
Consequently, if an action value is greater than 1, it is capped at 1, and if it is less than 0, it is floored at
0. A five day testing period from the training data set was used to evaluate and compare these agents.

The testing data for the evaluation consists of a five-day set of summer dry-bulb outdoor temperature,
combined with solar PV generation and underlying electricity load data as shown in Fig. 8.3. Based
on the testing data, power usage is calculated from a combination of HVAC power usage from the
agent’s action, the electricity load and the solar PV generation. The temperature transition between
time steps is calculated using the building’s thermal model developed in Chapter 3. For numerical
analysis of each agent’s performance, four metrics are defined as (i) average daily energy consumption,
(ii) average daily energy cost, (iii) average hourly deviation from the setpoint and (iv) average daily
solar PV self-consumption that are calculated as follows:

Net Energy Consumption =∑24n
k=1(PHVAC,k + Pload,k − p−k )

n

(8.6)

Energy Cost =∑24n
k=1

[
(PHVAC,k + Pload,k − p−k )× cg,k

]
n

(8.7)

Setpoint Deviation =

∑24n
k=1|Tin,k − Ts|

24n
(8.8)

As in the above equations, n represents the number of days in the sample (in this case n = 5) and k

represents the hour period. During hour k, PHVAC,k represents the energy consumption of the HVAC
system, Pload,k represents the energy consumption of the building load, and p−k represents the energy
produced by the solar PV system. The internal temperature of the building during hour k is represented
by Tin,k. The cost of electricity during hour k is represented by cg,k.

Even though these metrics provide some quantitative information about the agents’ performance,
direct comparisons between them can be difficult. It is apparent that there are intrinsic links between
these metrics: a reduction in setpoint deviation could potentially indicate increased consumption and
costs, and a rise in PV self-consumption implies higher power consumption.

The ideal approach would be to train the agents to maintain a consistent deviation from the setpoint.
However, this would require a lot of trial and error, making training time-consuming. For comparison,
one agent from each variant is chosen such that the deviation from the setpoint is relatively consistent
across the selected agents. Moreover, some environments are quite different; For instance, in an
environment with a larger PV system, the power usage will be considerably lower.
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Figure 8.3: Testing data.

8.3 Results and discussion

In this section, we analyse the trained agents’ responses to different melting points of PCM, solar
PV system size, and financial incentives. Moreover, we discuss the use of DDPG as an optimisation
technique.

The results of testing the selected agents can be found in Table 8.2. Except for ANoPV,0.3 and
AIncrPV,0.4, agents showed relatively high PV self-consumption. This is due to the increase in the size of
solar PV systems since the Solar Analytics dataset was collected, which was primarily for consumption
rather than export.

The metrics provide information about the agents’ performance and their environment. For instance,
AIncrPV,0.4 has a relatively high negative net energy consumption because of the larger size of the PV
system in its environment. Instead of observing metrics of performance, the focus of this work is on the
scheduling strategy (i.e. shifting thermal load) that would minimise costs and maximise PV generation.

8.3.1 Impact of varying PCM

Integration of PCM into the building envelope promotes precooling, as expected. This can be seen by
comparing Fig. 8.4a and 8.4b. The PCM results in 2.08 kWh lower energy consumption. The total
energy cost and average set-point deviation are very similar in the testing sample.

Using PCM reduces energy consumption by extending the time at which a comfortable temperature
can be achieved for the same amount of heat absorption. However, as stated before, the optimal
performance highly depends on PCM’s melting point. When using MT24.5 PCM, the deviation from
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Table 8.2: Comparison of metrics between the selected agents from each case study.

Variant Name
Deviation from

Setpoint
(◦C)

Net Energy
Consumption

(KWh)

Energy
Cost
($)

PV
Self-Consumption

(%)

Standard APCM,0.33 0.71 -5.17 7.40 38.39
No PCM ANoPCM,0.3 0.51 -3.09 7.10 50.43
No PV ANoPV,0.3 1.09 64.28 18.83 N/A

Increased PV AIncrPV,0.4 0.68 -109.05 -2.47 24.31
No Feed-In ANoFiT,0.28 0.69 -10.37 7.84 52.06
Flat Tariff AFlat,0.33 0.71 2.91 8.93 47.96

MT24.5 PCM APCM2,0.305 0.55 -4.92 7.86 37.75
No Time Obs. ANoTime,0.35 0.27 -2.88 7.74 48.36

the setpoint is 0.16◦C lower than in the standard PCM environment, while it uses 0.25 kWh more
energy per day. Fig. 8.4a and 8.4g show this clearly. Possibly a more comprehensive approach to
measuring thermal comfort would be to weigh higher temperatures as less comfortable than lower ones.

Taking into account the total load, energy consumption is calculated as PHVAC + Pload − p−k .
Consequently, the agent is discouraged from operating at times with high loads, as that would reduce
the reward from that particular time step. The agent is trying to maximise rewards over the entire
episode (1 day), but at peak load times, reducing energy consumption becomes a higher priority than
maintaining indoor temperature close to the HVAC system setpoint.

PV self-consumption appears to be reduced when thermal capacity increases. Table 8.2 shows that
MT24.5 PCM environment had the lowest self-consumption of 37.7%, compared to standard PCM
environment of 38.4% and non-PCM environment of 50.4%. The amount of energy removed during
precooling increases as the thermal capacity increases. The agent’s responses indicate that less cooling
is needed during the middle of the day when solar PV generation is at its peak.

PCM can reduce their energy costs as long as it is able to maintain a comfortable temperature
until the evening when the temperature drops outside and provides natural cooling. However, this
characteristic is not useful in utilising PV generation, as self-consumption declined as more thermal
load was shifted.

8.3.2 Impact of varying solar PV

In the absence of a PV system, the net energy consumption and cost increased. In addition, a larger
PV system reduced energy consumption and cost. This can be observed in Table 8.2, comparing
the results of APCM,0.33, ANoPV,0.3 and AIncrPV,0.4. The agent without the PV system mainly relies on
precooling to maintain the internal temperature in the desired range. While in the agent with the PV
generation, midday cooling, when the solar PV generation is available, can be used as a supplementary
strategy. Therefore, a large difference was observed between scenarios with and without the PV system.
It is worth noting, however, changing the size of the PV system does not have an impact on HVAC
scheduling (refer to Fig. 8.4c and 8.4d).

The increase in generation capacity, AIncrPV,0.4 in Fig.8.4d compared to APCM,0.33 in Fig. 8.4a, the
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(a) APCM,0.33
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(b) ANoPCM,0.3
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(c) ANoPV,0.3
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(d) AIncrPV,0.4
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(e) ANoFiT
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(f) AFlat
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(g) APCM2
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Figure 8.4: Graphical testing results of the selected agents.
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HVAC system works frequently and cycles from cooler to warmer throughout the day to maintain the
internal temperature in a building very near the setpoint. Hence, this agent is not effective in utilising
increased PV generation.

Despite this, there are benefits to feeding-in excess power at the feed-in tariff rate, and these benefits
increase as the system size increases. An alternative strategy is not to use precooling but to use
generated electricity for bulk cooling instead at midday. In part, the length of the training episode may
deter agents from engaging in this alternate strategy. By cooling in bulk at midday, a daily reward may
not maximise its benefits since these benefits may only be realised the following day, while outside of
the training episode.

8.3.3 Impact of varying financial incentives

A time-of-use tariff plays a major role in precooling strategy. With the time-of-use tariff employed in
this chapter, economically, it is more beneficial to consume less energy during the day. The reason is
the electricity has a higher price during the day. In addition, the excess electricity generated by the PV
system that is not required for maintaining the indoor temperature in the desired comfort range can be
sold back to the grid under the feed-in tariff. The first reason seems to be the primary reason as the
agent in AFlat’s strategy demonstrates acting like a thermostat. This can be confirmed further in Table
8.2 as the corresponding PV self-consumption is nearly 48%.

With the removal of the feed-in tariff, excess generation of the PV system could not be sold to
the grid, so keeping the temperature close to the setpoint during the day was the sole incentive. As a
result, primary precooling was replaced by a more balanced precooling schedule, refer to Fig. 8.4e.
Furthermore, this shift led to a significant increase in PV self-consumption, from 38.4% by APCM,0.33

to 52.1% by ANoFiT,0.28.
Removing the feed-in tariff, the agent was forced to maximise PV self-consumption to maximise

the reward. Maximising PV self-consumption resulted in an increase in peak energy consumption,
which is concerning.

8.3.4 DDPG as an optimisation technique

In the model-free RL, there is no need for a model of the system dynamics. However, the model is
used as a learning environment for the RL agent. In light of this, in this work, the thermal model of the
building developed in Chapter 3 is used as a training environment for the DDPG agent. The agent
gets only two pieces of information: state observations (in this case, the indoor temperature and time
of day) and the reward. A desired performance of the DDPG can be achieved by defining a more
comprehensive reward function. However, in this chapter, we aim to illustrate the potential of DDPG
as an optimisation method, despite very basic input information

However, complexity is almost always at the expense of computation time. Unlike a simple reward
function, a complex reward function requires more training since each component of the reward
function must be explored in relation to the agents’ actions. The same holds for the state observation;
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additional variables in the state (such as the outdoor temperature) bring more accurate predictions
about the expected reward but require more time for taring the agent.

Several trials and errors were conducted in order to determine the training duration. It was found
that training sessions with a smaller number of episodes (3000, 5000) still produced acceptable solution
quality, but it was not robust for all agents. Since an agent has a limited quantity of action space and a
considerable portion of its reward function is based on the outside temperature - an aspect beyond its
control, gross optimal scheduling strategies could be determined relatively quickly. By further training,
we were able to smooth the responses and fine-tune the optimisation.

The training horizon for the agents was 24 hours, meaning that the agents optimised decisions to
suit that time frame. Although this was the case, the agents managed to chain together consecutive
days of responses in a logical manner. Optimisation could be conducted over a longer time frame,
with longer training time being the only downside. The increased training time is due to the backward
propagation of information relevant to the critic (Q-value function) since the critic is estimating future
rewards of all subsequent time steps until the end of the episode. In other words, moving backwards
in time toward earlier state observations will lead to a greater degree of uncertainty in the Q-value
function. As the training episode lengthens, more trials are required for good critic predictions at the
beginning of the training.

Compared to other research on PCM and DDPG optimisation, this study implements DDPG using
a time observation. Despite being trained with timing-sequential data, the agent does not automatically
take time-sequenced actions without time as part of the state observation. The gradient parameters are
updated using randomly sampled (sk, ak, rk, sk+1) tuples, and these random samples ignore the order
in which the tuples are added to memory. As a result, the agent only takes action based on observation
of the current state. If this observation only includes the internal temperature, a temperature in the
morning that is the same as a temperature in the evening will result in the same response, even though
these are very different situations and should require independent actions. A clear example of this is
the unique response of ANoTime, Fig. 8.4h.

8.4 Summary

In this chapter, the sensitivity of the developed DDPG method in Chapter 6 is examined thoroughly
in a range of scenarios. The scenarios are designed to explore how the PV system, its size, the
PCM, feed-in tariffs, various tariff designs, and the preferences of the householders will impact the
DDPG algorithm outputs. In the sensitivity analysis, electricity cost, PV self-consumption, and total
temperature discomfort are used as metrics.

It has been observed that PCM shifts cooling demand away from hours when PV generation is
highest. Thus, PCM integration with HEMS lowers PV-self consumption, as observed in Chapter 7.

During the hot summer days, solar PV generation significantly reduced electricity costs. In
particular, when the cost associated with the thermal discomfort far exceeded the cost of running the
HVAC system. Agents with different sizes of PV systems gave the same results, showing that the
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HVAC system’s scheduling is not affected by the PV system’s size. Selling any excess PV generation
back to the grid was more beneficial in this instance. It is evident that focusing only on scheduling may
not be sufficient to analyse the impact of an increase in PV system size.

Using a flat tariff unlike a time-of-use tariff, the HVAC system operates in accordance with outside
temperatures. As a result, PV self-consumption increases, but at the expense of higher peak electricity
demand. The PV self-consumption can be improved by eliminating feed-in tariff and additionally get
benefits of using the thermal mass of the building to shift the cooling demand.

This chapter is based on [112], which I co-supervised.
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Chapter 9

Conclusion

This chapter presents an overview of the contributions made in this dissertation in light of the research
questions outlined in Chapter 1. To begin with, Section 9.1 presents a summary of the results discussed
in the preceding technical chapters. Next, Section 9.2 outlines general ideas and directions of potential
future work.

9.1 Summary of results

As discussed in Chapter 1, in recent years, demand response (DR) programs have proved helpful in
managing peak demand and meeting sustainability goals, enabling efficient use of the smart grid.
Heating, ventilation, and air conditioning (HVAC) loads in buildings constitute a large proportion of
the total energy consumption of households. Accordingly, a flexible and efficient operation of these
devices can aid power utilities in meeting load management objectives while reducing consumers’
electricity bills. The emergence of promising new technologies, such as phase change materials
(PCMs), lightweight buildings envelope can serve as thermal energy storage, which improves energy
efficiency and allows occupants to offer grid services like peak demand reduction.

To begin with, Chapter 2 reviewed the potential of using buildings envelopes as thermal energy
storage for demand response. This is followed by a review of PCM application in buildings starting from
PCM thermo-physical properties, different types of PCM, and the type of PCM used in this thesis. The
review is extended to literature that investigated the optimal performance of PCM and co-optimisation of
PCM with distributed energy resources (DERs). Alas, despite the plethora of literature on energy-saving
and seeking the optimal performance of PCM that can achieve in PCM-integrated buildings, still PCM
has not found their way into real-world home energy management systems (HEMS) applications. The
literature generally lacks to address the search for the optimal performance of PCM as an optimisation
problem and, more importantly, highlight the challenge that the nonlinear feature of PCM puts in the
corresponding optimisation problem in HEMS. Therefore, Chapter 2 continues by introducing HEMS
as a way to formulate the PCM HEMS optimisation problem. This is followed by reviewing methods
that are extensively used for solving the HEMS problem. The methods including LP, MILP, MINLP,
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and heuristic approaches such as GA, to name a few, are incapable of solving the PCM HEMS problem
as the distinctive nonlinear feature of the PCM makes the corresponding PCM HEMS problem a
nonlinear nonconvex optimisation problem.

Before exploring the main challenges imposed by solving the nonlinear, nonconvex optimisation
problem of the PCM HEMS, the complexity of PCM performance should be addressed. Therefore,
Chapter 4 conducted a wide range of simulations to demonstrate that PCM optimal performance
considerably depends on different factors such as geographical location, PCM melting point, duration
of precooling and preheating, setting points of the HVAC system, thickness and location of PCM in
the buildings envelope. Reduction in the HVAC demand, increase in the demand shift and improving
the thermal comfort were used to define PCM’s optimal performance. The benefit of using PCM in
terms of the HVAC demand reduction and the shift was witnessed in all cities. However, using PCM
became more encouraging for the cities of Hobart and Melbourne as the results showed the annual
HVAC demand was reduced even when compared with heavy constructions like brick-wall buildings.
Moreover, It was observed that there is a correlation between the optimal melting point of PCM and
the average outdoor air dry bulb temperature (°C) of the city where PCM is used. The cities with lower
average temperatures have a lower optimal melting point for PCM.

Along these lines, this dissertation addresses three main challenges that hamper the realistic
implementation of HEMS in PCM-integrated buildings.

The first challenge lies in addressing a nonlinear nonconvex nature of the HEMS optimisation
problem in PCM-integrated building enforced by the nonlinear feature of PCM specific heat capacity.
Overcoming this challenge, therefore, results in solving an optimisation method in HEMS that consists
of a layer of PCM as a thermal storage system, rooftop solar photovoltaic (PV) system as a generation,
and the HVAC system as a controllable device. The objective is to minimise the electricity cost while
maximising the PV self-consumption and maintaining occupants thermal comfort. The objective
function is formulated in a way to account for customers preferences in terms of trade-off electricity
cost and thermal comfort.

As a first step towards addressing this challenge, Chapter 3 proposes a simplified thermal model
of a typical building in Australia. The model is presented with a second-order ordinary differential
equations (ODEs) and is enough to approximate a typical building to an acceptable accuracy in the
outcome when its performance compares to EnergyPlus software. This simplified model provides a
good balance between complexity and accuracy. As a result, its inclusion in the formulation of the
HEMS optimisation problem cannot enforce an extra unnecessary computational burden.

Having the simplified model of the building, in Chapter 5, we formulated the PCM HEMS
optimisation problem as an Markov decision process (MDP) and proposed computationally-efficient
approximate dynamic programming. The method is based on dynamic programming (DP). However,
DP suffers from the curse of dimensionality, which means the runtime of the DP algorithm increase
exponentially with an increase in time horizon or variables of the problem. Therefore, to speed up the
DP algorithm, a few techniques from AI, such as state-space approximation, multi-time scale MDPs,
and artificial neural network (ANN) function approximation, were applied in three separate steps. As a
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first step, for approximating the state-space, we rounded the transition functions outputs in each time
step to the nearest multiple of 0.1. As a second step, and in an attempt to speed up the DP algorithm
performance further, the original large MDP is divided into multiple smaller MDPs across the time
horizon of the problem. In more detail, the original MDP is converted into small MDPs that are
connected successively and solved iteratively using a backward fashion. It is mathematically proven
that the solution from multi-time scale MDPs is precisely the same as that of solving the original large
scale MDP using the VI algorithm (refer to the Appendix). And finally, in the third step, identifying
the main bottleneck of the algorithm, second-order ODEs transition functions are replaced with ANN
that is trained offline. Putting all these three steps together results in the computationally efficient
multi-timescale approximate dynamic programming (MADP) algorithm that demonstrated superior
computational performance compared to a direct application of DP while maintaining acceptable
solution quality.

The second challenge lies in generalising the optimisation method of PCM HEMS to make it
applicable to buildings with different design and construction types without affecting the algorithm’s
performance. The proposed MADP method in Chapter 5 requires an explicit thermal model of the
building under control. Considering the wide variety of building design and construction types,
developing and verifying the thermal model for each individual building is infeasible. Moreover, due to
discretisation in the MADP method, the MADP cannot continuously control devices such as the HVAC
system. Therefore there is a possibility that the solution is a suboptimal solution rather than an optimal
solution. Overcoming this challenge, in Chapter 6, we developed a model-free actor-critic on-policy
reinforcement learning method based on deep deterministic policy gradient (DDPG). The DDPG
method, as the name implies, requires no explicit model of building dynamics. Nonetheless, despite
the remarkable advantage of model-free RL, we still rely on model-based methods such as MADP for
full access to the underlying system dynamics to evaluate their solution quality. The developed DDPG
algorithm is numerically demonstrated to converge to an acceptable solution quality by benchmarking
against the proposed computationally-efficient MADP.

The third challenge is to solve a large scale optimisation of PCM HEMS, to investigate the feasibility
of PCM as an alternative to a battery storage system in PCM HEMS. In particular in Chapter 7, using
the MADP method (Chapter 5 ), we conducted a large number of optimisation (210 in total) on selected
residential buildings in five cities of Australia to assess the PCM’s impact on electricity cost-saving and
PV-self consumption. Surprisingly, the results showed that using PCM reduces PV self-consumption
as PCM reduces the overall consumption of the HVAC system. Integrating PCM to the HEMS reduces
the HVAC consumption by around 30% in all five cities. This work paves the way for householders
to consider using PCM but now with the ability to envision their application in integration with PV
generation in terms of electricity cost-savings, maximising PV self-consumption and improving the
occupant comfort.

And finally, as a complementary to Chapter 6, Chapter 8 conducted extensive case studies (8 in
total). The case studies investigate the sensitivity of the DDPG performance to the choice of factors
such as end-users preference (trade-off cost and thermal comfort), different PV system size, absence or
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integration of PCM, and different electricity tariffs, including time-of-use tariff and flat tariff. The
case studies are simulated for five-day set of summer in Sydney. Same as Chapter 7, results showed
that using PCM is not advantageous in utilising midday PV generation. As a result, we witnessed a
reduction in PV self-consumption and a shift in the HVAC demand to the earlier hours of the day.

Table 9.1, matches the research questions that are outlined in Chapter 1 of this thesis with the
relevant chapter that attempted to answer them.

Table 9.1: Map research questions outlined in Chapter 1 to the relevant chapter that answered the
research question.

Research Questions outlined in Chapter 1
Chapter answered
the question

RQ1- What is the impact of different factors, including the geographical
location, operational conditions of the HVAC system (duration of precooling
and preheating, and setting points of the HVAC system), physical properties
of PCM (melting point, thickness, location in the envelope), on PCM performance
in particular electricity cost-saving and shift in the space heating and cooling

demand, in the context of Australia? Chapter 4

RQ2- What is the powerful and computationally efficient method to optimise
the operation of controllable devices such as the HVAC system in HEMS

consisting of PCM as a storage system and rooftop PV system as a distributed
generation? In particular, the method needs to handle the nonlinearity of the

corresponding optimisation method, deliver an acceptable solution quality and
be executable on a smart meter with limited computational power and memory. Chapter 5

RQ3- What is the simplest model that can be used to be represented by
low-order of ODEs (less computational cost) and at the same time serve as
an acceptable representative model of a typical lightweight building in Australia?
How can we validate the performance of the developed model? Chapter 3

RQ4- How can we generalise the optimisation method in HEMS with PCM to
be used as an embedded algorithm installed in the existing smart meters in
buildings regardless of the buildings’ design and construction types? Chapter 6

RQ5- How far can we trust in model-free reinforcement methods compared
to model-based methods such as DP? Chapter 6

RQ6- To what extent can we use PCMs as an alternative to battery storage
systems to reduce electricity costs and maximise PV self-consumption? Chapter 7

RQ7- How can different preferences of householders (trade-off between
electricity cost and householders’ comfortability), different electricity tariffs
design, and the different scale of the PV system affect the HEMS

performance in managing the cooling demand on hot summer days in Sydney?

Chapter 8
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9.2 Future work

The work presented in this thesis puts a step forward towards a real-world integration of PCM in
conjunction with DERs to HEMS. However, there are still many gaps to be filled and challenges to be
solved in this matter. Thus, the work presented in this dissertation can be extended into the following
directions:

• The thermal model of a typical building developed in this thesis can be improved further by
considering a more detailed multi-zone design of the building that includes external heat gains
and householders’ activities associated with heat gains. In this case, the proposed MADP method
(presented in Chapter 5) can be applied as a data-driven tool, using the output data of the building
simulation software such as EnergyPlus that can simulate a more complicated building structure.

• In this thesis, in the formulation of the MDP, the exogenous information, such as weather
conditions, electricity demand and PV solar generation, are treated as deterministic. To improve
the quality of the solution in real-world settings, forecasting methods should be applied as
part of solving the HEMS optimisation problem to take into account the stochasticity of the
MDP’s inputs. However, the developed model-free DDPG RL model of the PCM-building that is
presented in this thesis can be used without any substantial change to incorporate the stochasticity
of the learning environment.

• The main reason that might hinder using techniques such as MADP and RL for energy management
in actual buildings is the lack of experimental results to prove the capabilities of these methods
in practice. In more detail, future works require simulating real-time energy management in
HEMS at least through a laboratory-level testbed.

• In this thesis, we considered a large number of PCM-integrated buildings with rooftop PV to
investigate the PCM impact on electricity cost-saving and PV self-consumption. However, as a
further step toward reality, the buildings should be considered with different occupant heat gain
activities and, importantly, taking into account different preferences of end-users for trade-off
electricity-saving and thermal comfort. The multi-agent model-free RL method can be used as a
methodology to solve multiple PCM HEMS to maximise the potential for DR.

• The long-term benefit of PCM application on residential customers’ energy cost saving and
improving comfort needs to be investigated by considering the cost of PCM installation, simulating
a scenario close to practical application. Furthermore, the impact of PCM can be studied in
terms of the benefits that it can provide on power distribution networks.

Taken together, the advances presented in this dissertation brings the implementation of PCM
integration to buildings several steps closer to reality.
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[15] Keerthisinghe, Chanaka and Verbič, Gregor and Chapman, Archie C, A fast technique for smart
home management: ADP with temporal difference learning, IEEE Transactions on Smart Grid
9 (4) (2018) 3291–3303.
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[38] Al-Yasiri, Qudama and Szabó, Márta, Incorporation of phase change materials into building
envelope for thermal comfort and energy saving: A comprehensive analysis, Journal of Building
Engineering (2020) 102122.

[39] Behzadi, Sam and Farid, Mohammed Mehdi, Energy storage for efficient energy utilisation in
buildings, International High Performance Buildings Conference at Purdue, July 12-15, 2010
(2010).

107



[40] Qureshi, Waqar A and Nair, Nirmal-Kumar C and Farid, Mohammad M, Impact of energy
storage in buildings on electricity demand side management, Energy conversion and management
52 (5) (2011) 2110–2120.

[41] Halford, Christopher K and Boehm, Robert F, Modeling of phase change material peak load
shifting, Energy and Buildings 39 (3) (2007) 298–305.

[42] Khudhair, AM and Farid, MM, Use of phase change materials for thermal comfort and electrical
energy peak load shifting: experimental investigations, in: Proceedings of ISES World Congress
2007 (Vol. I–Vol. V), Springer, 2008, pp. 283–288.

[43] Ramakrishnan, Sayanthan and Wang, Xiaoming and Sanjayan, Jay and Wilson, John, Thermal
performance of buildings integrated with phase change materials to reduce heat stress risks
during extreme heatwave events, Applied energy 194 (2017) 410–421.

[44] Ascione, Fabrizio, Energy refurbishment of existing buildings through the use of phase change
materials: Energy savings and indoor comfort in the cooling season, Applied Energy 113 (2014)
990–1007.

[45] Rahimpour, Zahra and Faccani, Alice and Azuatalam, Donald and Chapman, Archie and Verbič,
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Appendix A

Proof of the multi-timescale approach

Here we briefly explain the proof of the multi-timescale approach presented Section 5.2-B. The proof
is based on a generalised Bellman equation [22]

V = C + PTV. (A.1)

The model is valid if it satisfies (A.1) for any P and C, with limi→∞ Pi = 0, where i is the number of
the MDPs in the model. For any valid model, we can update the value function through lookahead or
backup operation as follows:

Vk+1 = C + PTVk. (A.2)

As long as the model is valid, it converges to the same value function regardless of the number of steps:

V∞ =
∞∑
i=0

PT i

C = V (A.3)

To prove that the solution of a multi-timescale MDP is the same as the solution of an one-step MDP,
we need to prove that an i-step model formulation satisfies the generalised Bellman equation (A.1).

Theorem 6.1: A multi timescale or an n-step model that has a general form (A.4) satisfies the
generalised Bellman equation (A.1).

C(n) =
n−1∑
i=0

(
PT
)i
C, (A.4a)

C(n)T sk = E(c(n)k |sk), (A.4b)

where c
(n)
k =

∑n
i=1 ck+i is the n-step truncated return starting from state sk.

Proof: We combine P and C and the initial value s0 into a matrix M :

M =

(
s0 CT

0 P

)
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If the vector V is also augmented by adding an initial component whose value is always 1, then the
generalised Bellman equation (A.1), can be written as

V = MTV. (A.5)

Same as before, we consider model M to be valid if and only if it satisfies (A.5). For any valid model
Mi, the composed model

n∏
i=1

Mi is also valid because

n∏
i=1

(Mi)
T V =

n∏
i=1

MT
i V = V (A.6)

Note that M has been constructed such that it is valid only if the corresponding P and C are valid.
Therefore, (A.6) proves the validity of the n-step model (A.4). ■
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