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ABSTRACT 

 

The importance of commercial real estate is clearly shown by the role it plays, 

worldwide, in the sustainability of economic activities, with a substantial global impact 

when measured in monetary terms. 

This study responds to an important gap in the built environment and turnaround 

literature relating to the likelihood of a successful distressed commercial property 

financial recovery. The present research effort addressed the absence of empirical 

evidence by identifying a number of important factors that influence the likelihood of a 

successful distressed, commercial property financial recovery.  

Once the important factors that increase the likelihood of recovery have been 

determined, the results can be used as a basis for turnaround strategies concerning 

property investors who invest in distressed opportunities. A theoretical turnaround 

model concerning properties in distress, would be of interest to ‘opportunistic investing’ 

yield-hungry investors targeting real estate transactions involving ‘turnaround’ 

potential. Against this background, the main research problem investigated in the 

present research effort was as follows:   

 

Determine the important factors that would increase the likelihood of a 

successful distressed commercial property financial recovery. 

 

A proposed theoretical model was constructed and empirically tested through a 

questionnaire distributed physically and electronically to a sample of real estate 

practitioners from across the globe, and who had all been involved, directly or 

indirectly, with reviving distressed properties. An explanation was provided to 

respondents of how the questionnaire was developed and how it would be 

administered. The demographic information pertaining to the 391 respondents was 

analysed and summarised. 

  

The statistical analysis performed to ensure the validity and reliability of the results, 

was explained to respondents, together with a detailed description of the covariance 

structural equation modelling method used to verify the proposed theoretical 

conceptual model. 
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The independent variables of the present research effort comprised; Obsolescence 

Identification, Capital Improvements Feasibility, Tenant Mix, Triple Net Leases, 

Concessions, Property Management, Contracts, Business Analysis, Debt 

Renegotiation, Cost-Cutting, Market Analysis, Strategic Planning and Demography, 

while the dependent variable was The Perceived Likelihood of a Distressed 

Commercial Property Financial Recovery. 

After analysis of the findings, a revised model was then proposed and assessed. Both 

validity and reliability were assessed and resulted in the following factors that 

potentially influence the dependent variables; Strategy, Concessions, Tenant Mix, 

Debt Restructuring, Demography, Analyse Alternatives, Capital Improvements 

Feasibility, Property Management and Net Leases while, after analysis, the dependent 

variable was replaced by two dependent variables; The Likelihood of a Distressed 

Property Turnaround and The Likelihood of a Distressed Property Financial Recovery. 

The results showed that Strategy (comprising of items from Strategic Planning, 

Business Analysis, Obsolescence Identification and Property Management) and 

Concessions (comprising of items from Concessions and Triple Net Leases) had a 

positive influence on both the dependent variables. Property Management (comprising 

of items from Business Analysis, Property Management, Capital Improvements 

Feasibility and Tenant Mix) had a positive influence on Financial Turnaround variable 

while Capital Improvements Feasibility (comprising of items from Capital 

Improvements Feasibility, Obsolescence Identification and Property Management) 

had a negative influence on both. Demography (comprising of items only from 

Demography) had a negative influence on the Financial Recovery variable. The 

balance of the relationships were depicted as non-significant.  

 

The present research effort presents important actions that can be used to influence 

the turnaround and recovery of distressed real estate. The literature had indicated 

reasons to recover distressed properties as having wide-ranging economic 

consequences for the broader communities and the countries in which they reside. 

The turnaround of distressed properties will not only present financial rewards for 

opportunistic investors but will have positive effects on the greater community and 

economy and, thus, social and economic stability.  
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With the emergence of the COVID-19 pandemic crisis, issues with climate change and 

sustainability, global demographic shifts, changing user requirements, shifts in 

technology, the threat of obsolescence, urbanisation, globalisation, geo-political 

tensions, shifting global order, new trends and different generational expectations, it 

is becoming more apparent that the threat of distressed, abandoned and derelict 

properties is here to stay, and which will present future opportunities for turnaround, 

distressed property owners, as well as future worries for urban authorities and 

municipalities dealing with urban decay.  

 

The study concluded with an examination of the perceived limitations of the study as 

well as presenting a comprehensive range of suggestions for further research. 
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CHAPTER ONE: THE RESEARCH BACKGROUND 

 

1.1 INTRODUCTION 

 

The real estate industry refers to land and buildings as real estate assets (Gibson, 

1994), in which the built environment can be described (EPRA, 2012) and is known to 

be one of the biggest components of any society’s wealth, since real estate in general 

is crucial for influencing the economic circumstances of people and organisations (Ling 

& Archer, 2017). Thus, one can deduce that real estate is an exceptionally valuable 

asset to most economic actors of any economy, since real estate is symbolic in terms 

of stability and independence, for those economic actors (Lowies, Hall, & Cloete, 

2016). Furthermore, all organisations see real estate as a core and necessary 

resource for their operations to adequately function (Gibson, 1994), since real estate 

provides the accommodation for those organisations to house their economic and 

other activities. Moreover, all people require real estate to provide shelter, for survival 

and for self-expression (de Vries, de Jonge & Van der Voordt, 2008). 

 

In terms of any economy, real estate contributes substantially to the economic activity 

of economies around the world (Boschoff & Seymore, 2016) and has being estimated 

to represent approximately 25% of total global economic wealth (Ling & Archer, 2017; 

World Wealth Report, 2013). Real estate was estimated at some point in recent times 

to comprise of around 60% of the value of all global assets (Barnes, 2016), therefore, 

making real estate one of the largest global markets (Allmon, Haas, Borcherding & 

Goodrum, 2000; Liapis, Kantianis & Galanos, 2014;).  

 

According to a Savills World Research 2016 report, the value of all developed real 

estate (residential, commercial, industrial and agricultural land) globally amounted to 

about US$217 trillion; or 2.7 times the global gross domestic product (GDP) at the time 

(Barnes, 2016).  

 

As indicated at the time by Tostevin (2017), China had the most global real estate 

market assets (by value) at US$42.7 trillion or 21% of global real estate value, followed 

by the United States at US$42.1 trillion, where China and the United States combined 



2 
 

accounted for 42% (about 21% each) of global property value. Adding to this, Japan, 

the United Kingdom, India, Germany, France, Brazil, Italy and Russia accounted for 

28%, while the remaining 30% represented the rest of the world (Tostevin, 2017) 

 

Generally, institutional-grade real estate includes those properties that are likely to 

have the capacity to meet the general institutional investment criteria set and are 

sought after by institutional property buyers (White & Gray, 1996). PGIM Real Estate 

Investment research provided a global estimate of investable real estate stock to be 

US$27 trillion at the end of 2016 (PGIM, 2017). According to 

PricewaterhouseCoopers, the global stock of institutional-grade real estate was likely 

to expand to US$69.0 trillion by 2030, which included residential real estate, 

commercial real estate and infrastructure. Emerging economies will most likely 

account for most of this expansion in investable real estate, due to economic 

development, improvements in the quality of tenants and less risks around property 

rights (PwC, 2014a). PGIM Real Estate Investment research showed that in 2016, the 

United States, China, Japan, Germany and the United Kingdom combined totalled 

about 59% of the global investable real estate market, with the US in the lead 

accounting for 30% followed by China at 10%. By 2026, PGIM Investment research 

anticipates that both China and the United States together will account for close to half 

of the global investable real estate stock by value (PGIM, 2017), while the European 

share of the global value was likely to have a negative trend in the years ahead 

(Newell, 2016; Pramerica Real Estate Investors, 2012). 

 

In the Savills World Research 2016 report, around 75% of the total global real estate 

value of US$217 trillion was residential, while 13% was commercial and 12% was 

agricultural (Barnes, 2016). Real estate markets are becoming more international with 

each year that goes by and this is particularly true and applicable to the commercial 

real estate market. Commercial real estate accounts for a large portion of the total real 

estate market (Rodrigues de Almeida & Buehler, 2015). Commercial real estate 

includes occupied land and the structures or buildings on that land, all for which is held 

for investment purposes by property owners or investors for the intent of generating a 

steady income for those owners or investors (ESRB, 2015).  
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So, in other words, commercial real estate should include those properties that are 

retail, office, warehouse-related, light industrial, leisure-related, hotel-related and can 

entail some forms of infrastructure, but does not include residential properties (EPRA, 

2012), however, commercial real estate does include those residential properties that 

are leased out for commercial intent (ESRB, 2015). 

 

Commercial real estate, like real estate in general, is of great importance to the wealth 

of countries (Akinsomi, Mkhabela & Taderera, 2018; Karakozova, 2005). In addition 

to delivering and managing important infrastructure for entrepreneurial activity, the 

commercial real estate property sector is an essential source of employment and 

economic development (EPRA, 2016). Furthermore, commercial properties in general 

are a significant asset class (Leone & Ravishankar, 2018; Newell, Adair & McGreal, 

2010; Newell & Razali, 2009), especially for institutional property investors (Newell & 

Razali, 2009).  

 

The importance of commercial real estate is clearly shown by the role played in the 

sustainability of economic activities, the venues for commercial trading, marketing, 

service delivery (Oyedokun, Oletubo & Adewasi, 2014) and nearly all business 

operations (Akinsomi, et al; 2018; Karakozova, 2005). Commercial properties are thus 

embedded in most segments of an economy, driving such segments at local, national 

and international levels. As noted earlier, commercial properties are applicable to 

office-oriented businesses, retailing, distribution, leisure and public infrastructure 

(Scheidt & Ozur, 2017).  

 

Commercial real estate has a global impact that can be measured in the trillions of US 

dollars (Scheidt & Ozur, 2017). In 2017, the global value of the commercial real estate 

sector had been estimated to be US$28.6 trillion (EPRA, 2017). The Savills World 

Research 2016 report revealed that close to half of the total global commercial real 

estate value resided in North America and just over a quarter in Europe, while Asia 

and Australasia were at 22%, leaving just 5% for South America, the Middle East and 

Africa combined (Barnes, 2016).  
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In 2017, the estimated value of the commercial real estate sector in North America, 

was said to be over US$9.0 trillion (EPRA, 2017). In addition, in 2017 the total value 

of all commercial real estate in the United States had been estimated to be US$8.356 

trillion (EPRA, 2017), the world’s largest commercial real estate market (Tostevin, 

2017), where retail accounted for about 36% of the total value while offices was said 

to be around 29%, and the balance attributed to other types of commercial properties 

(Amadeo, 2018). The United States was claimed to be an exceptionally attractive 

commercial real estate market for property investors (Principal, 2016), due to its safe 

haven status (Swanepoel, 2017), return potential, investment opportunities, economic 

and property market stability, property rights and the size and maturity of the market 

(Rosen, Margon, Sakamoto & Taylor, 2016). In addition, global financial volatility, 

weak foreign economies and low alternative investment yields are likely to continue to 

reinforce the advantages of investing into the commercial real estate market of the 

United States for many years to come (Swanepoel, 2017). Other North American 

countries, notably, Canada, in 2017, were shown to have a commercial property 

market valued at US$688.15 billion (EPRA, 2017).  

 

The commercial real estate market value of the European Union, which included the 

United Kingdom at the time, had a combined estimated value of just over US$7.5 

trillion, in 2017 (EPRA, 2017), with office properties having the largest share of the 

market, while retail properties had a substantial portion of the market, at the time 

(EPRA, 2016). According to Morgan Stanley Capital International, in 2014 offices 

accounted for about 45% of the European Union commercial real estate market, while 

retail accounted for approximately 35%, with the balance being industrial and other 

types of commercial properties (ESRB, 2015). If one had to rank the size of the 

different commercial real estate markets by various countries of the European Union, 

in 2017, Germany was first at US$1.559 trillion, followed by the United Kingdom at 

US$1.478 trillion and the third being France at US$1.108 trillion (EPRA, 2017). The 

size of commercial property markets in other countries in the European region, based 

on 2017 statistics, included Italy at US$832.83 billion, Spain at US$546.14 billion, the 

Russian Federation at US$394.33 billion and Turkey at US$280.79 billion (EPRA, 

2017). Investors see value in the real estate market across Europe (Phillips, Roberts 

& Watson, 2016).  
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The real estate market of Europe was noted to be characterised by ongoing economic 

growth, limited available supply and attractive relative pricing (M&G Real Estate, 

2017). Demand for property investments in Europe, was indicated to be mostly driven 

by international investors (Pfister, 2016), where foreign investment has been generally 

concentrated in the United Kingdom, Germany and France (ESRB, 2015). Various 

European property markets had shown improved property market transparency, along 

with increased institutionalisation and internationalisation (JLL, 2008; Newell, Adair & 

McGreal, 2010) and has thus resulted, in extensive institutional property investor 

interest in the European property markets, largely due to economic growth and 

prospects occurring in numerous emerging property markets found in Europe (Newell 

et al., 2010). London, in the United Kingdom, was noted to be popular for property 

investments, even though the United Kingdom had decided to leave the European 

Union (Lemli, Brissy, Mitsostergiou, & Marwick, 2018), while Germany was indicated 

to be a haven for property investments (Phillips, et al; 2016).  

 

The Asia-Pacific region accounted for about 24% of combined global public and 

private institutional real estate in 2016 (Barkham, Carver, Mellot & Schoenmaker, 

2017; CBRE, 2016). In 2017, the estimated value of the commercial real estate sector 

in the Asia-Pacific region was shown to be around US$4.06 trillion (EPRA, 2017). The 

total value of all commercial real estate properties in China was about US$3.345 trillion 

in 2017 (EPRA, 2017), second in the world, behind the United States (Tostevin, 2017). 

The 2017 size of other commercial real estate markets in the Asia-Pacific region, 

included Japan at US$2.222 trillion, South Korea at US$635.50 billion, Australia at 

US$566.54 billion and India at US$401.49 billion (EPRA, 2017). 

 

Institutional property investor interest in the Asian property market was noted to be 

attributed to improved transparency, economic growth and prospects (Newell & Razali, 

2009). The Chinese real estate industry was further noted to have progressed rapidly 

(Kong, Glascock & Lu-Andrews, 2016) and which had resulted in significant growth in 

property floor space in all property sectors, largely due to economic growth (Barkham 

et al., 2017). Furthermore, the property market of China was indicated to have gone 

through quick transformation, due to urbanisation, infrastructure development and 

global integration (Ke & Sieracki, 2015).  
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Moreover, a growing middle class, rising wages and a rapid urbanising situation had 

created a even-more profitable real estate sector within China, with greater demands 

coming from the growing number of urban citizens with increasing expectations of 

property requirements. With the service industry rapidly growing in China, the demand 

for service-type properties will greatly increase (Dezan Shira & Associates, 2015). 

 

The 2017 size of other emerging commercial real estate markets included Brazil at 

US$549.58 billion, Mexico at US$317.50 billion, the United Arab Emirates at 

US$167.11 billion and Egypt at US$76.18 billion (EPRA, 2017). Real estate markets 

in Sub-Saharan Africa, although dynamic, were noted to be immature, opaque and are 

mostly driven by domestic institutional property investors and property developers, but 

economic growth in Sub-Saharan Africa had evoked an increase in domestic and 

international demand for high-quality space in the region (Rothenberger, 2010). South 

Africa has significant amounts of world-class investment-grade commercial properties 

(Mooya, 2010). In 2017, the commercial real estate market in South Africa was valued 

at around US$75.92 billion (EPRA, 2017), which was approximately 30% of the total 

South African real estate sector at the time (Akinsomi et al., 2018; MSCI, 2015), with 

retail properties accounting for 42%, offices 28%, industrial buildings 22%, hotels 6% 

and other properties 2%, of the total commercial real estate value respectively 

(Akinsomi et al., 2018).  

 

Real estate is an important resource for organisations (Woollam, 2004), contributes to 

multi-asset portfolios (Niskanen, Rouhento, & Falkenbach, 2011; Ross & Mancuso, 

2011) and is one of the largest assets found on company balance sheets (Rochdi, 

2015). Furthermore, real estate can reduce portfolio variance, is liability matching, can 

act as a hedge against inflation and a can enhance investment returns (Lekander, 

2015). High performing company operational property can have a positive impact on 

company profitability and shareholder value (Woollam, 2004). A crucial reason why an 

organisation invests in real estate is to offset costs with the benefits of improved 

organisational performance and lower operating costs (de Vries et al., 2008). 
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Although all investors have different objectives and properties are a unique type of 

investment, most property investors generally have the same objective of wanting to 

make a profit by earning greater returns on their property investments and diversifying 

risks concerning their investment portfolios (Akinsomi, et al; 2018). Investors can 

invest in real estate via the private markets, where directly investing into real estate 

generally means the outright purchase of a property (Brady, 2016). The risk-return 

investment styles for real estate investing include core, value-added and opportunistic 

property investing (Folkestone Ltd, 2015). ‘Value-added’ and ‘opportunistic’ properties 

are classified as non-core real estate investments (Ross & Mancuso, 2011). 

 

Non-core real estate investing generally means a higher degree of risk and requires 

value creation through redevelopment or development (Shilling & Wurtzebach, 2012), 

but is an effective way of enhancing the expected returns of a real estate investment 

portfolio (Ross & Mancuso, 2011). Value-added and opportunistic property 

investments are mostly exposed to development-related and leasing risk and can 

entail most types of properties (Shilling & Wurtzebach, 2012).  

 

The opportunistic property strategies generally have the most risk but are rewarded 

with higher potential return, mostly from capital appreciation rather than income 

(Brady, 2016). Opportunistic property investments are likely to have a higher degree 

of risk than value-added property investments (Shilling & Wurtzebach, 2012). 

Opportunistic property investing targets transactions involving ‘turnaround’ potential, 

also referred to as distressed investing (Folkestone Ltd, 2015). Other descriptions of 

distressed investing include “vulture investing” (Raunch, Herzberg, Gomez & Ge, 

2010), “or contrarian real estate investing” (Azrack, 1995, pp. 102). Property investors 

looking to pursue a distressed investing strategy might want to purchase property-

related debt packages at a discount from motivated sellers, purchase unfinished 

property projects or purchase distressed property portfolios or a distressed property 

from property owners who need financial relief (NEPC, 2010).  

 

A distress situation concerning a property may arise when the property’s cash flow 

falls below the ‘breakeven’ level, leading to a likely default on the property’s debt 

payments (Torto, 2010b).  
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Downturns in an economy will likely increase the occurrence of distressed properties 

(Anglyn, 2005; Cornell, Longstaff & Schwartz, 1996) as the performance of 

commercial properties during an economic downturn will most probably result in rents 

declining (Lahm, Stowe, & Geho, 2011; Pothering, 2010), vacancy rates increasing 

(Lahm et al., 2011) and more concessions granted to tenants due to the increased 

threat of default (Gibson, 2009; Lahm, et al; 2011). Furthermore, economic slumps 

may provide opportunities for tenants to get out of existing lease agreements. Property 

distress is also likely to be caused by problems originating from the property asset 

itself, the specific property market, the capital structure of the property, way the 

property is managed (Azrack, 1995) and many other reasons that will be discussed in 

Chapter Two. Distressed investing opportunities may include investing distressed 

property debt (Raunch et al., 2010). Property investors can take control of a property 

in financial trouble by assuming responsibility of the existing property debt with the 

expectation of foreclosing and owning the property at an attractive level (NEPC, 2010), 

thus the possibility of a substantial profit being made is a likely outcome, provided the 

property debt can be purchased at a great enough discount and there is a good 

possibility that the borrower or, if there is a foreclosure, that the lender, can salvage 

the property (Bershad, 2011).  

 

Distressed property investing requires an investor to figure out on how to turn a loss-

making property around back to profitability (Krouse, 2013). Opportunistic property 

investors are generally sophisticated with investing, are well capitalised, have a high 

risk appetite and are prepared to work with high levels of leverage (Folkestone Ltd, 

2015). Property expertise and the ability to develop and execute an effective business 

plan are critical for a distressed property turnaround project to succeed (George, 

2021). Investing in distressed properties requires an investor to have sufficient capital 

and the property operational know-how (Veronikis, 2011). The recovery from distress 

is known as a ‘turnaround’ (Schendel, Patton & Riggs, 1976; Schweizer & Nienhaus, 

2017). Until corrective measures are taken, the severity of the state of decline, and 

thus financial distress, will deteriorate further to a point where monetary obligations 

cannot be covered and honoured. To correct these types of situations, a turnaround 

strategy must be developed and implemented (Mbandu, 2016).  
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Corrective turnaround measures must ensure that the continuation of the downturn is 

prevented, followed by measures that achieve profitability, via changed resource 

commitment and investments that are likely to result in improving the financial 

conditions and situation (Bibeault, 1982; Pan & Chen, 2014). There is an abundance 

of literature on theoretical turnaround models, and which show different strategies and 

activities conducted during a business or organisational turnaround, such as the 

turnaround models found in the research publications of Pearce & Robbins (1993; 

2008); Maheshwari (2000); Chowdhury (2002); Lohrke, Bedeian & Palmer (2004); 

Pandey & Verma (2005); Sheppard & Chowdhury (2005); Cater & Schwab (2008); 

Pretorius (2008); Jeyavelu (2009); Tangpong, Abebe & Li (2015); Mbandu (2016); 

Rockwell (2016) & Schweizer and Nienhaus (2017); but there is no known formal, 

theoretical turnaround model that shows strategies and activities conducted during the 

turnaround of a distressed commercial property.  

 

FIGURE 1.1: THEORETICAL RATIONALE  

 

(Source: Own Construction). 
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To summarise; given the relative importance of real estate in general, the absence of 

empirical evidence on strategies and activities that increase the likelihood of a 

successful distressed commercial property financial recovery is an important gap in 

the built environment and turnaround literature. The present research effort addressed 

the absence of empirical evidence by identifying a number of important factors that 

influence the likelihood of a successful distressed, commercial property financial 

recovery. Once the important factors that increase the likelihood of recovery have 

been determined, the results can be used as a basis for turnaround strategies 

concerning property investors who invest in distressed opportunities.  

 

1.2 THE RESEARCH PROBLEM  

 

The purpose of the present research effort was to contribute to the built environment 

and turnaround literature, by investigating important strategies and activities that 

would improve the likelihood of a successful distressed commercial property financial 

recovery. The primary objective of the present research effort was to develop a 

theoretical turnaround process model for distressed commercial properties. 

Opportunistic real estate investors target real estate transactions that have 

‘turnaround’ potential (Folkestone Ltd, 2015). Opportunistic property investing 

includes development projects, distressed portfolios with little rental income and non‐

performing loans (Pfeifer, 2016). The real estate market will always be in a state of 

perpetual transformation due to changes and disruptions in the economy, legislation, 

innovation and operational factors (JLL, 2013). Opportunities are likely to always 

emerge at some point for an real estate investor to turn ‘broken’ properties around 

(NEPC, 2010). Property investors generally seek to achieve maximum returns for 

minimum risk (Cloete, 2005). Undertaking opportunistic real estate strategies offers 

property investors the highest level of return and risk potential within the realm of real 

estate, where the returns are likely to depend on appreciation, due to property 

enhancements or development (Gahr, Humphreys, Proctor, & Yontar, 2017). 

 

Acquiring and managing distressed property assets will require the property investor 

to develop some credible plan of action on how to turn the money-losing property 

around (Krouse, 2013), since property investors will need to be able to rebuild the 

property’s income statement in order to stabilise the distressed property asset (Torto, 
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2010). Investing in distressed properties will always present unique redevelopment 

challenges, even during good general economic conditions (Barr & McCulloch, 2009), 

since such properties are likely to be faced with problems that lie with the actual 

property asset, the property market, the capital structure of the property and the 

property’s management. Thus, distressed properties will represent unique challenges 

that are more than likely to be complex in nature, and which will depend on the level 

of severity of the problems affecting the property (Anglyn, 2005).  

 

Poor performance can occur easily and often and unless the right corrective measures 

are taken to address the issues at hand, the severity of decline will worsen to the point 

of financial distress, where monetary obligations cannot be honoured, leading to a 

possible bankruptcy outcome. Therefore, in order to prevent or reduce the likelihood 

of this undesired outcome from ever happening, developing and executing robust 

turnaround strategies are thus essential (Mbandu, 2016). A recovery from distress is 

known as a turnaround  (Schendel, et al; 1976; Schweizer & Nienhaus, 2017). The 

objective of any effective turnaround strategy should be the return to normalcy, in other 

words, the return to acceptable levels of profitability, solvency, liquidity and cash flow 

(Kibui & Iravo, 2017).  

 

Thus, the outcome of a good turnaround strategy must reverse what caused the state 

of distress in the first place, should resolve the financial crisis, achieve swift 

improvement in financial performance, gain the support of all relevant stakeholders, 

address the internal problems and constraints and counter unfavourable industry and 

market conditions and circumstances (Boyne, 2003; Kibui & Iravo, 2017). For the 

turnaround strategy to be effective in reversing the state of decline, it is essential that 

the turnaround strategy addresses all core problems identified and those yet to be 

identified (Pretorius, 2008a). While there is an abundance of literature on theoretical 

turnaround models, that indicate different reform strategies, decisions and actions 

conducted during a business or organisational turnaround, there is no known formal, 

theoretical turnaround model that shows strategies and activities conducted during the 

turnaround of a distressed commercial property.  
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A theoretical turnaround model concerning properties in distress, would be of interest 

to ‘opportunistic investing’ yield-hungry investors targeting real estate transactions 

involving ‘turnaround’ potential. Against this background, the main research problem 

investigated in the present research effort was as follows:   

 

Determine the important factors that would increase the likelihood of a 

successful distressed commercial property financial recovery. 

 

In order to address the research problem, the following objectives were pursued:  

 

• Investigate the built environment and global real estate market, particularly 

commercial real estate and distressed properties by referring to the literature. 

• Investigate the criteria for a property to be categorised as a distressed property, 

derived from the literature. 

• Investigate all aspects of organisational decline, turnaround and turnaround 

strategies, by referring to the literature. 

• Investigate thirteen identified, important, independent variables that are 

hypothesised to have a positive relationship with the Likelihood of a Successful 

Distressed Commercial Property Financial Recovery, by referring to the literature. 

• Construct a proposed theoretical conceptual model that will describe the 

relationships between the chosen variables that are hypothesised to impact upon 

The Likelihood of a Distressed Commercial Property Financial Recovery. 

• Investigate and test the proposed theoretical conceptual model, by constructing a 

questionnaire that would to be completed by a sample of real estate stakeholders 

and actors from across the world, and who have either been directly or indirectly 

involved in the financial recovery of distressed commercial properties, with the 

results specifying the relationships between the independent variables and 

dependent variable. 

• Discuss the results and interpretations of the empirical study to make suitable 

recommendations based on the results.  

 

The dependent variable in the theoretical model that formed the basis of the present 

research effort, was The Perceived Likelihood of the Financial Recovery of a 
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Distressed Commercial Property. The outcome of the present research effort could 

assist property owners and investors in recovering distressed properties, thereby 

contributing to the economy and society as a whole. In order to address the research 

problem, the aim and objectives, certain investigative questions were addressed, as 

presented below in Table 1.1: 

 

TABLE 1.1: RESEARCH QUESTIONS 

RQ1 What are distressed properties? 

RQ2 What are the causes of distressed properties? 

RQ3 
What constitutes a successful organisational turnaround, organisational 

decline and organisational failure? 

RQ4 
What are the existing organisational reform strategies, turnaround 

decisions and actions proposed in the literature? 

RQ5 
What are the existing distressed property reform strategies, turnaround 

decisions and actions proposed in the literature? 

RQ6 Why is it important to recover distressed properties? 

RQ7 
Is identifying building obsolescence an important decision and action 

required to improve the prospect of recovering distressed properties? 

RQ8 

Is assessing the need for capital improvements to a property an 

important decision and action required to improve the prospect of 

recovering distressed properties? 

RQ9 
Is having a suitable tenant mix an important reform strategy that is 

required to improve the prospect of recovering distressed properties? 

RQ10 
Is applying triple net lease agreements an important reform strategy that 

is required to improve the prospect of recovering distressed properties? 

RQ11 
Is offering concessions to tenants an important reform strategy that is 

required to improve the prospect of recovering distressed properties? 

RQ12 

Is having credible property management an important reform strategy 

that is required to improve the prospect of recovering distressed 

properties? 

RQ13 

Are making provisions concerning the terms of the property management 

contract, the level of the decision-making power of property 

management, the level of protection that property management has from 



14 
 

accountability and the property management compensation agreement, 

important reform strategies that are required to improve the prospect of 

recovering distressed properties? 

RQ14 
Is conducting a business analysis of a distressed property an important 

decision and action required to improve the prospect of recovery? 

RQ15 
Is renegotiating the debt of a distressed property an important reform 

strategy that is required to improve the prospect of recovery? 

RQ16 
Is cost-cutting an important reform strategy that is required to improve 

the prospect of recovering distressed properties? 

RQ17 

Is conducting a real estate market analysis an important decision and 

action required to improve the prospect of recovering distressed 

properties? 

RQ18 
Is strategic planning an important decision and action required to improve 

the prospect of recovering distressed properties? 

RQ19 

Is studying demographic information of the respective real estate market 

an important decision and action required to improve the prospect of 

recovering distressed properties? 

 

1.3 HYPOTHESES   

 

To address the objectives of the present research effort, the following research 

hypotheses have been tested, and are presented below in Table 1.2: 

 

TABLE 1.2: HYPOTHESES 

H1 

There is a positive relationship between the importance of Obsolescence 

Identification and the Perceived Likelihood of the Financial Recovery of a 

Distressed Commercial Property. 

H2 

There is a positive relationship between the importance of Capital 

Improvements Feasibility and the Perceived Likelihood of the Financial 

Recovery of a Distressed Commercial Property. 

H3 

There is a positive relationship between the importance a Tenant Mix and 

the Perceived Likelihood of the Financial Recovery of a Distressed 

Commercial Property. 
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H4 

There is a positive relationship between the importance of TripleNet 

Leases and the Perceived Likelihood of the Financial Recovery of a 

Distressed Commercial Property. 

H5 

There is a positive relationship between the importance of Concessions 

and the Perceived Likelihood of the Financial Recovery of a Distressed 

Commercial Property. 

H6 

There is a positive relationship between the importance of Property 

Management and the Perceived Likelihood of the Financial Recovery of a 

Distressed Commercial Property. 

H7 

There is a positive relationship between the importance of Contracts and 

the Perceived Likelihood of the Financial Recovery of a Distressed 

Commercial Property. 

H8 

There is a positive relationship between the importance of Business 

Analysis and the Perceived Likelihood of the Financial Recovery of  a 

Distressed Commercial Property. 

H9 

There is a positive relationship between the importance of Debt 

Renegotiation and the Perceived Likelihood of the Financial Recovery of 

a Distressed Commercial Property. 

H10 

There is a positive relationship between the importance of Cost-cutting 

and the Perceived Likelihood of the Financial Recovery of a Distressed 

Commercial Property. 

H11 

There is a positive relationship between the importance of a Market 

Analysis and the Perceived Likelihood of the Financial Recovery of a 

Distressed Commercial Property. 

H12 

There is a positive relationship between the importance of Strategic 

Planning and the Perceived Likelihood of the Financial Recovery of a 

Distressed Commercial Property. 

H13 

There is a positive relationship between the importance of Demography 

and the Perceived Likelihood of the Financial Recovery of a Distressed 

Commercial Property. 

 

The relationships (hypotheses) described above are depicted in graphical format in 

Figure 1.2. 
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FIGURE 1.2: THEORETICAL MODEL OF THE PERCEIVED LIKELIHOOD OF THE 

FINANCIAL RECOVERY OF A DISTRESSED COMMERCIAL PROPERTY 

 

 

The proposed theoretical model was empirically tested among real estate practitioners 

from across the globe, and who have been involved directly or indirectly with reviving 

distressed properties.  
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1.4 RESEARCH DESIGN AND METHODOLOGY 

 

The objectives of the present research effort were addressed by means of consulting 

primary and secondary sources. The research design and methodology will be 

discussed in Chapter Five more thoroughly. 

 

1.4.1 Research Paradigm 

 

The present research effort adopted the Positivist paradigm. Positivism is based on 

the belief that the reality of the universe is independent of people and their emotions 

(Aliyu, Bello, Kasim & Martin, 2014; Collis & Hussey, 2014) and the objective of a 

Positivist study is generally the discovery of theories based on empirical research that 

entails observation and experiment (Collis & Hussey, 2014). It must be noted that the 

importance of impartiality and objectivity is stressed in the realm of Positivism (Aliyu 

et al., 2014). Positivist studies are likely to use large samples, have artificial locations, 

include hypothesis testing, produce quantitative data, produce results with high 

reliability but low validity and where the results should be able to be generalised with 

some degree from the sample to the study population (Collis & Hussey, 2014). 

Positivist research methodologies include confirmatory analysis, nomothetic 

experiments, quantitative analysis, laboratory experiments and deduction (Aliyu et al., 

2014; Ryan & Julia, 2007; Olesen, 2004).  

 

1.4.2 Secondary Sources 

 

In existing literature there has been little research conducted on strategies and 

activities that improve the likelihood of distressed property recoveries. Literature was 

investigated to critically analyse the independent variables and the dependent variable 

of the theoretical model proposed in Figure 1.2. Secondary sources were consulted 

relating to disciplines such as, The Built Environment, Property Development, Property 

Management, Strategic Management, Organisational Turnaround and Real Estate 

Investing and Economics.  
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The Nelson Mandela University Library had given full access to international online 

journal and research databases such as EBSCOhost, Emerald, Sabinet Online, 

SpringerLink, ScienceDirect, JSTOR and SAGE which were consulted for journal 

articles. Regarding the internet, Wiley Online Library, ResearchGate, Google, Google 

Scholar and other online journal, and research databases and websites were 

consulted for journal articles and other publications. The researcher purchased 

electronic textbooks from Google Books and Amazon Kindle. The researcher also 

purchased various hard copy textbooks. 

 

1.4.3 Primary Sources 

 

A questionnaire was developed to empirically test the theoretical model shown in 

Figure 1.2, with the questionnaire items based on the literature that was reviewed. The 

questionnaire was then tested first amongst 30 respondents considered real estate-

related practitioners, in order to ensure ease of understanding and timely completion. 

Questionnaires are an effective primary source of collecting data for any research 

investigation and project. However, it is essential when designing a questionnaire, that 

it is ensured that the questionnaire is “valid, reliable and unambiguous” (Richards & 

Schmidt, 2002; Zohrabi, 2013).  

 

1.4.4 Sampling Design 

 

‘Value-added’ and ‘opportunistic’ real estate investments are generally classified as 

non-core real estate investments (Ross & Mancuso, 2011). Non-core real estate 

investing exposes property investors to a high degree of risk, since value-added and 

opportunistic real estate investing are likely to require the property investor to 

undertake a significant amount of ‘value creation’ through risky property 

redevelopment or property development projects (Shilling & Wurtzebach, 2012).  

Property development involves a variety of real estate related actors, being individuals 

or organisations, each with their own but important role within the property 

development process (Fisher & Collins, 1999). 
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It can, therefore, be deduced that the sample of the present research effort is 

represented by property development practitioners (i.e. ‘actors’) from across the globe, 

who have either been directly or indirectly involved with distressed properties in some 

way or other. Only respondents that had been involved in at least one real estate 

related project and/or transaction that resulted in the full recovery of the net cash flow 

of a distressed ‘income earning’ property, to a level that was sufficient to cover any 

debt service for at least two years, was selected to participate in the present research 

effort. 

 

According to Collis & Hussey (2014) and Krejcie & Morgan (1970), the minimum 

sample size that allows the results from a random sample to be generalised must be 

380 cases. Additionally, Mitchell and Jolley (2010) note that the minimum sample size 

required at a 5% sampling error is 381 for a population of one million or more. For 

exploratory factor analysis, the sample size must be at least 300 cases (Comrey & 

Lee, 1992; Yong & Pearce, 2013). Covariance-based structural equation modelling 

methods do not converge with small sample sizes, regardless of whether the data 

originates from a common or composite model population (Hair, Risher, Sarstedt & 

Ringle, 2019), hence the sample size for covariance-based structural equation 

modelling methods should exceed 200 cases (Boomsma & Hoogland, 2001; Reinartz, 

Haenlein & Henseler, 2009). The sample size concerning the present research effort 

equated to 391 respondents. The main broad types of sampling methods for research 

include probability sampling and non-probability sampling (Rahi, 2017; Kelley, Clark, 

Brown & Sitzia, 2003). Probability sampling is in most cases used for quantitative 

methods to collect data and to allow for generalisation (Kelley et al., 2003). The 

present research effort adopted probability sampling to the best of the researcher’s 

ability. 

 

1.4.5 Method of Data Collection 

 

The present research effort adopted a quantitative method of research, where the 

research design consisted of the survey method and the measuring instrument was a 

questionnaire that was distributed to a large sample for statistical analysis. In a 

Positivist study, a survey methodology is an effective method to collect primary data 

from a sample, with the objective of analysing the data statistically and generalising 
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the results to the study population (Borrego, Douglas & Amelink, 2009; Collis & 

Hussey, 2014;). The present research effort adopted the survey methodology 

approach. There are several methods for collecting survey data for a Positivist study, 

including postal, internet self-completion questionnaires, telephone and face-to-face 

interviews (Collis & Hussey, 2014; Zohrabi, 2013). Administering questionnaires 

includes self-administered questionnaires (Zohrabi, 2013; Brown, 2001), where 

questionnaires are mailed out to the respondents (Zohrabi, 2013). A questionnaire 

survey can be distributed by post, by telephone, online, face-to-face, with groups, 

individually (Collis & Hussey, 2014), emails, websites and mobile phones (Kumar, 

2014). The present research effort adopted self-administered, self-completing 

questionnaires.  

 

Regarding the administration of the questionnaire, the questionnaire of the present 

research effort was registered and published on the internet through two website 

platforms, namely ‘Qualtrics’ (Qualtrics, 2020) and ‘Nelson Mandela University Web 

Survey’ (Nelson Mandela University, 2020). The website link with the self-completing 

questionnaires was emailed, to real estate practitioners that invest in commercial 

properties or were employed by property management firms, property development 

firms, financial institutions, investment firms, real estate investment trusts (REITs), 

corporate real estate departments of companies or other built environment-related 

organisations, from across the globe. Additionally, invitations through LinkedIn 

(LinkedIn Corporation, 2020) were sent to real estate-related professionals from 

across the world and a link to the e-survey was provided. 

 

Online completed questionnaires were automatically saved on the database of the 

website. Where a questionnaire was completed via a physically printed questionnaire, 

the researcher inputted the data online, on behalf of the respondent. Conclusions 

could be derived from the data collected and measures of statistical analysis could be 

undertaken (Borrego et al., 2009; Creswell, 2002; Thorne & Giesen, 1997). 

 

1.4.6 Measuring Instruments 

 

One of the main objectives of conducting a survey is to obtain quantifiable results 

regarding opinions, attitudes, or trends (Borrego et al., 2009; Creswell, 2002). Closed-
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ended questionnaires provide quantitative and numerical data (Zohrabi, 2013). 

Questions on a questionnaire can be designed by means of ranking and rating scales 

(Collis & Hussey, 2014). An effective and useful ranking and rating scale available is 

the intensity rating scale, known as the Likert scale, used in multiple item measures of 

attitudes (Collis & Hussey, 2014). “Attitudinal scales are used in quantitative research 

to measure attitudes towards an issue. Their strength lies in their ability to combine 

attitudes towards different aspects of an issue and to provide an indicator that is 

reflective of an overall attitude” (Kumar, 2014: 209). The questionnaire developed, was 

worded to address key issues relating to the financial recovery of distressed 

properties.  

 

The questionnaire was purposefully designed for the present research effort and 

adopted a closed-ended questionnaire approach, where the question design was 

based on the 7-point Likert scale, with 7 equating to ‘Strongly Agree’ while 1 equated 

to ‘Strongly Disagree’. All items on the questionnaire were self-developed, by 

consulting the literature on the various variables. The advantages of a 7-point scale is 

the better approximation of a normal response curve and extraction of more variability 

among respondents, widely used in marketing, descriptors (for example, importance, 

familiarity) and other characteristics (Zulkepli, Sipan & Jibril, 2017; Cooper & 

Schindler, 2014; Malhotra, Lopes & Veiga, 2014). 

 

The independent variables of the present research effort comprised of Obsolescence 

Identification, Capital Improvements Feasibility, Tenant Mix, Triple Net Leases, 

Concessions, Property Management, Contracts, Business Analysis, Debt 

Renegotiation, Cost-Cutting, Market Analysis, Strategic Planning and Demography, 

while the dependent variable was The Perceived Likelihood of a Distressed 

Commercial Property Financial Recovery. All the independent variables in the present 

research effort were hypothesised to have a positive relationship with the dependent 

variable. All the variables above represented theoretical concepts operationalised into 

measurable constructs. 

 

To enhance validity, experts in the field concerning each theoretical construct, were 

consulted, in order to test content validity. Content validity is required to see whether 

the items developed to operationalise a construct provide an adequate and 
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representative measurement, of the construct based on the judgment of experts 

(Kimberlin & Winterstein, 2008), in other words, experts are consulted about whether 

it is their opinion that an instrument measures the concept intended (Heale & 

Twycross, 2015). Based on the feedback from reviewers, the unclear and obscure 

questions can be revised and reworded, while the ineffective and non-functioning 

questions are discarded (Zohrabi, 2013). As per Williams, Onsman & Brown (2010) 

an exploratory factor analysis evaluates the construct validity of a scale, test or 

measuring instrument. Validity in the present research effort was further enhanced 

with the use of an exploratory factor analysis to determine construct validity. 

Cronbach’s α is an effective test to establish the internal consistency of a measuring 

instrument (Heale & Twycross, 2015; Kim, Ku, Kim, Park, & Park, 2016). The present 

research effort adopted Cronbach’s α technique for determining the reliability of the 

measuring instrument.  

 

1.4.7 Statistical Procedures 

 

The present research effort adopted exploratory factor analysis and structural equation 

modelling methods as the statistical procedures. The exploratory factor analysis 

method is a technique for reducing a large number of variables into a small collection 

of underlying factors that summarise the vital characteristics of the study variable or 

construct (Zulkepli et al., 2017; Johnson & Wicker, 2007), and is useful when there are 

a few, or hundreds of variables or items from questionnaires, or a battery of tests which 

must be reduced to a smaller set, to get at an underlying concept and to facilitate 

interpretations. It is useful for data transformation, useful for hypothesis-testing, and 

useful for mapping and scaling (Rummel, 1988; Yong & Pearce, 2013).  

 

Structural equation modelling methods are applicable to, and effective for, quantitative 

analyses (Grace et al., 2012). Structural equation modelling methods involve a 

collection of statistical techniques that allow a set of relations between a single or 

multiple independent variables and a single or multiple dependent variables to be 

examined, where both the independent variables and dependent variables can be 

measured variables, which are observed, or latent variables, which are unobserved 

(Ullman, 2006).  

 



23 
 

Structural equation modelling methods require the testing of a proposed theory against 

reality (Svensson, 2015) and assists in discovering and confirms the relationships 

among multiple variables, involving the simultaneous evaluation of multiple variables 

and the relationships amongst the multiple variables (Hair, Hult, Ringle, Sarstedt. and 

Thiele, 2017). Structural equation modelling methods are effective in the analyses and 

explanation of countless phenomena in the universe, examples being economic 

phenomena, the prosperity of a geographic region, social-economic status, 

satisfaction from purchased products, approval of products and the improvement of 

economic conditions (Tarka, 2018). Khine (2013) and Byrne (2001) list unique features 

of structural equation modelling methods: 

 

• Is a confirmatory approach to data analysis by specifying the relationships among 

variables. 

• Provides explicit estimates of error variance parameters. 

• Incorporate both unobserved (i.e., latent) and observed variables. 

• Is capable of modelling multivariate relations and estimating direct and indirect 

effects of variables. 

 

Major structural equation modelling methods include covariance-based structural 

equation modelling (Hair, Hult, Ringle & Sarstedt, 2017; Hair, Matthews, Matthews & 

Sarstedt, 2017; Hair, Gabriel & Patel, 2014; Jöreskog; 1993) and partial least squares 

structural equation modelling (Hair, et al; 2017; Hair, Matthews, Matthews & Sarstedt, 

2017; Hair, Sarstedt, Hopkins, & Kuppelwieser, 2014; Lohmöller, 1989; Wold, 1982). 

The present research effort adopted covariance-based structural equation modelling. 

Covariance-based structural equation modelling is highly effective at analysing 

complex interrelationships between observed and latent variables (Hair, Risher et al., 

2019). Covariance-based structural equation modelling methods are adopted to test 

theory, that attempts to explain the relationships among multiple constructs or 

variables (Svensson, 2015). Additionally, covariance-based structural equation 

modelling is effective for scale development, exploratory and confirmatory analyses, 

relative salience of latent constructs and evaluation of causal relationships (Hair et al., 

2014; Babin, Hair & Boles, 2008; Byrne, 2010; DeVellis, 2011; Hair, Black, Babin & 

Anderson, 2010). 
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As noted earlier, to enhance reliability of the primary data of the empirical study, 

internal consistency reliability was estimated using the Cronbach’s α method. A highly 

effective method for estimating internal consistency reliability is the Cronbach’s α 

(Heale & Twycross, 2015; Kimberlin & Winterstein, 2008). Also, as mentioned earlier, 

to enhance validity of the primary data of the empirical study, the present research 

effort adopted exploratory factor analysis in determining the construct validity of the 

measuring instrument, which was conducted to identify and organise a large number 

of items of the questionnaire into factors or constructs (Chan & Idris, 2017; Chua, 

2014). Construct validity evidence includes convergent and discriminant evidence 

(Cizek, Rosenberg & Koons, 2008; Wang, French & Clay, 2015). 

 

1.4.8 Contribution to the Body of Knowledge 

 

The purpose of the present research effort was to contribute to the built environment 

and turnaround literature, by investigating important strategies and activities that 

would improve the likelihood of a successful distressed commercial property financial 

recovery. The expected outcome of the present research effort was the development 

of a theoretical turnaround process model for distressed commercial properties. The 

results would provide important strategies and activities that are perceived likely to 

improve the likelihood of a successful, distressed commercial property financial 

recovery, and which would be useful to property development practitioners, property 

development companies, real estate investment trusts and other stakeholders that are 

interested in non-core real estate opportunistic distressed property investing. There is 

no known theoretical turnaround model in present literature concerning the financial 

recovery of distressed commercial properties. Therefore, the present research effort 

would contribute to the body of knowledge with reference to the built environment and 

turnaround literature. 

 

1.5 SCOPE OF THE STUDY 

 

The researcher identified thirteen variables that were hypothesised to be important 

factors that might positively influence the likelihood of a distressed commercial 

property financial recovery, and which were to be investigated by conducting an 

quantitative empirical analysis, with a measuring instrument that was derived from the 
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literature and validated by experts in the field. Buying and managing distressed 

property assets requires property investors to figure out on how to turn around a 

money-losing property (Krouse, 2013). While there is an abundance of literature on 

theoretical turnaround models that show different strategies and activities conducted 

during a business or organisational turnaround, there is no known formal, theoretical 

turnaround model that shows strategies and activities conducted during the turnaround 

of a distressed commercial property. The present research effort intended to develop 

a theoretical turnaround process model for distressed commercial properties.  

 

1.6 DEFINITIONS OF CONCEPTS  

 

The following are definitions of the concepts appearing throughout the thesis. 

 

1.6.1 Real Estate 

 

“Real estate is property. The term property refers to anything that can be owned or 

possessed. Property can be a tangible asset or an intangible asset” (Ling & Archer, 

2017: 2). “When viewed purely as a tangible asset, real estate can be defined as the 

land and its permanent improvements. Improvements on the land include any fixed 

structures such as buildings, fences, walls, and decks. Improvements to the land 

include the components necessary to make the land suitable for building construction 

or other uses” (Ling & Archer, 2017: 2). All man-made permanent attachments to a 

parcel of land are improvements (Kyle, 2013).  

 

Thus, real estate, in this context, includes land and buildings and the legal rights over 

immovable property, particularly when the property can be priced for a sale on a 

market (Pirounakis, 2013). For the purpose of the present research effort, real estate 

is land plus all tangible, permanent, immovable, man-made improvements and 

attachments to the land, that can be priced for a possible sale. The terms ‘real estate’ 

and ‘property’ are used interchangeably throughout the present research effort. 
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1.6.2 Commercial Real Estate 

 

Investing in real estate as an asset class can be divided into two types; residential and 

commercial (Brady, 2016). Commercial real estate or properties includes real estate 

developments or properties that are not solely used for residential purposes (IREM, 

2011). “A commercial property is generally considered to be a ‘public accommodation’ 

- private entity that provides goods, services, facilities, or accomodations to the public” 

(Kyle, 2013: 6). Therefore, commercial real estate is land and buildings that are held, 

as an investment by property investors (Palm, 2013) and thus represent the real estate 

investment equity asset class for the investment community (Geltner, Miller, Clayton 

& Eichholtz, 2014). Commercial properties include properties that produce a regular 

income (Brady, 2016; ESRB, 2015; Geltner et al., 2014), in other words, land and 

buildings, which generate a profit for property investors through capital appreciation 

and rent income and are generally owned for speculative investment reasons (ESRB, 

2015).  

 

Commercial properties include office properties, retail properties, industrial properties, 

multifamily rental apartments (Brady, 2016; CCIM, 2005; Lussier, 2005), warehouses 

(Brady, 2016; Lussier, 2005) and hotels (Brady, 2016). Residential properties are 

regarded as commercial properties when developed for commercial intent (ESRB, 

2015). Commercial properties do not include single-family residential homes and 

special-purpose properties (Kyle, 2013). For the purpose of the present research 

effort, commercial real estate entails real estate investments that consist of land and 

building(s) upon the land, generally considered to be a private entity that provides 

goods, services, facilities, or accommodation to the public, and which generates a 

profit or income from capital gains or rents. 

 

1.6.3 Distressed Properties 

 

A property facing economic distress, includes all troubled properties that are either 

experiencing being in delinquency/default, experiencing being transferred to a special 

servicer, experiencing foreclosure initiation, experiencing maturity default or 

experiencing the borrowers being in bankruptcy, but can also not yet be distressed, 

but are likely become distressed in the near future (Downs & Xu, 2015).  
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A property becomes distressed when the property’s cash flow drops below the critical 

‘breakeven’ level that leads to the likely outcome of the property owner defaulting on 

the property’s debt payments (Torto, 2010). “The term ‘distressed’ or ‘problem’ 

property refers to improved properties that have minimal, if any positive net operating 

income” (Healy & Martin, 1989: 372). Distressed properties are generally 

characterised by abnormally high vacancy levels that result in a drastic decline in the 

property’s rental income generating capabilities (Brophy & Chen, 2010). Thus, with a 

distressed property, the reduced level of the property’s net operating income is 

insufficient to the cover the property’s debt service (Brophy & Chen, 2010; Cornell et 

al., 1996). It must be noted that a fully occupied property can be a distressed property 

if there is a sharp decline in rental income (Anglyn, 2005). For the purpose of the 

present research effort, a distressed property refers to commercial properties that are 

experiencing; being in delinquency/default, being transferred to a special servicer, 

foreclosure initiation, maturity default or the property borrowers being bankrupt and 

also includes commercial properties not yet distressed, but which are likely become 

so, due to the cash flow of the property falling below the ‘breakeven’ level, which 

cannot cover the debt service requirements of the property. 

 

1.6.4 Turnaround 

 

Turnaround is achieved when fully recovered from a state of distress (Schweizer & 

Nienhaus, 2017; Schendel et al., 1976). Thus, a turnaround is only achieved when 

there is a return to positive cash flow, and normal operations have resumed (Pretorius, 

2009), a recovery in economic performance has being reached, a full recovery is 

attained following an existence-threatening decline (Walshe, Harvey, Hyde & Pandit 

2004; Pandit, 2000; Panicker & Manimala, 2015; Yandava, 2012) and the performance 

level achieved is accepted by the relevant stakeholders (Pretorius, 2009). A 

turnaround is, therefore, equated to reaching, at minimum, the break-even point from 

a loss situation (Khandwalla & Khandwalla, 1992; Panicker & Manimala, 2015) and 

leads to financial solvency and efficiency (Pandey & Verma, 2005; Stopford & Baden-

Fuller, 1990). A successful turnaround is characterised by regained sustained 

profitability (Lohrke et al., 2004; Barker & Duhaime 1997; Pearce & Robbins 1993) 

and regained sustainable competitive advantage (Lohrke et al., 2004; Pandit 2000).  
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Turnaround has being measured, according to existing literature, by comparing the 

return on investment with the risk-free rate of return, and if return on investment can 

exceed the risk-free rate of return for three years, then turnaround is achieved (Francis 

& Desai, 2005). However, Pearce & Robbins (1994) stipulate that the actual time 

required for a turnaround can be two to six years. 

 

For the purpose of the present research effort, a distressed commercial property 

turnaround refers to a distressed commercial property that has recovered from a state 

of distress, has returned to a positive cash flow, has resumed normal operations, has 

experienced a recovery in economic performance, has attained a performance level 

acceptable to the property stakeholders, has reached the break-even point from a loss 

situation, has become financially solvent, has regained sustained profitability and has 

regained a sustained competitive advantage. As presented on the questionnaire of the 

present research effort, the turnaround of a distressed property was referred to as: 

‘the full recovery of the net cash flow of a distressed income-earning property, to a 

level that was sufficient to cover any debt service for at least two years’. 

 

1.6.5 Turnaround Strategy 

 

An effective turnaround strategy can only materialise by doing different things and 

doing things differently and must bring about crucial change with adjustments in 

existing strategy (Angwin, 2015). Turnaround strategies are noted to be a set of 

consequential, direct, long-term decisions and actions (Cater & Schwab, 2009; Kibui 

& Iravo, 2017) involving reform strategies (Awwad, 2014; Kibui & Iravo, 2017), that 

targets reversing the perceived crisis that is survival-threatening (Cater & Schwab, 

2009; Kibui & Iravo, 2017) and where the primary purpose is to improve financial 

performance (Awwad, 2014; Kibui & Iravo, 2017; Mbandu, 2016) and improve existing 

operations (Mbandu, 2016).  

 

For the purpose of the present research effort, a turnaround strategy is a set of reform 

strategies and a set of consequential, direct, long-term decisions and actions, targeted 

at the reversal of a perceived crisis that is survival-threatening to the commercial 

property of concern. 
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1.6.6 Capital Improvements Feasibility 

 

Capital improvements, relating to a property, include long-term improvements to the 

property’s physical quality (Geltner, et al; 2014), structural additions and property 

betterment, that increase the property’s useful life (IREM, 2011). Capital 

improvements, furthermore, includes replacing building components and property 

alterations that prolong the property’s economic life (Ling & Archer, 2017). “The 

developer must be able to evaluate the market potential for a proposed project in order 

to determine its economic feasibility” (Ling & Archer, 2017: 605). Property 

development includes developing new buildings and redeveloping existing buildings 

(Cloete, 2017). A new property development involves building on vacant land, while 

redevelopment would entail substituting new buildings for old buildings, through 

demolition and various capital improvement projects (Pirounakis, 2013).  

 

To determine project feasibility, a developer must, at a minimum, estimate net 

operating income for the first full year of operation. Capitalising this net 

operating income will indicate the prospective value of the project when finished 

and operating, enabling the developer to compute the difference between 

resulting value and total accumulated construction cost, i.e.. the net present 

value at the time of completion (Ling & Archer, 2017: 625). 

 

1.6.7 Business Analysis 

 

Business analysis is the evaluation of a company’s prospects and risks for the 

purpose of making business decisions. These business decisions extend to 

equity and debt valuation, credit risk assessment, earnings predictions, audit 

testing, compensation negotiations, and countless other decisions. Business 

analysis aids in making informed decisions by helping structure the decision 

task through an evaluation of a company’s business environment, its strategies, 

and its financial position and performance (Subramanyam & Wild, 2009: 4). For 

the purpose of the present research effort, Business Analysis refers to the 

process of evaluating the economic prospects of a commercial property and the 

risks faced by the commercial property. Business analysis includes analysing 
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the business environment, strategies, financial position and the performance of 

the commercial property in question. 

 

1.6.8 Debt Renegotiation 

 

Restructuring and renegotiation usually involves deferment periods, extensions, 

amendments to contractual clauses, as well as the settlement of outstanding debts 

due to banks by borrowers who are temporarily unable to comply with obligations 

(Morri & Mazza, 2015). A lender redefining an agreement concerning a borrower’s 

overall debt exposure is referred to as ‘restructuring’ (Morri & Mazza, 2015).  

 

Renegotiation instead generally involves one individual financial relationship or, 

otherwise, a homogeneous series of relationships in which some elements of 

the loan agreement (term, interest rate, repayment plan) are amended, not 

necessarily in order to deal with a situation in which the borrower has defaulted. 

Usually they are characterised by granting certain facilities to a borrower who 

is encountering temporary difficulties in honouring the terms of the loan or they 

represent the conclusion of market transactions aimed at securing the client's 

loyalty. These may involve changes to interest rates, payment terms, maturity 

dates, and repayment plans (the waivers), or alternatively the granting of a new 

loan to replace the previous one, which will then be redeemed with the 

proceeds of the new loan (Morri & Mazza, 2015: 74). 

 

For the purpose of the present research effort, Debt Renegotiation refers to the 

property owner renegotiating the existing terms and conditions of the existing property 

loan with the property lender, due to the fact that the property owner is temporarily 

unable to comply with the debt obligations of the existing property loan, for various 

reasons relating to the distressed property conditions. 

 

1.6.9 Market Analysis 

 

A Market Analysis, in the context of real estate, includes quantifying and forecasting 

the supply of and demand for space, the forecast of future rents and vacancies mostly 

for a specific geographical real estate market segment (Geltner et al., 2014).  
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Thus, a market analysis evaluates the supply and demand conditions for rental space 

of a property compared with similar and competitor properties, which means collecting 

information about the similar and competitor properties and comparing the features 

and attributes to the subject property (IREM, 2011). In addition, a market analysis 

includes identifying potential tenants and includes evaluating the market standards of 

the subject property (IREM, 2011). Market analysis also includes the “regional and 

neighbourhood study of economic, demographic and other information used to 

determine supply and demand, market trends and other factors important in leasing 

and operating a specific property” (Kyle, 2013: 514). 

 

1.6.10 Property Management 

 

Property Management includes the managing and the administration of a property or 

properties to achieve the objectives of a property owner (Van den Berg & Cloete, 2004) 

and thus would entail managing physical structures, managing the technical functions 

of buildings, managing other tangible aspects, managing the combinations of tenants, 

managing the structure of the lease agreements, managing other intangible aspects  

(Kariya, Kato, Uchiyama & Suwabe, 2005), keeping the property in good condition, 

minimising operating costs, providing a positive image to the property, improving 

capital value, improving rental value (Hui, Lau & Khan, 2011), all done with the 

prospect of protecting the property’s potential value, attracting tenants and increasing 

property cash flows (Kariya, et al; 2005).  

 

1.6.11 Contracts 

 

The core tool for providing effective and efficient service delivery lies with Contracts 

(Palm & Palm & Palm, 2017). Property management contracts are negotiated between 

property owners and property managers, since hiring a property manager establishes 

agency relationships (Rosenberg & Corgel, 1990). Property managers that are hired 

are likely to be driven by self-interest (Rosenberg & Corgel, 1990). Conflicts thus arise 

(Rosenberg & Corgel, 1990).  

 

When the owner retains an outside manager, other well-known conflicts enter 

the business arrangements. The framework that captures these conflicts is 
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known as the ‘agency problem’ (or ‘principal-agent problem’). The problem 

arises when an agent provides a service to the principal, which includes holding 

the principal’s capital as well as some level of the authority for decision making 

with regards to this capital. Although the agent and the principal are each 

interested in utility maximisation, their individual objectives differ, often resulting 

in sub-optimal capital management, and hence return, for the principal 

(Klingenberg & Brown, 2006: 398).  

 

A ‘provision’ is defined (amongst other meanings) to mean: “a legal clause stating 

condition, a clause in a law or contract stating that a particular condition must be met” 

(Encarta Concise English Dictionary, 2001: 1168). The following provisions of property 

management agreements or contracts have a bearing on agency problems between 

property owners and property managers; term and length of the management contract, 

management authority and powers, owners that indemnify management from law suits 

against the premises and management compensation (Rosenberg & Corgel, 1990).  

 

For the purpose of the present research effort, Contracts involves making adjustments 

to certain management contract agreement provisions involving the term and length 

of contract, authority and power, indemnification and compensation, that reduce 

conflict and property management self-interest. 

 

1.6.12 Tenant Mix 

 

A tenant mix entails the combination of tenants occupying space in a property, where 

as a collective, overall property service delivery to the customers of the tenants are 

improved, optimum sales are produced by each tenant and thus the property 

generates greater rental income (Bruwer, 1997; McCollum, 1988). An effective tenant 

mix is one characterised by effective space allocation and tenant placement (Marona 

& Wilk, 2016). “An ideal tenant mix strives to achieve a balanced diversification of 

shops in the centre by offering a wide range of products and services; a specific image 

for the centre; maximum sales potential in the set trade area; a synergy between the 

satellite tenants (tenants other than the anchor tenants); a logical layout of shops; a 

pleasant shopping environment; enough variety to create the maximum attractiveness 

to the population of the set trade area and maximum return on investment” (Garg & 
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Steyn, 2015: 247). It is recommended that a tenant mix includes sufficient public 

facilities and services, a quality shopping environment that meets expectations 

(Marona & Wilk, 2016; Yuo, Crosby, Lizieri & McCann, 2004). Furthermore, tenants 

must be positioned so that traffic generated by one tenant benefits other tenants and 

competition between tenants must not be a detriment (Kyle, 2013).  

 

1.6.13 Concessions 

 

For a property owner to encourage the leasing of space or the renewal of a lease, a 

concession or concessions is offered to prospective tenants and may be in many forms 

such as free rent or reduced rent for a specific period, financial assistance with moving 

from the former location, payment of penalties for breaking a former lease, or payment 

for tenant improvements (IREM, 2011). 

 

1.6.14 Cost-cutting 

 

Cost-reducing strategies involve belt-tightening actions, paring administrative 

overheads, eliminating non-essential and low value-adding activities, modernising 

existing equipment to gain greater productivity, delaying non-essential capital 

expenditures and debt restructuring to reduce interest costs and stretch out 

repayments (Hough, Thompson, Strickland & Gamble, 2011). For the purpose of the 

present research effort, cost cutting involves; paring administrative overheads, 

eliminating non-essential and low value adding activities, modernising existing 

property equipment, delaying non-essential capital expenditures and debt 

restructuring concerning a commercial property. 

 

1.6.15 Demography  

 

Demography is the study of the size, territorial distribution, and composition of 

population, changes therein, and the components of such changes, which may 

be identified as natality, mortality, territorial movement (migration), and social 

mobility (change of status) (Hartmann, 2009: 12).  
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For the purpose of the present research effort, Demography entails studying the size, 

territorial distribution, the composition of population, changes therein, the components 

of such changes which may be identified as natality, mortality, territorial movement 

(migration) and social mobility (change of status) of the population of the geographical 

real estate market segment surrounding the commercial property of interest.  

 

1.6.16 Obsolescence Identification 

 

In the context of real estate, the process of obsolescence refers to the declining 

performance of a property (Thomsen, van der Flier, & Nieboer, 2015; Miles, 2007). 

Obsolescence is unpredictable, can be generalised and can be difficult, if not, 

impossible to address and resolve (Mansfield & Pinder, 2008). Obsolescence is seen 

as the beginning of the end-of-life phase of buildings and, without being cured, will 

result in the end of the building’s service life, with demolition, although it may not 

necessary lead to demolition, nor that demolition is preceded by obsolescence, but it 

can be a motive for the decision between the demolition or building life cycle extension, 

depending on the interests, motives and financial capacity of the property owner 

(Thomsen & Van der Flier, 2011). Functional obsolescence means a building is intact 

but the functional useful use is out-of-date (Kyle, 2013) and is thus an impairment of 

the functional utility (Stewart, 2008). Functional obsolescence is curable, provided 

correcting the obsolescence is economically feasible (Stewart, 2008). A physical 

property inspection assists with the identification of the effects of wear and tear and 

functional obsolescence (Reilly, 2012).  

 

External obsolescence is generally caused by economic or locational factors and may 

be temporary or permanent, but is not usually curable (Rotkowski, 2016). A physical 

inspection alone is not adequate to identify the many causes of obsolescence and, 

therefore, requires reviewing property-specific financial documents or operational 

reports (Reilly, 2012). Locational obsolescence is identified through a physical 

inspection of the surrounding neighbourhood or by performing a comparative analysis 

of market rents (Reilly, 2012). Regarding economic obsolescence, the analysis of 

property-specific financial data can assist, with identification of the causes (Reilly, 

2012). 
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1.6.17 Strategic Planning 

 

“The term strategic planning typically refers to the process of developing a business 

strategy for profitable growth. It is designed to create insights into the company and 

the environment in which the company operates. It provides a systematic way of 

asking key business questions” (Ward, 1988: 191). “Formal strategic planning is an 

explicit and ongoing organisational process with several components, including 

establishment of goals and generation and evaluation of strategies” (Boyd, 1991: 353). 

For the purpose of the present research effort, Strategic Planning involves developing 

a business strategy for a commercial property, in order to achieve profitable growth. 

 

1.6.18 Triple Net Leases 

 

A Triple Net Lease is a lease agreement, requiring the tenant to pay rent plus cover 

certain property costs incurred in the operation of the property, such as utilities, real 

estate taxes, assessments, insurance premiums, agreed-on items of maintenance and 

repair (Kyle, 2013). 

 

1.7 STRUCTURE OF THE THESIS  

 

Chapter One serves as an introduction and general orientation to the study of 

distressed commercial real estate and turnaround. Chapter One presents the purpose, 

objectives and hypotheses of the present research effort. Secondary and primary 

sources related to the present research effort are discussed, followed by the 

demarcation of the field of study.  

 

Chapter Two and Three are the literature review chapters and discuss the built 

environment and the global real estate market, particularly commercial real estate and 

distressed properties by referring to the literature. The present research effort 

investigates the criteria for a property to be categorised as a distressed property 

derived from the literature, as well as all aspects of organisational decline, turnaround 

and turnaround strategies, also by referring to the literature. The present research 

effort further investigates thirteen identified independent variables, that are 
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hypothesised to have a positive relationship with the Likelihood of a Successful 

Distressed Commercial Property Financial Recovery, by referring to the literature.   

 

Chapter Four presents the proposed theoretical distressed commercial real estate 

turnaround model, of the perceived likelihood of a successful distressed commercial 

property financial recovery. Chapter Four also discusses the theoretical model of 

selected variables, hypothesised as influencing the likelihood of the financial recovery 

of distressed properties. The dependent variable and the independent variables 

thought to be present in the model are discussed together with the respective 

hypothesised relationships.  

 

Chapter Five describes the research design and methodology of the present research 

effort. Chapter Five further details the nature of the sample, the measurement 

instrument and the SEM statistical analysis that was performed.    

 

Chapter Six presents the empirical results and the reliability and validity assessments 

of the measurement instrument that was used in this study. Chapter Six shows the 

results of the empirical assessments of the various factors impacting upon the 

likelihood of a distressed commercial property financial recovery.  

 

The final chapter of the present research effort, Chapter Seven, provides a summary 

of the study. Chapter Seven offers conclusions in the light of certain limitations of the 

study. Chapter Seven presents recommendations to property managers and property 

investors, which, if implemented, could improve the likelihood that a distressed 

commercial property financially recovers from a loss situation. 
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CHAPTER TWO: LITERATURE REVIEW: 

DISTRESSED PROPERTIES AND REAL ESTATE FACTORS 

 

2.1 INTRODUCTION 

 

Chapter One briefly discussed the research problem, research objectives, 

hypotheses, research design and methodology and the scope of the study. Chapter 

Two reflects on the built environment, property development, real estate markets, real 

estate investing, property types, distressed properties and independent real estate-

related factors that are hypothesised to be important factors that would increase the 

likelihood of a successful distressed commercial property financial recovery. The 

independent real estate related factors, identified by the researcher, entail; 

Obsolescence Identification, Triple Net Leases, Concessions, Tenant Mix, Market 

Analysis and Demography. Real estate is a significant contributor to the wealth of 

societies across the world in general, and therefore contributes to the economic 

circumstances of people and organisations (Ling & Archer, 2017). Real estate is 

considered a valuable asset and resource (Lowies, Hall, & Cloete, 2016) for 

organisations (Gibson, 1994), and is essential for providing accommodation (de Vries 

et al., 2008). Investing in properties provides investors with an opportunity to increase 

investment returns and diversify risks (Akinsomi et al., 2018). Furthermore, those that 

wish to invest in properties can purchase unfinished property projects and properties 

from distressed property owners who require financial relief (NEPC, 2010). If an 

investor plans to invest in a distressed property, the investor is likely to require a 

turnaround plan or strategy for the property (Krouse, 2013). Turnaround, generally in 

business, involves the full recovery from a distressed financial and operating situation 

(Schendel, Patton et al., 1976; Schweizer and Nienhaus, 2017). According to Kumar 

(2014), a literature review is conducted in order to:  

 

• Bring clarity and focus to the study research problem. 

• Improve and enhance the study research methodology. 

• Broaden overall knowledge of the topic. 

• Integrate study findings with existing literature and knowledge. 
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Chapter Two covers the following research objectives: 

 

• Investigate the built environment and global real estate market, particularly 

commercial real estate and distressed properties by referring to the literature. 

• Investigate the criteria for a property to be categorised as a distressed property, 

derived from the literature. 

• Investigate thirteen identified important independent variables, that are 

hypothesised to have a positive relationship with the Likelihood of a Successful 

Distressed Commercial Property Financial Recovery, by referring to the literature, 

where six of the thirteen variables are covered in Chapter Two. 

 

Chapter Two covers the following research questions presented on Table 2.1. 

 

TABLE 2.1: CHAPTER TWO RESEARCH QUESTIONS 

RQ1 What are distressed properties? 

RQ2 What are the causes of distressed properties? 

RQ5 
What are the existing distressed property reform strategies, turnaround 

decisions and actions proposed in the literature? 

RQ6 Why is it important to recover distressed properties? 

(Source: Researcher Own Construction) 

 

2.2 THE BUILT ENVIRONMENT AND DISTRESSED PROPERTIES 

 

The following section will briefly discuss the global real estate market, the built 

environment, real estate, real estate investing and distressed properties. Section 2.2.6 

will provide a list opportunity for Distressed Property Investors, provided by existing 

literature.  

 

2.2.1 The Global Real Estate Market and Trends 

 

The global real estate market is problematic to quantify with accuracy due to the 

heterogeneous characteristics of properties, diverse property ownership, sources of 

data, and the many definitions and classifications that exist for properties in different 
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markets (Pfeifer, 2016). In addition, the variation of property returns across the world 

shows that each real estate market responds in a unique manner to factors that are 

likely to affect the performance capabilities of properties, thus complicating 

measurements further (Akinsomi et al., 2018).  

 

The global real estate market has been described as “enormous” (Brady, 2016). In 

2016, the value of all developed real estate assets entailing residential properties, 

commercial properties, industrial properties and agricultural land, across the globe, 

equated to roughly US$217 trillion (Barnes, 2016). As noted by Tostevin (2017), China 

had the largest real estate market in the world, by value, at US$42.7 trillion, followed 

by the United States at US$42.1 trillion. China and the United States combined 

accounted for roughly 21 % each of the global real estate value, with Japan, the United 

Kingdom, India, Germany, France, Brazil, Italy and Russia accounting for 28 %, and 

thus the remaining 30 % accounted for the rest of the world (Tostevin, 2017). 

 

Pfeifer (2016) indicates that global real estate assets make up approximately 24 % of 

total investable assets available to investors. In 2012, United States non-financial 

corporation real estate assets were valued to be roughly US$9.3 trillion (Federal 

Reserve Statistical Release, 2013; Grabowski and Mathiassen, 2013). ‘Institutional-

grade real estate’ includes those real estate investments that are sought out by 

institutional buyers that meet required institutional investment criteria (White and Gray, 

1996). Global investable real estate was estimate to be US$27 trillion in 2016 (PGIM, 

2017), although LaSalle (2016) and Pfeifer (2016) estimated this to be US$49 trillion. 

Global institutional-grade real estate is expected to expand to US$69.0 trillion by 2030 

(PwC, 2014b). Figure 2.1 shows the top ten countries by residential and commercial 

real estate value, valued in 2016. 
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FIGURE: 2.1: TOP 10 COUNTRIES BY RESIDENTIAL AND COMMERCIAL REAL 

ESTATE VALUE (2016) 

 

(Source: Savills World Research, 2016) 

 

In 2016, the United States, China, Japan, Germany, and the United Kingdom 

combined were estimated to represent 59 % of the global investable real estate market 

(PGIM, 2017). By 2026, China and the United States combined is predicted to account 

for close to half of the global investable real estate stock by value (PGIM, 2017), while 

the European share is expected to decline (Newell, 2016; Pramerica Real Estate 

Investors, 2012). The expansion in investable real estate is further predicted to be 

greatest in emerging economies in the years to come (PwC, 2014b). 

 

According to Pfeifer (2016), over 90 % of the total investable global real estate market 

represents private real estate or direct property ownership and less than 10 % 

represent public real estate. In addition, about US$9 trillion of the total investable 

global real estate market represents both private and public real estate owned by 

institutional investors (Pfeifer, 2016). Real estate funds with a global mandate mostly 

focused their investing activities in developed economies, while emerging market 

investments had been shown to be concentrated in the ‘BRIC’ category, notably, 

Brazil, Russia, India, and China.  
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The United States, Western Europe, and some Asian markets, represented mature 

regions for core, value-added and opportunistic real estate strategies. The BRIC 

regions mostly attracted opportunistic real estate strategies (Gahr et al., 2017). In 

2016, roughly 75 % of the total global real estate value was residential, while 13 % 

was commercial and 12 % agricultural (Barnes, 2016). Real estate markets have 

become more international, particularly when considering commercial real estate 

(Rodrigues de Almeida & Buehler, 2015). Commercial real estate are those properties 

held for generating an income (ESRB, 2015) and includes retail outlets, offices, 

warehouses, light industrial premises, hotels, leisure facilities, other forms of 

infrastructure (EPRA, 2012) and residential properties leased for commercial intent 

(ESRB, 2015). 

 

As shown earlier, commercial properties represent a large portion of the global real 

estate market (Celka, 2011). In 2017, the global value of commercial real estate was 

estimated at US$28.6 trillion (EPRA, 2017). Savills World Research showed that close 

to half of the total global commercial real estate value was found in North America and 

a quarter in Europe, while Asia and Australasia contained 22 %, leaving 5 % for South 

America, the Middle East and Africa (Barnes, 2016). In 2017, the North American 

estimated value of the commercial real estate was over US$9.0 trillion (EPRA, 2017).  

 

In 2017, the total value of all commercial real estate market in the United States was 

estimated to be US$8.356 trillion (EPRA, 2017), the largest in the world (Tostevin, 

2017). In the United States, retail properties account for approximately 36 % of the 

total value of commercial real estate, while offices represent roughly 29 %, with the 

balance attributed to hotels, industrial and other commercial properties (Amadeo, 

2018). The United States was noted to have an attractive commercial real estate 

market (Principal, 2016), due to its safe haven status (Swanepoel, 2017), return 

potential, investment opportunities, economic and property market stability, property 

rights, and the size and maturity of the market (Rosen et al., 2017), global financial 

volatility, weak foreign economies and low alternative investment yields (Swanepoel, 

2017). Canada, in 2017, had a commercial property market valued at US$688.15 

billion (EPRA, 2017).  
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The ownership of real estate by corporations in the United States was estimated to be 

approximately 25 % of corporate wealth (Liow & Ingrid, 2008; Rodriguez & Sirmans, 

1996). In the United Kingdom, real estate represent on average 30-40 % of total assets 

(Liow, 1999; Liow & Ingrid, 2008). The value of European corporate real estate has 

been estimated to exceed the total European institutional real estate investment 

portfolio (Brounen & Eichholtz, 2005). In the United States, occupants of commercial 

properties generally rent space instead of purchasing the space or properties (Brady, 

2016). Approximately 70 % of European businesses were shown to be owner-

occupiers (Brounen and Eichholtz, 2005; DTZ, 2003). In contrast, the equivalent figure 

for United States firms was close to 30 % (Brounen & Eichholtz, 2005).  

 

The twenty-eight member states of the European Union, which included the United 

Kingdom at the time, had a combined estimated commercial real estate market value 

of over US$7.5 trillion, in 2017 (EPRA, 2017), where offices accounted for the largest 

share, while retail had a large portion of the commercial property market (EPRA, 

2016). In 2014, offices accounted roughly for 45 % of the commercial real estate 

market of the European Union, while retail accounted for approximately 35 %, with the 

balance accounting for industrial and other commercial real estate (ESRB, 2015). The 

2017 size of the different commercial real estate markets in the European Union, which 

included the United Kingdom at the time, put Germany first at US$1.559 trillion, 

followed by the United Kingdom at US$1.478 trillion and France third at US$1.108 

trillion (EPRA, 2017).  

 

The European property market was characterised by ongoing economic growth, 

limited available supply and attractive relative pricing (M&G Real Estate, 2017) and 

the demand was mostly driven by international investors (Pfister, 2016). Foreign 

investment was shown to be concentrated in the United Kingdom, Germany and 

France (ESRB, 2015). It was indicated that European property markets had improved 

property market transparency, increased institutionalisation and internationalisation 

(Newell et al., 2010; JLL, 2008a; JLL, 2008b) and had resulted in more institutional 

investor interest, due to economic growth and prospects found in European emerging 

property markets (Newell et al., 2010). 
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Even though the United Kingdom took the choice to leave the European Union, 

London was noted to be a destination of choice for foreign capital (Lemli, et al; 2018). 

It was indicated that investors continued to see value in real estate across Europe and 

Germany was widely regarded as a safe haven for capital (Phillips et al., 2016). The 

size of other commercial property markets based on 2017 statistics, included Italy at 

US$832.83 billion, Spain at US$546.14 billion, the Russian Federation at US$394.33 

billion and Turkey at US$280.79 billion (EPRA, 2017). 

 

In 2016, the Asia-Pacific region accounted for 24 % of the combined global public and 

private institutional real estate (Barkham et al., 2017; CBRE, 2016). Furthermore, in 

2017, the estimated value of the commercial real estate sector in the Asia-Pacific 

region was US$4.06 trillion (EPRA, 2017). The Asian property markets were noted to 

have improved transparency and which produced increased institutional investor 

interest in Asia, particularly China and India, given the economic growth and prospects 

(Newell & Razali, 2009). The Chinese real estate market was indicated to be the most 

important sector in the global economy (Magnus, 2021).  

 

In 2017, the total value of all commercial real estate in China was about US$3.345 

trillion (EPRA, 2017), second in the world (Tostevin, 2017). The Chinese real estate 

industry was noted to have progressed rapidly (Kong et al., 2016) and had 

experienced significant growth in floor space, including office space, industrial space 

and retail space, due to economic growth (Barkham et al., 2017). Over the past few 

decades, the Chinese property market was indicated to have gone through quick 

transformation, due to urbanisation, infrastructure development and global integration 

(Ke & Sieracki, 2015). An enlarging middle class, rising wages and rapid urbanisation 

had created a profitable real estate sector within China, with real estate demands of 

new urban citizens swiftly evolving (Dezan Shira & Associates, 2015). It was noted 

that as the service industry takes a greater share of the Chinese economy, so more 

Chinese citizens will likely be working in offices (Dezan Shira & Associates, 2015).  

 

The 2017 size of other commercial real estate markets in the Asia-Pacific region, 

included Japan at US$2.222 trillion, South Korea at US$635.50 billion, Australia at 

US$566.54 billion and India at US$401.49 billion, while the 2017 size of emerging 

commercial real estate markets located elsewhere, included Brazil at US$549.58 
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billion, Mexico at US$317.50 billion, the United Arab Emirates at US$167.11 billion 

and Egypt at US$76.18 billion (EPRA, 2017).  

 

Real estate markets in Sub-Saharan Africa, although dynamic, were noted to be 

immature, opaque and mostly driven by domestic institutional investors and property 

developers, but economic growth had induced an increase in domestic and 

international demand for quality space in the region (Rothenberger, 2010). South 

Africa was indicated to have significant amounts of world-class investment-grade 

office, retail, industrial, residential and leisure properties (Mooya, 2010). In 2013, the 

real estate sector of South Africa contributed R1 320 billion (ZAR) to the fixed capital 

stock of South Africa, which represented 20.9 % of the whole economy (Boshoff & 

Seymore, 2016). In 2017, the South African commercial real estate market was valued 

to be roughly US$75.92 billion (EPRA, 2017), amounting to about 30% of the total 

South African real estate market (Akinsomi et al., 2018; MSCI, 2015), with retail 

properties accounting for 42 %, offices 28 %, industrial buildings 22 %, hotels 6 % and 

other properties 2 % of the total commercial real estate market value respectively 

(Akinsomi et al., 2018). It was noted that the South African commercial real estate 

market attracted local and international public and private investors which included life 

and pension funds, financial institutions, retailers, property developers and 

syndications (Akinsomi et al., 2018).  

 

South Africa has been classified as an emerging economy, alongside Brazil, India, 

and China, which are all characterised by increasing investment and output in most 

sectors of their economies, including in the real estate sector. The fact that the 

developing world tends to present enhanced opportunities for the property sector and 

investors is a factor that makes the developing world attractive (Mooya, 2010). Real 

estate investment will grow most rapidly in developing countries where economic 

development will result in a higher level of tenant quality and, in some countries, better 

clarity of property rights, resulting in a broader range of opportunities across residential 

properties, commercial properties and infrastructure projects.  

 

 

 



45 
 

Increasing competition amongst property investors, due to emerging real estate 

players from developing countries, is likely to continue to squeeze investment yields 

for core properties around the globe, which will result in property managers and 

investors seeking higher yields elsewhere, particularly in those markets that present 

enhanced opportunities (PwC, 2014b).  

 

Buildings and structures, which are typically designed to last several decades, will 

experience multiple property cycles that can threaten property financial stability, during 

which the property will be subject to a variety of factors that will influence the 

performance of the property (Muhlebach & Alexander, 2008). There has traditionally 

been an irregular pattern of robust growth followed by periods of costly decline in the 

property values of most developed nations (Ball, 1994; Key, MacGregor, 

Nanthakumaran,& Zarkesh, 1994; Nanthakumaran, Watkins & Orr, 2000), where 

changes in the economic conditions have contributed to instability, notably the 

business cycle influencing shifts in demand for occupying space by property users 

(Nanthakumaran, Watkins & Orr, 2000). 

 

There is no question that the commercial real estate industry is a highly cyclical 

industry (Corl, 2013). Figure 2.2 portrays boom and bust periods for the commercial 

real estate market in the United States from the end of 1978 till the end of 2016 (Gahr 

et al., 2017). 

 

FIGURE 2.2: BOOM AND BUST PERIODS FOR COMMERCIAL REAL ESTATE 

 

(SOURCE: Gahr et al., 2017) 
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Commercial real estate values in the United States experienced incredible gains until 

mid-2007, due to cheap debt, financial products and structured investments that 

offered extra sources of demand for commercial properties, perpetuating a cycle of 

debt that contributed to higher property values, until the real estate debt markets 

became overheated, resulting in a bust of the real estate market (Brady, 2016). 

Recessions arise when weaknesses in the economic system become overexposed, 

creating bubbles that sooner or later burst. This can be observed in the early 2000s, 

when the dot-com bubble emerged from overpriced technology shares and brought a 

shock to the system. Years later, in 2007, the subprime mortgage crisis occurred that 

resulted in the Great Recession (Helberg, 2021). 

 

After the novel coronavirus, COVID-19, pandemic arose in 2020 and economic 

shutdowns occurred, real estate investors from around the world had been preparing 

for opportunities regarding distressed properties, considering the example of the Great 

Recession of 2008 which provided many distressed opportunities that led to success 

(Helberg, 2021). Due to the COVID-19 pandemic, there has been a split of 

overperformance and underperformance in the commercial real estate market leading 

to a K-shaped recovery, that had produced an increase in distressed property sales, 

since the properties that had become distressed due to the pandemic had a good 

performance level before the emergence of the pandemic, particularly hospitality 

properties. Thus, increased distressed property opportunities due to the pandemic 

means that a property investor can buy a property at a bargain, inject capital into the 

distressed property and be in a superior position, once full recovery of the commercial 

real estate market finally occurs in years to come (George, 2021). 

 

Those involved with managing distressed real estate assets have the opportunity to 

acquire debt packages relating to distressed property at a discount, invest in 

unfinished distressed property development projects and purchase property portfolios 

from owners of distressed properties who are seeking to alleviate financial pressures 

(NEPC, 2010). Opportunistic property investors have the option to buy a distressed 

property outright or take over the property loan from the seller of the distressed 

property (George, 2021). Generally, there are many potential buyers of distressed 

property debt, provided the property loan can be acquired at a discount, leading to a 

desired profit for the buyer (Bershad, 2011).  
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Thus, since the COVID-19 pandemic had disrupted the real estate industry and 

lending markets, it makes sense that there may be an increase in property-debt 

investment opportunities for opportunistic property investors, in years to come 

(Bergsman, 2021). 

 

The world is increasingly being faced with different and challenging situations, due to 

changes in the environment, technological innovation, globalisation and changes in 

the global economy (Adendorff, 2011; Botha, 2013). The global perception of real 

estate has changed since the 2007 global financial crisis (WEF, 2011). According to 

Manewa, Siriwardena, Ross and Madanayake (2016), challenges within the built 

environment are identified in the areas of: 

 

• The environment (Geraedts, 2008; Kincaid, 2000). 

• Technological innovation (Flanagan and Tate, 1997; Nutt, 2000). 

• Planning and policy issues, social requirements and political forces (Gann & 

Barlow, 1996). 

• Economics (Arge, 2005; Douglas, 2006). 

 

As a result of rapid economic and social change, the real estate investment industry 

is changing the built environment in profound ways (PwC, 2014a). The business 

environment faces constant uncertainty to due shifts in world power, disruptions to 

industries, perpetual change happening at a faster pace, increasing global 

interconnection (Lew, et al; 2019; Ringland, 2010; Sargut and McGrath, 2011), 

globalisation and technological advancements (Alvarez, Afuah & Gibson, 2018; Lew, 

Meyerowitz & Svensson, 2019). Harris and Cooke (2014) maintain that since 1990, 

there has been significant changes to commercial property trends: 

 

• The demand for retail property space has been significantly affected by the 

boom and bust of the out-of-town markets, the decline of town and city centres, 

e-commerce, ‘dark stores’ and the globalisation of supply chains. 

• Warehousing properties have become sophisticated. 

• Industrial properties are transforming into high tech plants. 
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• Office properties are moving towards small footprint spaces with wireless 

technology. 

(Harris and Cooke, 2014). 

 

Since the way businesses operate is affected by technological changes, restructuring 

and globalisation, thus constant changes in the business environment, businesses 

mean that need to adapt to the change the survive (Gibler & Black, 2004). Therefore, 

there is a need for businesses to take into account how trends are changing the needs 

for real estate and services (Gibler and Black, 2004; Gibson & Lizieri, 2001). In 

addition, real estate staffing requirements must be considered (Gibler & Black, 2004).  

 

According to Too, Harvey and Too (2010), the drivers of the globalisation of corporate 

real estate may be attributed to: 

 

• Differences in land regulations and taxation amongst the developed and 

developing world. 

• The liberalisation of production factor inputs which promotes regional 

integration. 

• Appealing exchange rates between developed and the developing world. 

• Improvements in property rights protection in the developing world (Petras & 

Veltmeyer, 2001; Nash, 2000). 

• Technology. 

• Decreasing computing, communication and transportation costs. 

 

There are a number of factors that contribute to a property depreciating over time, but 

obsolescence is one of the most prominent ones, and it can play a significant role in 

the impact on the investment value of real estate (Mansfield & Pinder, 2008). Due to 

the changes in technology, finance, business activities, and organisational structure 

over the last couple of decades, users' expectations and requirements of property 

have undergone significant changes as a consequence (McCluskey, Lim, McCord & 

Davis, 2016). Because of the changing economic, social, technological, and political 

conditions, buildings must be able to adapt to these changes (Ohemeng & Mole, 1996) 

and thus must adopt measures that adapt the building to comply with new standards, 



49 
 

higher performance expectations, changes in functional requirements, innovation, 

changes in the way organisations operate and changes in aesthetic expectations 

(BRB, 1993). Failure to adapt to this results in a building undergoing the process of 

obsolescence, since the ability for every building to provide for varying user needs 

diminishes over time (Bryson, 1997; Pinder & Wilkinson, 2000). Obsolescence, in its 

many forms, is a key cause of a property to become problematic and distressed 

(Healy,1989).  

 

Even if a building is no longer able to generate any surplus over operating costs, 

the land which it occupies still retains a site value for redevelopment. As a 

result, the existing building becomes obsolete when the surplus it earns for the 

occupier drops below that required to yield a normal rate of return on the 

present value of the site for the owner. Hence the pressure to redevelop 

valuable city centre sites for higher value uses even when their existing 

buildings may still be profitable (Barras & Clark, 1996: 65).  

 

Real estate is at risk of becoming obsolete as lifestyles and habits change in advanced 

economies (PwC, 2014b). Furthermore, property requirements of organisations are 

influenced by the rate of growth and decline, the pace of change, technology and 

staffing provisions, all of which will directly impact upon the nature of property 

portfolios, involving property types, tenure, number of properties and geographic 

spread of properties (Gibson, 1994). Also, there has been a reduction in tenant space 

requirements (Halvitigala & Reed, 2015). With more tenants becoming aware of the 

importance of space utility, subject to the drivers of change in the real estate industry, 

tenants are re-evaluating the physical space required for their operations in order to 

save costs and also to seek to increase softer workplace benefits (Deloitte, 2014).  

 

Space requirements are also influenced by changes in business patterns and trends. 

Businesses are separating their requirements for their ‘core’ and ‘peripheral’ space. 

With regards to ‘peripheral’ space, businesses are moving towards flexible lease terms 

and shorter leases, but also want the option for expansion and contracting the space 

(French, 2001).  
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Factors such as specification, location and design, all of which are important to 

occupiers, are to varying degrees independent of age. Thus, the crucial 

determinant of whether a building will perform above or below the average in a 

market that is likely to be experiencing endemic over-supply is the extent to 

which it meets future occupier requirements. This will depend on its suitability 

to accommodate the new working practices which are starting to emerge in 

association with the widespread adoption of information technology in offices 

(Barras & Clark, 1996: 77). 

 

By using alternative office planning, a business that is occupying space in an office 

building may be able to increase or decrease the occupancy density in the buildings 

that it is already occupying in order to enhance the level of flexibility in its 

operations (O’Mara, 1999). Thus, in an era when open plan work environments are 

increasingly common and popular, there has been a gradual loss of concentrated 

individual private work areas (Haynes, 2010).  

 

Since a wide variety of organisations occupy office space, different attributes of real 

estate are given more value by different office-related organisations (Niemi & 

Lindholm, 2010). Like all other types of buildings, office building utility will change as 

times goes by, due to the drivers that cause the changing expectations of the users 

that utilise office space (Ohemeng & Mole, 1996; Pinder & Wilkinson, 2001). Offices 

that do not offer space that is flexible are generally unable to keep up with the changing 

needs of office building users (Niemi & Lindholm, 2010). The demand that 

organisations will have for real estate and how such organisations manage the space, 

would be influenced by factors such as the organisations focusing on quality 

management, changing hierarchical structures, focusing on core activities, 

outsourcing non-core activities and the increased use of technology (Lizieri, 2003).  

 

According to Harris (2016), some drivers of demand for corporate real estate space 

entail: 

 

• Global economic and political uncertainty 

• Changing headcount 
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• Increasing customer expectations 

• Attracting and retaining the best staff 

• Flexible working 

• Environmental pressures 

 

In summary, concerning office buildings, the rapid advancement in technology and 

changes in occupier requirements result in a greater financial impact, due to 

obsolescence than most other building types (Khalid, 1993; Pinder & Wilkinson, 2001).  

The increasing rate of building obsolescence in office buildings is an indication that 

many office buildings are not meeting the needs of changing organisations (Pinder & 

Wilkinson, 2001).  

 

“Buildings can be used to house more than one economic activity. Consequently, 

when a building becomes obsolete in one use it may still be profitable in another with 

lower operating costs. This can be seen with the conversion of many obsolete factory 

buildings to low grade warehouses, and with recent attempts to convert vacant Central 

London office buildings to residential use” (Barras & Clark, 1996: 65). A solution for 

obsolete office blocks can entail consolidating, renovating, or demolishing vacant 

office buildings for housing purposes, along with building another function on the site, 

is feasible. Transformation is often successful concerning office buildings with cultural, 

historic, architectural, symbolic, or intrinsic values. The feasibility of transforming 

modern office buildings is generally influenced by financial, economic, functional, 

technical, and legal factors (Remøy, 2011).  

 

It is recommended that owners of commercial real estate continuously analyse the 

real-time changing preferences of commercial property users and respond to such 

changes with adapting space and building, development or redevelopment where 

needed and revising tenant engagement strategies. Furthermore, owners of 

commercial real estate can respond to real-time changing preferences of commercial 

property users by designing multi-use and flexible commercial property spaces or 

consider different leasing models (Berry, 2020). 
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In general, in the years ahead, value creation is likely to be driven by technological 

innovation and sustainability (PwC, 2014b). Due to technological innovation and 

enhanced environment consciousness, among other factors, the way in which real 

estate business is conducted has changed and, furthermore, the needs of property 

users for physical real estate space have also changed. As a result, the demand for 

physical real estate space is rapidly changing (Deloitte, 2014). Real estate 

obsolescence is being driven by the disrupting nature that technological innovation 

has on the real estate industry, rendering certain types of properties, in many parts of 

the world, completely obsolete (PwC, 2014a). Tenant demand for commercial property 

space is undoubtedly being undermined by disruptive technology (Shulman, 2014).   

Intangible goods, such as knowledge and information, are increasingly taking 

precedence over tangible physical assets, and as a result, is affecting and reflecting 

the present real estate industry in many markets (Razali & Juanil, 2011). A number of 

technological advances have affected operational working practices and physical 

property requirements and thus, affect the demand for real estate space (Reed & 

Sims, 2014).  

 

The advent of mobile technology and changing workstyles has resulted in urban, retail, 

and community spaces being used as workspaces by employees of organisations. 

Users of real estate space, tenants and businesses are, therefore, calling for more 

effort in creating public spaces in buildings that offer enhanced employee work 

experiences and provide a range of services for the employees that support their 

workstyle (Harris, 2016). Retailers' real estate portfolios, in other words, their real 

estate requirements, are expected to change radically as consumer preferences 

evolve, technological innovation impacts upon shopping trends, and government 

intervention affects transport and planning (Burke & Shackleton, 1996; Gibson & 

Barkham, 2001; Roulac, 1994). 

 

The Internet is without a doubt one of the biggest forces driving change in the world 

today (Jones & Livingstone, 2015). Technological advanced real properties will very 

much be an expectation of Generation Z who are heavily accustomed to the digital 

world of the Internet, e-commerce, smart phones and social media (Cushman & 

Wakefield, 2020).  
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Therefore, advanced technological buildings and buildings with greater complexity will 

be significant characteristics of buildings of the future (Abdullah, Arman & Abd, 2011; 

Chin & Knee Poh, 1999; Palm & Palm, 2017). Property managers and other property-

related stakeholders are required to thoroughly understand technology of the future in 

order to successfully manage real properties (Thompson, 2015). 

 

The arrival of online shopping technologies with direct delivery to the homes of 

consumers has led to the consumers engaging less with retailers at the brick-and-

mortar shops of the retailers. It is a warning to real estate owners around the world 

that internet sales and online shopping is starting to represent a significant percentage 

of consumer spending. Real estate use is likely to be profoundly affected by these 

changes (Jones & Livingstone, 2015). Retail sales in the future are more than likely 

going to be made up of telesales, internet delivery and store-based, where the 

proportion of each option is yet to be known (Gibson & Barkham, 2001; Borsuk, 1997). 

 

As noted above, technological innovation is driving change with regards to real estate, 

including commercial real estate, where the COVID-19 pandemic has likely 

accelerated this change concerning real estate. Commercial property owners, like 

other property owners, will have to adopt adaptation and completely revise how to 

manage their properties and how to invest in properties in the future, as a result of the 

COVID-19 pandemic. The pandemic, together with the rise of e-commerce, has 

negatively affected retail commercial properties in particular (Luzie, 2021), since e-

commerce sales have substantially increased during the pandemic and thus retailers, 

therefore, had to focus more on promoting their online stores, rather than focus on 

maintaining their existing physical space or increasing the physical space further, as 

there was far less retail customer foot traffic coming into the physical stores (Koch, 

Frommeyer & Schewe, 2020). Not all retailers were that negatively affected by the 

pandemic, such as those retailers supplying essential items entailing goods and 

services involving food and healthcare. Retailers involved with non-essential goods 

and services saw significant drops in sales at their physical stores (Roggeveen & 

Sethuraman, 2020). As mentioned before, the COVID-19 pandemic has had a 

significant impact on the global real estate industry. There has been a shift in 

perception concerning the efficient use of space in properties, which could and is likely 

to impact the demand for space in existing and new properties alike (Billio and Varotto, 
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2020). The pandemic has resulted in organising urban spaces and mobility differently. 

Since people were forced to work from home during lockdowns relating to the 

pandemic, different uses in the spaces of people’s homes arose. In summary, the 

pandemic has created the need to test new and different types of urban organisations 

and living in domestic spaces (Toro, Nocca & Buglione, 2021).  

 

The COVID-19 pandemic will have long-term effects on retailing, while, as noted 

before, the immediate effects are already evident (Roggeveen & Sethuraman, 2020). 

Even when the pandemic comes to a complete end, parts of the new ways of living 

adopted due to the pandemic, will continue. In addition, the pandemic, as noted earlier, 

accelerated processes that were already changing (Toro et al., 2021). There will likely 

be a lasting impact on the behaviour of people in the aftermath of the COVID-19 

pandemic. As e-commerce grows in popularity, compounded with the effects of the 

pandemic, property owners are re-evaluating the use of commercial properties in the 

wake of this trend (Helberg, 2021).   

 

The shift to remote work, because of the pandemic, is likely to lead to changes in the 

demand for office space as a result of the shift to a more flexible workplace (Helberg, 

2021). Due to the prolonged shutdown of offices, remote working is likely to become 

more widespread and may even become part of the new normal. Even when the 

pandemic is finally over, the return to physical workspaces will likely occur at a slow 

pace. People will interact and engage with spaces differently, than they did before the 

pandemic, when they eventually return to work at their physical workspaces, and they 

will probably have different demands and expectations from the spaces they work in, 

shop at, or live at (Berry, 2020). Furthermore, there is a possibility that the hospitality 

sector will be unable to fully recover until 2024 because of a drop in business travel 

as a result of the decline in business travel attributed to the pandemic, thus affecting 

hospitality-related properties (Helberg, 2021). 

 

Climate change issues, accelerating behavioural changes, and political risk are just a 

few of the new risks that may develop and become prevalent in the future (PwC, 

2014a). It is widely believed that buildings play a significant role in the contribution 

towards global climate change (Horne, Grant & Verghese, 2009; Ngwepe, Aigbavboa 

& Thwala, 2017).  



55 
 

In terms of social context, the environment remains one of the most important issues 

(Thompson, 2015). Increasingly, stakeholders in the real estate industry are 

concerned about the environmental impact that buildings have on the environment 

(Hinnells et al; 2008). It is undeniable that the real estate industry has a very large and 

wide effect on the environment, on society, and on the economy, and the industry 

poses a variety of difficult and interconnected challenges for the development of an 

economy that is sustainable and environmentally sound (Jones, Comfort & Hillier, 

2015).  

 

As a result of the extraction of materials, the manufacturing process, the construction 

process, the operation and maintenance of a building, the demolition of a building, the 

disposal of a building, and the reusing of buildings, properties in general are more than 

likely to have a negative impact on the environment. By utilising non-renewable natural 

resources, such as land and minerals, property developments are also likely 

negatively impact the environment (Ngwepe et al; 2017). Land and other resources 

around the world in general are being exhausted at a rate that is unsustainable, 

resulting in a dire situation in which the quality of people’s lives are at risk (Ngwepe et 

al., 2017; Carpenter 2001).  

 

In recent years, the international community has only begun to realise the impacts of 

climate change on the planet. However, the focus on green issues has already 

penetrated several societies' collective psyches in a relatively short period of 

time (Adendorff, 2014; Silke, 2011). Increasing energy costs, climate change and 

government regulations have forced the real estate industry to prioritise sustainability 

as a result of these factors (PwC, 2014b). There has been a growing awareness of the 

growing environmental impact of conventional buildings and properties all over the 

world, which has driven a lot of change in the industry (Reed & James, 2014; 

Wilkinson, Reed & Jailani, 2011). Like other buildings, commercial-purposed 

buildings, in other words, commercial real estate, would also impact upon the 

environment. There are many costs associated with environmental impact, including 

the emission of greenhouse gases, the abstraction of water, and the emission of air 

pollutants. (Deloitte, 2014). 
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As awareness for caring about the environment has grown, so the requirements for 

physical space have been changing in conjunction with this awareness. In addition, 

there is a growing alertness among owners of commercial real estate that green 

buildings could be a useful tool that is likely to attract tenants (Deloitte, 2014). As a 

result of environmental concerns, corporate social responsibility, the need to offer 

better workplaces and spaces for employees, and possible lower operating costs for 

their businesses, users of real estate or occupiers are increasingly pursuing buildings 

and spaces that are more sustainable in nature (Reed & Sims, 2014). Furthermore, 

there is an increasing number of leases that include aspects of sustainability, both 

from the tenant's point of view and also from the property owner's 

perspective (Deloitte, 2014). According to Deloitte (2014), the impact that adopting 

environmental or green measures are likely to have on commercial real estate 

valuations includes: 

 

• Adopting green measures that decrease utility costs as such costs are related 

to energy, water and waste, thus increasing property profits and thus the 

valuation of the property (Deloitte, 2014). 

• If a building is designed or modified with green features, the value of the building 

is less likely to depreciate as quickly as other buildings without green features 

do. Also, green buildings are more likely to appeal to a more discerning market 

of occupiers and investors. Because green buildings tend to attract tenants, 

command higher rents, and sell for more, green buildings are more than likely 

to be more desirable to potential investors (World Green Building Council, 

2013).  

• Buildings that possess relatively higher sustainability credentials have an 

advantage when it comes to marketability (Deloitte, 2014). 

 

It is in the interest of the owner of a building to make use of green initiatives so as to 

mitigate the risk of it becoming obsolete, while at the same time taking advantage of 

government incentives related to green construction measures. In addition, there are 

several advantages of using green leases for property owners, including the ability to 

set the basis for tenant behaviour and encourage tenants to participate in the 

property's green initiatives (Muhlebach & Alexander, 2008).  
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It has also been suggested that sustainability may be considered an extra type of 

obsolescence faced by buildings (Grover & Grover, 2015; Reed & Warren-Myers, 

2010) and can be shaped by building design quality (Pivo, 2008), where a poor 

building design, in relation to building sustainability, has been noted to be associated 

with functional obsolescence (Brown, 1999; Pivo, 2008). 

 

Buildings are at risk of obsolescence if property investors do not undertake 

sustainability measures, especially when considering the changing tenant 

preferences, regulatory requirements, and technological advances (Deloitte, 2014; 

World Green Building Council, 2013). Thus, buildings and property developments will 

likely have to undergo a transformation due to sustainability requirements. In the 

future, sustainability will encompass the development of places and spaces where 

people will enjoy living and working. Therefore, it will be a priority concerning the 

design of new property developments to incorporate green spaces, good air quality, 

and social gathering spaces, among other features (PwC, 2014b).  

 

Commercial property owners should strive to be in line with tenant green demands 

with regards to existing and new leases as sustainability is likely to become a crucial 

component of tenants' business strategies. Existing buildings worldwide have 

considerable potential in attaining increased sustainability (Deloitte, 2014). It may be 

necessary to demolish buildings that have become obsolete in order to meet 

sustainability requirements, but it may also be possible to recycle existing spaces and 

refurbish them as well, to meet such requirements (Grover & Grover, 2015; JLL, 2013). 

Improving sustainability on a global scale will require the stakeholders of urban areas 

to manage economic activity, population growth, infrastructure and service, pollution, 

waste and noise in such a way that the negative impacts on the environment will be 

mitigated (Adendorff, 2014; Barredo, Demicheli, Lavalle, Kasanko & McCormick, 

2004). 

 

It is important to keep in mind that in addition to the economic factors driving change, 

changing demographics of the workforce also have a significant impact (JLL, 2008). 

The real estate industry is experiencing a change in demand for real estate due to 

extraordinary demographic shifts, which is causing changes in demand for real estate. 

This has been driving changes in the industry for a long time (PwC, 2014a).  
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The United Nations' estimates predict that the global population will increase from 

approximately seven billion in 2010 to ten billion in decades to come, where a big 

portion of this growth is likely to come from Africa. The population of Africa will grow 

to about two and a half billion by the end of the 21st century. Europe will see population 

decline from 2020 onwards (Wallace & Durkin, 2013). It is anticipated that fifty 

countries, representing a third of the global population, will experience a decrease in 

population by 2050, due to a decline in the birth rate in these fifty countries as a result 

of more women becoming educated and the overall standard of living improving 

(Schroders, 2018). Countries of the West will see greater ageing populations, while 

continents such as Africa will see younger populations (Adendorff, 2014). There will 

be a significant increase in housing demand in Asia, Africa and South America as 

middle-class urban populations expand. The ageing populations of the advanced 

economies will lead to the demand for special types of real property (PwC, 2014a). 

 

According to estimates, 85 percent of the world’s population will reside in emerging 

economies in the following decades, which will result in a substantial increase in 

commercial activity in these countries (Garten, 1996; 1997; 1998; Too et al., 2010). 

The ‘leap frogging’ of technology by companies in emerging economies would likely 

lead to the availability of trained, skilled and knowledgeable labour pool in those 

countries (Too et al., 2010; Stiglitz, 2003; Mayer, 2002). In the developing world, as 

population growth and per capita gross domestic product increase, the global 

investable real estate market will expand substantially, increasing opportunities in the 

sector. Ever-increasing social migration, primarily in the developing world, will drive 

the largest construction boom ever known (PwC, 2014b). 

 

There will be a number of thought-provoking demographic shifts over the next decade. 

The shifts will probably entail the retirement of close to 600 million 'Baby Boomers' and 

the entry of over one billion members of Generation Z into employment and places of 

work (Cushman & Wakefield, 2020). Having four generations of people working at the 

same time in an office environment brings interesting challenges considering each 

generation would most likely have their own expectations from the physical space and 

likely the building or property, where they work (Haynes, 2010; IFMA, 2007). The 

multigenerational workforce adds an additional component to the planning of future 

buildings and properties and workplace solutions required for these properties.  
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This necessitates insight and awareness of the changing relationship between 

employee expectations and workplace conditions of buildings of the future (Haynes, 

2010; Haynes & Nunnington, 2010). 

 

Geltner et al., (2014) raised similar issues. Property markets in many countries 

are turning into replacement markets; good quality will drive out bad quality, 

and competition among cities and regions will increase. At the same time, 

fundamental uncertainty in these property markets will grow as population 

growth comes to a halt. Market effects will first be felt in the development and 

construction markets. Because different property types are exposed to different 

aspects of the demographic tide, demographic changes will first affect office 

markets and only later, retail and housing markets. Europe and some countries 

in Asia are very mature demographically, while many emerging countries and 

countries with a tradition of immigration will follow these trends much later. 

Thus, investors from demographically mature markets should make strategic 

allocations abroad, especially to demographically immature markets (Geltner 

et al., 2014: 617). 

 

The rapid growth of population and aging populations will result in the emergence of 

a number of different real estate subsectors or segments. Sectors such as office, 

industrial, retail, and residential will remain dominant. Subsectors such as affordable 

housing, agriculture, healthcare, and retirement will become increasingly important 

(PwC, 2014b). 

 

According to Prinsloo (2016), population, demographic and socio-economic 

characteristics will impact upon property developments around the globe in the 

following manner: 

 

• Increasing housing needs for various types of housing. 

• A greater number of schools and community facilities will need to be 

constructed. 

• There will be a need for new innovative employment opportunities as a result 

of increased educational quality. 
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• Housing and medical care needs are changing as the population ages, thus will 

require specialised properties. 

• A greater number of rural employment opportunities must be created as well as 

opportunities to assist in rural development in order to prevent a continued 

outflow of rural residents to urban areas. 

 

Urbanisation is rising at an unprecedented rate throughout the world, where most of 

the anticipated growth in urbanisation is likely to occur in urban areas of the developing 

world (Prinsloo, 2016). A number of countries, including China and India, are facing a 

significant increase in urbanisation as a result of their accelerating growth of their 

economies (WEF, 2011). Urbanisation is taking place even in the developed Western 

World, but at a much slower rate than the developing world (PwC, 2014b). Africa has 

one of the least urbanised populations of all the continents, with most people living in 

rural areas, but it continues to urbanise at a fast rate, but urbanisation in Africa 

continues to be a poverty-driven phenomenon (Prinsloo, 2016). Globally, most people 

live in urban areas, where the chief economic, social and environmental processes 

impacting upon human society occur (Adendorff, 2014). Among the most important 

social processes in our time is urbanisation, which has a profound influence on the 

environment at the local, regional, and macro levels (Adendorff, 2014; Turner et al; 

1990). 

 

It is essential that governments, city planners, and private developers have the 

capability of planning strategically and managing investments successfully in order to 

undertake property developments in general. The study of urbanisation trends and 

patterns, including all population dynamics, is therefore essential (Prinsloo, 2016). 

 

According to Prinsloo (2016), urbanisation is mostly the result of, notably: 

 

• Subsequent urban development influenced by the decisions and control of 

those in power. 

• Investing, or capital flows, are the primary drivers of urban growth and are partly 

responsible for determining the rate and pattern of urbanisation occurring. 
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• As modernisation disseminates, cities and their residents tend to acquire 

different social characteristics. 

• As a result of migration between rural and urban areas, urban growth rates and 

settlement patterns vary within cities and towns and between cities and towns. 

 

Many cities of today are struggling with a number of problems that are primarily due 

to the failure to successfully address the outcomes of trends and events (Adendorff, 

2014; Worldwork, 2011). There is no doubt that some cities are thriving and 

developing, but it is also true that some cities are not able to create the jobs needed 

to support the growth of their populations (PwC, 2014b). Today's cities are at the 

forefront of technological advancements, globalisation and cultural shifts, as well as 

new economic trend (Adendorff, 2014). In the international arena, cities are considered 

to be the frontiers of progress, the drivers of economic growth, and they have a 

valuable role to play in human activities (Adendorff, 2014; UNDP, 2011). Cities are 

growing more rapidly in the developing world due to migration, population growth and 

growing middle classes, while in the developed world the cities are growing more 

slowly but nevertheless, are growing. It thus makes sense that there is a growing need 

for the development of real estate in cities (PwC, 2014b). One of the most important 

factors contributing to both the global real estate industry and urban development for 

the future is the interaction between housing wealth, health conditions, quality of life 

and government policies in developing world (WEF, 2011). 

 

A city with rapid growth has the potential to offer a greater variety of opportunities in 

terms of risk and return, where low risk and low yield real estate investment 

opportunities are likely to arise within developed economies and high-risk but greater 

reward real estate opportunities should emerge from developing economies. Due to 

the increased number of people moving into successful cities, the cost of prime real 

estate in such successful urban areas will continue to increase. It is anticipated that 

cities will attract the young middle class worldwide, but particularly in the developing 

world. The extreme competition for urban space is likely to result in an increase in 

urban and city density, which will result in residential space in cities shrinking and 

developers having to come up with more innovative and creative ways to utilise space 

in future and existing buildings, found in urban areas (PwC, 2014b). 
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As noted in the paragraphs above, there will be many changes in the global real estate 

market in the coming years due to global trends that will impact upon the global real 

estate industry (PwC, 2015a). It is important that the global construction and property 

development industries face new challenges head on so that they can continue to 

contribute in a positive manner to the success of a country and capture new property 

development opportunities as they arise. In order to meet new challenges, it is 

necessary for the global construction and property development industries to come up 

with new approaches to deal with the change that lie ahead (Adendorff, 2011; Botha, 

2013). It is imperative that buildings be redesigned in order to respond to global 

challenges, both in terms of their function, their capacity to attain the building 

performance that is needed and in terms of their interaction with the internal and 

external environments (Manewa et al; 2000).  

 

The occurrence of challenges is often unpredictable and irregular (Latham, 2000; 

Manewa et al; 2016;). Property owners and developers who fail to adapt their buildings 

and properties in order to cope with emerging challenges will likely see their properties 

becoming obsolete and outdated or will be required to extensively renovate and 

redevelop their properties or even demolish the buildings on the properties, resulting 

in little contribution to the establishment of a sustainable built environment (Manewa 

et al., 2016). In today's globalised marketplace, both players in the real estate industry 

and the property management industry have a need to reorient themselves in order to 

survive (Razali & Juanil, 2011). 

 

As noted above, in order to prepare and respond to the coming changes in 

macroeconomic and built environments, it is necessary for real estate investors and 

related companies to develop effective strategies that successfully address the 

challenges ahead (Deloitte, 2016). In the years to come, mega-property development 

trends will have a profound impact on property development in general across the 

world (Prinsloo, 2016). Prinsloo (2016) postulates that such global mega-property 

development trends will change the global real estate industry in the following ways: 

 

• The significant growth of global investments, particularly in the developing 

world, necessitates that property managers think on a global scale in order to 

achieve their goals 
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• It is imperative that property managers gain a comprehensive understanding of 

the underlying economics of cities and urban areas 

• Managers of real estate must pay close attention to technological and 

sustainability aspects 

• The competition for prime real estate assets is intensifying globally, so property 

developers must determine where to compete and how to do so successfully 

• Property investors and developers will need to work together to mitigate the 

risks of projects that may not be economically feasible 

• The changing nature of global real estate investments, which demands an 

increased level of global specialisation, will inevitably increase the risk of 

property investments as a result 

• In the future, climate change, political uncertainty and economic conditions will 

be the most important factors to look out for. 

 

2.2.2 The Built Environment and Real Estate 

 

This section will briefly discuss property development and the link between property 

development and the built environment, the life-cycles of properties, the commercial 

real estate market, real estate definitions, property types, stakeholders in real estate 

and property companies. Section 2.2.3 will then discuss investing in real estate, which 

will be followed by reasoning for investing in distressed real estate.  

 

2.2.2.1 Property Development 

 

The built environment as described by various authors can be tenured as follows: 

 

 “The term built environment refers to the human-made surroundings that provide the 

setting for human activity, ranging in scale from personal shelter and buildings to 

neighbourhoods and cities that can often include their supporting infrastructure, such 

as water supply or energy networks” (Botha, 2013: 27).  
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“The built environment expresses in physical form the complex and social economic 

factors which give structure and life to a community. The condition and quality of 

buildings reflect public pride or indifference, the level of prosperity in an area, social 

values and behaviour and all many influences both past and present, which combine 

to give a community its unique character” (Cloete, 2001: 3).  

 

The built environment includes everything man-made that is designed, built or 

manufactured, mostly entailing buildings, structures (McKechnie, 2008), and facilities 

and civil infrastructure systems (Vanegas, 2003), with the purpose of adding value to 

people’s lives and adding value to mankind (McKechnie, 2008) is the basis for a 

society’s development and survival (Vanegas, 2003). It is one of the largest sectors in 

any community (Ngwepe et al., 2017), and is described by real estate assets (EPRA, 

2012), where buildings are one of the major products (Ngwepe et al., 2017). 

 

According to Manewa et al., (2016), challenges faced within the built environment 

involve: 

 

• The environment (Geraedts, 2008; Kincaid, 2000). 

• Technological innovation (Nutt, 2000; Flanagan & Tate, 1997). 

• Planning and policy issues, social requirements and political forces (Gann & 

Barlow, 1996). 

• Economics (Douglas, 2006; Arge, 2005). 

 

The global real estate investment industry has been undergoing an unprecedented 

level of change due to economic and social factors, which in turn is transforming the 

built environment as a result (PwC, 2014a). The existing stock within the built 

environment and its capacity to meet the demands it will face in the future is something 

that needs to be seriously addressed (Adendorff, 2014; UNDP, 2011; Worldwork, 

2011). Concerning existing buildings and designing new buildings, in order to cope 

with emerging global challenges, buildings need to undergo change, in terms of 

function, performance and the interaction with the internal and external environments 

(Manewa et al., 2016; Slaughter, 2000).  
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As noted, before, unpredictability and irregularity are common features of challenges 

(Latham, 2000; Manewa et al., 2016). Property owners that do not adapt their buildings 

in order to cope with emerging challenges will see their properties gradually become 

obsolete and may have to spend a substantial amount of money redeveloping the 

building or will have to demolish the building outright, where all these outcomes are 

not suitable for a built environment that is meant to be sustainable (Manewa et al., 

2016). 

 

“Development has aptly been defined as the continual reconfiguration of the built 

environment to meet society’s needs” (Ling & Archer, 2017: 604; Miles et al; 2007: 1). 

The definition indicates that “development is a necessity, demanded by society to meet 

its needs for shelter, working space, and other permanent facilities” (Ling & Archer, 

2017: 604). As part of the development process, the built environment emerges from 

the construction site during the construction phase of a project (Fisher & Gillen, 2005). 

In view of the long-term nature of property developments in general, property 

developments have a significant bearing on the future development of the urban built 

environment (Gibb & Hoesli, 2003). 

 

It is possible to make substantial gains from development if it is carefully 

implemented (Gibson & Barkham, 2001) and provided the development strategy 

results in creating real estate value (Gibson & Barkham, 2001; Nourse & Roulac, 

1993). It is important to recognise that the real estate industry is complicated by nature 

and that property development projects are among the most challenging undertakings 

in any business (Konstantinos, Kantianis Christos, & Galanos, 2014). As mentioned 

earlier, a building is developed and constructed to meet the needs of people, mostly 

accommodation needs (Ngwepe et al; 2017). “Different occupiers have different real 

estate requirements and priorities, particularly in the case of office space, making the 

developer’s task of producing buildings suitable for many tenants as possible very 

challenging” (Reed & Sims, 2014: 31). 

 

Development is defined as: “‘the carrying out of building, engineering, mining or other 

operations in, on, over or under land, or the making of any material change in the use 

of any buildings or other land’, and ‘building operations’ to include ‘demolition of 

buildings; rebuilding; structural alterations of or additions to buildings; and other 



66 
 

operations normally undertaken by a person carrying on business as a builder’” 

(Pirounakis, 2013: 215). In the field of property development, space is developed for 

the purpose of leisure, living, working and building (Cloete, 2017) and mostly involves 

the transformation or intensification of the function of land for the purpose of 

developing buildings and structures for accommodation (Wilkinson & Reed, 2008). As 

noted by Botha (2013) and Millington (2000), property development includes any 

activity which changes the state of a piece of land, with the following entailing common 

examples: 

 

• Constructing new buildings 

• Demolishing existing buildings and replacing them 

• Improving existing buildings. 

 

Property development is defined as: “the process directed at the increase in value of 

an existing property (undeveloped or developed) by application of resources (material, 

human and capital)” (Cloete, 2017: 3). Due to the nature of real estate, which is a long-

term, durable asset, it is necessary to make complicated forecasts of net income within 

a dynamic and ever-changing real estate market in order to make informed decisions 

in relation to its development (Kinnard, 1968; Wyman, Seldin & Worzala, 2011).   

 

Development is clearly a response to price signals from property markets. Thus a 

development appraisal relies on estimated rental values based on letting market 

evidence and an estimated yield based on investment market evidence. These two 

combines to produce an estimated sale value which must exceed the estimated 

“land” cost plus construction cost, each of which depend on evidence from their 

respective markets (Fisher, 2005: 160). According to Botha (2013) and Harvard 

(2002), property development can be:  

 

• Greenfield; involving developing on a previously undeveloped site. 

• Brownfield; involving developing on a previously used site. 

• Demolition; clear and new built of a functional and similar building. 

• Partial demolition, partial new-built. 
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• Retention of existing structure, which is renewed or rebuilt. 

• Existing structure sustainability retained but for a different use. 

 

Ground-up property construction is divided into specific projects, with the use of 

categories, namely; economic development, site selection and commercial, industrial 

or residential real estate projects. All these categories are either directly or indirectly 

related to start-ups, expansions or relocations (Gahr et al., 2017). The property 

development process as per Cloete (2017), involves, the idea stage, preliminary 

feasibility stage, gaining control of the site, feasibility analysis and design, financing 

stage, construction stage, marketing stage, leasing, and finally, sale of project.  

 

“Property development can be likened to any other industrial production process that 

involves the combination of various inputs in order to achieve an output. In the case 

of property development, the product is a change of land use / or a new or altered 

building the production of which process combines land, labour, materials, and 

finance” (Botha, 2013: 59). It is not uncommon for even the smallest construction 

project to require the services of multiple property development-related contractors 

and may involve countless steps in the development process (Ling & Archer, 2017). 

Property developers are considered entrepreneurs that utilise land, labour, and capital 

to create a real estate product whose value should exceed the cost of the 

components to produce the product (Botha, 2013; Walker, 2000).  

 

According to Cloete (2017), some stakeholders that contribute to the development of 

a commercial property developments are the owners, sellers, financiers, mortgage 

brokers, developers, promotors, land sale estate agents, letting agents, architects, 

engineers, quantity surveyors, building contractors, subcontractors, project managers, 

local authorities, the community, tenants, local press, market research companies and 

advertising and promotions companies. Wilkinson and Reed (2008) include 

landowners, accountants, objectors, construction economists, property economics 

consultants, valuation surveyors, public sector and government agencies. Fisher and 

Collins (1999) included speculators and donors.  
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2.2.2.2 The Lifecycle of a Property Development 

 

Property development stages entail; pre-development, development, leasing, 

operating and redevelopment, or rehabilitation (Gahr et al., 2017). All assets 

eventually waste away, even when suitably maintained (Gyamfi-Yeboah & Ayitey, 

2009). The life-cycle of a property development involves; the development cycle, 

which includes the development phase, the design and the construction phases and 

the usage phase, which includes actual use period and lastly the re-use or end-of-life 

phase (de Jonge & Arkesteijn, 2008; Thomsen & van der Flier, 2011).  

 

According to Pirounakis (2013), the quotation below gives an indication on why a 

commercial property development waste away like other assets and thus has a 

lifespan. 

 

At the beginning, when a building for a certain use is erected, it normally earns 

a higher income than any other use of the site would have earned - that is why 

the site was devoted to the given use rather than to an alternative use in the 

first place. Soon after occupation, though, the present value of future net 

incomes from the given building begins to diminish for a number of reasons. 

First, the physical life of the building is finite, so with every passing year the 

time horizon in which the building is expected to generate incomes becomes 

smaller. Second, the building may begin to be less capable of satisfying the 

evolving needs of future occupiers (unless, as it happens sometimes, the 

traditional look of some old buildings is considered an attractive trait by some 

users). Third, maintenance and other costs increase with the age of a building 

(Pirounakis, 2013: 158). 

 

2.2.2.3 Commercial Real Estate Markets 

 

Willing buyers and willing sellers for a specific product or service show that there is a 

market for that specific product or service (IREM, 2011). “A market is created in real 

estate when two or more parties meet for the purpose of leasing and buying space” 

(Kyle, 2013: 30). According to Cloete (2005), the property markets entail residential, 

commercial, industrial, leisure market and community services.  
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Local market rents are established by the market for space that is available for renting 

and occupation. In the capital market, risk premiums are determined for assets relating 

to commercial properties with varying property cash flow risk profiles (Clayton, Ling & 

Naranjo, 2009; Archer & Ling, 1997).  

 

Users of real estate typically compete for physical locations and space in real estate 

user markets. Users include potential occupants, owner occupants, tenants, or 

renters. A factor illustrating the accommodation needs of people, organisation, and 

businesses, can be regarded as is the demand for real estate. People, businesses, 

and organisations require convenient access to locations as well as accommodation 

for their activities. Users need to choose between owning and occupying property or 

leasing property subject to their financial situation, needs and wants (Ling & Archer, 

2017). 

 

A major factor influencing prices relating to commercial real estate is the 

market (Archer & Ling, 1997; Clayton et al., 2009). Thus overall, the property market 

establishes required property-specific investment returns, property values, 

capitalisation rates and construction feasibility for property investors and developers 

(Ling & Archer, 2017). It is obvious that property markets are important to the property 

development process, although the markets affect sites differently depending on their 

location, physical and institutional situations and conditions (Fisher & Gillen, 2005). 

The commercial real estate market can be seen as a cluster of rights in commercial 

property being exchanged (Adegoke, 2016; Baum & Crosby, 1988) and a system of 

transactions between property owners, property users and agents (Adegoke, 2016). 

As declared by ESRB (2015: 29), notable factors of the market structure of the 

commercial real estate market and submarkets include the following: 

 

• Are heterogeneous in nature. 

• Demand and supply govern market prices; financial stability risks from boom-

bust episodes are mostly driven by price changes due to market imbalances. 

• Cyclical factors, long-term structural factors, demographics, technological 

innovation influence demand; supply adjusts to demand. 
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• Commercial real estate market developments are linked to developments in 

other asset markets. 

• The legal and regulatory environments influence both demand and supply. 

• Strong interdependencies exist between commercial real estate markets and 

the economic environment. 

 

There is a cyclical nature to the real estate industry, thus all real estate markets are 

cyclical in nature (Muhlebach & Alexander, 2008) and all real estate markets are 

subject to similar cyclical trends (Kyle, 2013). Commercial real estate markets are 

generally subject to boom-bust cycles (Reed & Sims, 2014; Scott & Judge, 2000), that 

are amplified due to greater business cycle exposure and the low elasticity of supply 

(ESRB, 2015). 

 

Figure 2.3 below, describes the four phases of the commercial real estate market cycle 

based on indicators entailing but not limited to; property prices, the volume of loans 

granted for commercial real estate purposes and the credit standards that banks apply 

in the approval process (ESRB, 2015). In Figure 2.3 the LTV ratio is a loan-to-value 

ratio (Ling & Archer, 2017). 

 

FIGURE 2.3: A THEORETICAL FRAMEWORK FOR COMMERCIAL REAL ESTATE 

CYCLES 

 

(SOURCE: ESRB, 2015) 
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According to Wilkinson and Reed (2008), the following indicates the events during the 

business cycle, credit cycle and the property development cycle: 

 

• Strengthening demand, rising rents, rising capital values, new development 

cycle upswing 

• Credit expansion, business cycle upswing, economic boom, speculative 

development activity 

• Long development lead times produce tight supply, property values rise 

• Tightening of monetary policy, business cycle downswing, development cycle 

peaks 

• Economy subsides, property demand declines, vacancy stock increases, rents 

fall, property values fall 

• Economy enters recession, rents fall further, property values fall further, credit 

squeeze, bankruptcies increase, development cycle choked off. 

 

2.2.2.4 Real Estate and Property Types 

 

Property is defined as “anything that can be owned or possessed. Property can be a 

tangible asset or an intangible asset. Tangible assets are physical things, such as 

automobiles, clothing, land, or buildings. Intangible assets are nonphysical and include 

contractual rights (e.g., mortgage and lease agreements), financial claims (e.g., stocks 

and bonds), interests, patents, or trademarks” (Ling & Archer, 2017: 2). Thus, property 

can include land, biological assets, buildings, plant, machinery, equipment and 

movable assets (van Vuuren, 2016). The tangible asset called “real estate”, can be 

categorised as property (Ling & Archer, 2017). Real estate mostly involves the assets 

known as land and improvements (Buitelaar, Moroni & Franco, 2021).  

 

Notably, only when real estate is described as a tangible asset, real estate is thus 

defined as “the land and its permanent improvements” (Ling & Archer, 2017: 2), hence 

is further defined by Pirounakis (2013: 1), as “land and buildings and the legal rights 

over immovable property, especially when they can be priced for possible sale in an 

actual or potential market”.  
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Improvements on a parcel of land is defined by Ling and Archer (2017: 2) as “any fixed 

structure such as buildings, fences, walls, and decks” and improvements to a parcel 

of land as “the components necessary to make the land suitable for building 

construction and other uses” (Ling & Archer, 2017: 2), hence in summary, all 

permanent attachments to a piece of land that have been made by man are 

categorised as improvements (Kyle, 2013).  

 

As noted above, real estate is tangible in nature and is thus equated to real property 

(Brady, 2016). Like real estate as a tangible asset, real property includes land and 

anything permanent in nature attached to the piece of land (Fisher, 2007), therefore, 

real estate and real property essentially mean the same thing. Physically, land is 

confined to a single location and cannot be relocated (Reed & Sims, 2014; IREM, 

2011). Improved land equates to land that has been improved with buildings, 

structures and infrastructure (van Vuuren, 2016). 

 

The availability of land is limited and is characterised by location and inherent qualities 

which are drivers of land value to investors. A piece of land's market value is 

determined by its capacity to be utilised, therefore, only once a piece of land is 

developed into a useful state that is perceived by investors as valuable, only then is 

value created. Hence, land value is directly linked to its use and improvements on the 

land. How land is used is determined by industry, the population and supply and 

demand forces (IREM, 2011). The ever-increasing scarcity of land will inevitably lead 

to land prices increasing (Pšunder, 1999). Furthermore, lands’ highest and best use 

will always change with time, based on changing circumstances (Reed & Sims, 2014). 

 

In the context of the present research effort, ‘real property’, ‘real estate’ and ‘property 

or properties’ have the same meaning. The following factors are characteristics of real 

estate:  

 

• Property assets equates to land and buildings (Gibson, 1994). 

• The performance of the real estate sector is linked to the performance of the 

economy and capital markets (Akinsomi et al., 2018; Baum, 1993. 

• Buildings have existed since ancient times (Krumm, 2001). 
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• Real property is associated with many stakeholders (Konstantinos et al; 2014; 

Allmon et al., 2000). 

• Real estate generates attractive returns via current income and capital 

appreciation (Brady, 2016). 

• Real estate can be categorised a tangible asset, that can its value enhanced 

with development (Pfeifer, 2016). 

• Buildings are complicated and manmade tangible products that require regular 

reinvestments in maintenance and adaptation in order to last longer (Thomsen 

& van der Flier, 2011). 

• Properties have a long-term nature (Cloete, 2005) and are durable assets 

(Cloete, 2005; Pinder & Wilkinson, 2000; Usman & Nuhu, 2019). 

• Property has physical longevity as a characteristic (Mansfield & Pinder, 2008; 

Thomsen & van der Flier, 2011) 

• The physical reality of buildings distinguishes real estate from other types of 

investments (Pinder & Wilkinson, 2000). 

• Real estate can be described as large lumpy assets (Reed & Sims, 2014). 

• Real estate characteristics include large, complex and expensive (Too et al; 

2010). 

• Buildings are capital-intensive in nature (Rochdi, 2015; Thomsen & Van Der 

Flier, 2011; Brounen & Eichholtz, 2005). 

• Real estate requires long-term commitment from investors (Rochdi, 2015; 

Brounen & Eichholtz, 2005). 

• Real property is immovable in nature (IREM, 2011; Ling & Archer, 2017; 

Thomsen & van der Flier, 2011), or non-portable in nature (Cloete, 2005). 

• Real estate is illiquid in nature (Cloete, 2005). 

• Real estate is heterogenous in nature (Ling & Archer, 2017; Cloete, 2005; Sahi 

& Lee, 2001), thus every property is unique (Ling & Archer, 2017). 

• The distinctive characteristics of each property are determined by age, building 

design and location (Ling & Archer, 2017). 

• Buildings generate services for people (Grover & Grover, 2015). 

• Having the right property enhances service but having the wrong property can 

have the opposite effect (Gibson, 1994). 

• Obsolescence is a serious threat to buildings (Thomsen & van der Flier, 2011). 
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• Buildings differ in function, size, method and cost of construction, lease 

conditions, quality and the degree of obsolescence (Grover and Grover, 2013). 

• Property is viewed as a physical asset, a financial asset and a place where 

activity takes place (Gibson, 1994). 

• Properties link people, technology and documents (Grabowski & Mathiassen, 

2013; Steen, 2010). 

• Real estate is widely regarded as a good investment (Wolski & Zaleczna, 2011). 

• Property investment characteristics include the infrequency of transactions and 

the non-existence of a central marketplace (Sahi & Lee, 2001). 

• Real estate is characterised by privately negotiated transactions with high 

transaction costs (Ling & Archer, 2017). 

• Globally, buildings consume lots of energy and water and greatly contribute to 

global greenhouse gas emissions (Conejos, Langston, & Smith, 2013; Huang, 

Shi, Tanikawa, Fei & Han, 2013) and waste (Fu, Pan, Ma, & Li, 2013; Hang et 

al., 2013).  

• As an asset class, real estate is discernible and distinguishable (Lekander, 

2015). 

• As an asset class, real estate is unique due to idiosyncratic risk, the 

heterogeneity of the assets and the requirement to actively manage real estate 

holding (Lekander, 2015; Ang, 2012). 

• As an asset class, real estate is homogeneous and does not require 

harmonisation and standardisation through securitisation to be investible 

(Lekander, 2015). 

• Property portfolios are highly diversified and require distinct actions taking into 

account the different property functions (Vermiglio, 2011). 

• Real estate is associated with information asymmetries, enabling investors 

using insider knowledge to generate profits (Fuerst & Marcato, 2009; 

Sanderson & Devaney, 2017). 

• Urban areas consist mostly of real estate assets (Beekmans, van der Krabben 

& Martens, 2012). 
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The need for real estate is shown in countless studies (Levy & Peterson, 2013). Real 

estate satisfies the needs and desires of people (Jamila & Nuhu, 2019), is a valuable 

asset, is a symbol of stability and independence (Lowies et al., 2016), a resource 

(Gibson, 1994), developed to provide for human need (Ngwepe et al., 2017), provides 

a place to work, provides a place to teach students, provides community care and 

distribute benefits (Gibson, 1994), has societal and cultural significance (Thomsen & 

van der Flier, 2011) and provides social justice by redistributing resources, jobs and 

opportunities (Gibb & Hoesli, 2003). Real estate contributes to a society’s 

development, contributes to a society’s achievement of the goals (Allmon et al; 2000; 

Konstantinos et al., 2014), is a basic need of mankind, contributes to physical survival 

(Jamila & Nuhu, 2019; Olayiwola et al., 2005), is an investment (Pinder & Wilkinson, 

2000; Nutt, Walker, Holliday & Sears, 1976) and provides security and stability 

(Connaught, 1997; Pinder & Wilkinson, 2000).  

 

Real estate contributes to urban functioning (Pšunder, 1999), is a key driver of urban 

economies (Begg, 2001; Gibb & Hoesli, 2003), impacts upon the evolution of the urban 

built environment (Gibb & Hoesli, 2003), is as a carrier of urban culture, stores memory 

of city development and contributes to urban cultural transmission and innovation (Liu, 

Xu, Zhang, & Zhang, 2014). The real estate market is a large global market (Allmon 

et al., 2000; Konstantinos et al., 2014), contributes to the global financial market, 

contributes to the world economy (WEF, 2011), is an important contributor to economic 

activity, provides space needs for nearly all other economic activities and contributes 

to general economic activity in the economy and job creation (Boshoff & Seymore, 

2016). Real estate impacts upon the environment, impacts upon society and impacts 

upon the economy (Jones, 2015), is a component of the human environment and 

impacts upon global climate change (Ngwepe et al., 2017; Horne et al., 2009).  

  

Real estate provides physical covering for company operational processes (Rochdi, 

2015; Liow & Nappi-Choulet, 2008), are a key resource for all organisations (Gibson, 

1994), provides space to house employees and provides space to house goods and 

productive processes (Gibler & Black, 2004).  
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Commercial real estate contributes to the wealth of nations, houses most business 

operations (Akinsomi et al., 2018; Karakozova, 2005), contributes to the sustainability 

of economic activities (Oyedokun et al., 2014), is an attractive investment option, can 

provide stable and long-term income return and can provide capital appreciation 

(Devaney & Scofield, 2013).  

 

Commercial office real estate properties contribute to wealth (Slade, 2000; DiPasquale 

& Wheaton, 1992), provides the required working environment (Clapp, 1993; Slade, 

2000), contributes to urban landscape (Hough & Kratz, 1983; Slade, 2000) and 

provides returns via rental income and capital appreciation (Bottom, 1996; Bottom, 

McGreal & Heaney, 1999; Pinder & Wilkinson, 2000). Commercial retail real estate 

properties are a driver for the retail industry (Liow & Ingrid, 2008), influence retail 

business performance (Liow & Ingrid, 2008; Gibson & Barkham, 2001; Ownbey, Davis 

& Sundel, 1994), is seen as strategic to retail organisation (Liow & Ingrid, 2008).  

 

Real estate is widely seen as the ‘The Fifth Resource’ (Robinson, 1999; Joroff, Porter, 

Feinberg, & Kukla, 1993), contributes to value, can be 20-25 % of total company 

assets, and expenses associated with accommodation can vary between 5 % and 8 

% of the total revenue (Krumm, 2001; Veale, 1989). It accounts for 25-40 % of the 

large company total assets (Brounen & Eichholtz, 2005; Zeckhauser & Silverman, 

1983), is a significant resource for most companies (Woollam, 2004), an addition to a 

multi-asset portfolio (Niskanen et al., 2011; Ross & Mancuso, 2011), contributes to 

asset allocation of institutional portfolios, reduces overall portfolio variance, 

contributes to liability matching (Lekander, 2015), is the largest asset on the balance 

sheets of countless companies (Gibb & Hoesli, 2003; Hu & Pennington-Cross, 2000; 

Lasfer, 2007; Liow & Nappi-Choulet, 2008; Rochdi, 2015), contributes to risk-

diversifying in investment portfolios (Gibb & Hoesli, 2003; Hoesli & MacGregor, 2000) 

and is a large component of firm’s capital (Rochdi, 2015).  

 

Real estate contributes to company profitability, contributes to company shareholder 

value (Woollam, 2004), provides a direct capital market indicator (Liow & Ingrid, 2008; 

Louargand, 1999), is a strategic resource, contributes to company performance, is a 

factor of production, contributes to cost management and cost reduction (Woollam, 

2004), can offset company cost with benefits (de Vries et al., 2008), partly determines 
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firm valuation (Liow & Ingrid, 2008) and contributes to creative management (Gibson, 

1994). Real estate affects company financial parameters entailing cost of equity, cost 

of debt, debt capacity, systematic risk and market-to-book ratio (Liow & Ingrid, 2008; 

Miles, Pringle & Webb, 1989). Many businesses invest in real estate (Liow & Ingrid, 

2008) and real estate generally contributes to the common goals of investors 

(Akinsomi et al., 2018).  

 

Real estate investments contribute to pride of ownership, personal control, personal 

use and occupancy, estate building, security of capital, high operating yield, leverage, 

tax shelter factors, investment capital appreciation (Cloete, 2005; Pyhrr, Cooper, 

Wofford, Kapplin, & Lapides, 1989), protection against inflation (Brady, 2016; 

Lekander, 2015; Ross & Mancuso, 2011; Wolski & Zaleczna, 2011; Cloete, 2005; 

Bond & Seiler, 1998; Brown, 1991; Pyhrr et al., 1989), possible attractive total returns, 

low-to-moderate correlation to other asset classes (Brady, 2016), potential return 

enhancement (Lekander, 2015; Ross & Mancuso, 2011), risk diversification, income 

generation and low volatility (Ross & Mancuso, 2011).  

 

Real estate is a core asset for real estate investment trusts (REITs) and real estate 

operating companies (REOCs) (Rochdi, 2015) and is a competitive factor among non-

real estate related firms (Hartmann, Linneman, Pfnür, Moy, and Siperstein, 2010). 

Real estate is vital and strategic to hotel, restaurant and food businesses (Brounen & 

Eichholtz, 2005). 

 

Corporate real estate is a large global asset (Brounen & Eichholtz, 2005), is an 

important corporate resource (Liow & Ingrid, 2008; Roulac, 2001), constitutes a 

significant portion of business capital, has taken on a higher level of importance in 

terms of resources (Liow & Ingrid, 2008), is considered as a physical asset (Too et al., 

2010), and can provide businesses with a difficult resource to duplicate, contributes to 

company global competitive advantage (Too et al., 2010; Wills, 2008). The costs 

associated such properties have become second to payroll costs (Brounen & 

Eichholtz, 2005; Veale, 1989), contribute to firm competitiveness (Too, et al., 2010), 

impact upon credit facilities, impact upon financial statements, impact upon operating 

economics (Liow & Ingrid, 2008; Manning & Roulac, 2001) and contribute to achieving 

financial objectives (Liow & Ingrid, 2008).  
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Real estate can be categorised as specialised and non-specialised properties (van 

Vuuren, 2016; French, 2004). Non-specialised properties include residential, 

commercial, industrial and some types of retail properties. Specialised properties 

generally have a single, overall utility (van Vuuren, 2016). Real estate types can also 

be divided into residential and non-residential, where both types can become 

investment properties. Non-residential properties include commercial, industrial, hotel, 

recreational and institutional properties (Głuszek & Zięba, 2014).   

 

Residential properties provide shelter needs for people to live (Kyle, 2013), are 

purchased for personal use, provide housing (Pfeifer, 2016), and include residential 

lots, dwelling units, single-family homes, condominiums (Brady, 2016), government 

and institutional housing, manufactured home parks, multifamily residences and 

senior citizen facilities (Kyle, 2013). Multi‐family residential properties include 

apartment buildings, duplexes and town houses (Pfeifer, 2016). 

 

Commercial properties provide accommodation for conducting business activity 

(Celka, 2011; de Roos, 2008), are considered to be public accommodation, are 

categorised as a private entity (Kyle, 2013), are assets held as an investment, can be 

managed with own property management (Palm, 2013; Lind & Lundström, 2011), are 

leased out to businesses or individuals (Pfeifer, 2016), are where owners collect rent 

payments from the tenants (Pfeifer, 2016), are generally a long-term investment 

(Muhlebach & Alexander, 2008) and are categorised as income-producing properties. 

Residential properties are categorised as commercial properties when owned or 

developed for commercial purposes (ESRB, 2015). “The residential sector of the 

commercial real estate market should be distinguished from residential real estate 

owned and occupied by households. This is because commercial real estate is more 

often purchased as a speculative investment by professional investors than residential 

real estate, which often serves as accommodation for its owners” (ESRB, 2015: 12). 

Commercial real estate includes office, retail, industrial, warehouse, hotel and 

multifamily rental apartment properties, self-storage, manufactured housing, 

healthcare (Brady, 2016) and research parks (Kyle, 2013). Office commercial 

properties are leased to companies for the daily operational functions of those 

companies. Retail commercial properties are leased to retailers who deliver goods 

directly to consumers at the property (Pfeifer, 2016).  
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Income properties generate income, but are not owner occupied (Fisher, 2007). Retail 

and office commercial properties are major types of income properties (Głuszek & 

Zięba, 2014). Most of a property investment income comes from the rental received 

from tenants (Barber, 1990). Income property success is determined by the net cash 

flow generated by the property, where operating expenses are subtracted from 

effective gross income (potential rental income adjusted for vacancy and collection 

losses and receipts from non-rental sources) to reach net operating income and the 

expense of the property loan or debt service is further subtracted from net operating 

income to produce the net cash flow (IREM, 2011). 

 

Industrial properties include properties purposed for industrial use, distribution 

facilities, manufacturing, research and development, or warehousing (Pfeifer, 2016), 

heavy manufacturing, light manufacturing, industrial parks, loft building, ministorage 

facilities and enterprise zones (Kyle, 2013). Industrial properties are generally tailor-

made (Brounen & Eichholtz, 2005) and individualised (Du, Leung & Chu, 2014; 

Rochdi, 2015). According to Pirounakis (2013), unique aspects of the industrial 

property sector are the following: 

 

• Are the least cyclical of all property sectors (AMB, 2002). 

• Mostly owner-occupied and single-tenant-occupied (Wheaton & Torto, 1990). 

• Are not the largest part of the wealth of the firm. 

• Industrial mortgages are difficult to obtain. 

• Usually, are under heavy scrutiny for environmental reasons. 

• Is capital-intensive, long-term in nature and relocation hardly occurs. 

• Should be established near populated areas which contain the source of 

demand and the infrastructure that supports trade (AMB, 2009). 

• Rental income earned is a small proportion of total value added. 

• The sector is diversified in terms of property types and user variation (AMB, 

2002). 
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Operational properties are owned by an organisation to undertake core functions 

(Gibson, 1994) and enable organisations to be efficient and profitable (Liow & Ingrid, 

2008). Office properties are a prime example of operational property (Pinder and 

Wilkinson, 2001; Avis et al., 1993).  

 

Corporate real estate properties are owned by companies that are not primarily 

involved with property investment and property trading (Liow & Ingrid, 2008), link real 

estate provision and company management to company operational requirements 

(Harris and Cooke, 2014), are not necessarily investments (Kooymans, 2000; Too et 

al., 2010), include freehold and leasehold situations, are used for own productive 

purposes (Too et al., 2010), are considered a factor of production and provide space 

for the production and delivery of goods and services (Liow & Ingrid, 2008).  

 

“Corporate real estate, as a discipline, fuses space, services and production. In doing 

so, it does not distinguish between property, facilities and design and delivery. It is an 

integrating function, encompassing what is generally referred to as facilities 

management, general practice surveying and workplace design” (Harris & Cooke, 

2014: 277). 

 

Corporate real estate is widely described as a necessary evil, requires large capital 

investments over long periods, entails real estate portfolios that are built for company 

activity purposes (Brounen & Eichholtz, 2005), entails the maximisation of the space 

consumption utility, entails the minimising the operational costs (Liow & Ingrid, 2008) 

and entails the efficient employment of capital for holding real estate (Liow & Ingrid, 

2008). Corporate real estate can involve office, retail, industrial and leisure properties 

(Harris and Cooke, 2014). Distressed or problem properties mostly include improved 

properties that produce survival-threatening low levels of net operating income (Healy 

& Martin, 1989), and which is not enough to cover the property’s debt obligations 

(Brophy and Chen, 2010; Cornell et al., 1996).  

 

Distressed properties can be characterised by high vacancy levels (Anglyn, 2005; 

Brophy & Chen, 2010) and facing a sharp decrease in rental income (Anglyn, 2005; 

Brophy & Chen, 2010). A property becomes distressed when the property’s cash flow 

drops below the break-even point and thus a debt default is a likely outcome for the 
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property owner (Torto, 2010). Distressed properties include properties where effective 

rents or prices have dropped substantially for lease-up or sale (Anglyn, 2005). 

Distressed properties do not necessarily need to be a vacant property, as a fully 

occupied property can be in a distressed situation if rents have dropped significantly 

enough to attain the lease-up (Anglyn, 2005).  

 

Troubled properties, are properties experiencing being in delinquency or default, 

experiencing being transferred to a special servicer, experiencing foreclosure 

initiation, experiencing maturity default or experiencing the borrowers being in 

bankruptcy, while potentially troubled properties are properties not yet distressed, but 

most probably will be in the near future (Downs & Xu, 2015). A distressed residential 

property is where a homeowner has ceased loan repayments because the current loan 

balance exceeds the current property market value (Moore & Ikromov, 2015).  

 

Vacant and abandoned properties are distressed properties (Buitrago, 2013; Butler, 

2016). Zombie properties are likely to become distressed. Creeping blight is 

associated with vacant, abandoned and distressed properties (Butler, 2016). 

Stabilised properties are properties with vacancy rates and rental rates that are close 

to current market rates and have minimal deferred maintenance issues or require 

minimal capital expenditures for improvements (Ling & Archer, 2017).  

 

Hotels, motels, clubs, resorts, nursing homes, theatres, schools, colleges, government 

institutions and places of worship are categorised as ‘special-purpose’ property (Kyle, 

2013). Public properties include military garrisons, prisons, industrial areas, hospitals, 

schools, government offices, railways, religious buildings, electrical substations, 

warehouses, social housing and more (Tajani & Morano, 2017).  

 

2.2.2.5 Real Estate Sector-Related Stakeholders  

 

Stakeholder groups involve individuals and entities that have some sort of tangible 

claim to the organisation in question (Harrison & Pelletier, 1998). Stakeholders can 

generally involve stockholders, creditors, employees, customers, suppliers, 

governments, unions, competitors, local communities and the general public (Harrison 

& Pelletier, 1998; King & Cleland, 1976). Property development processes bring about 
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the interaction of groups of individuals and entities (Adams, Baum, Goodchild & 

Munton, 1985; Adams, Baum, MacGregor, 1985; 1988; Adams & May,1991; Samsura, 

Van der Krabben & Van Deemen, 2010).  

 

Niu, Lechler and Jiang (2010) note stakeholders applicable to the life-cycle of a real 

estate project, notably; the real estate developer, banks, government, contractors, real 

estate brokers, architects, supervisors, suppliers, property manage companies, the 

media and finally the customer.  A tenant is the customer of property owners that 

provide residential and commercial accommodation (Li, 2003; Matzler and 

Hinterhuber, 1998; Palm & Palm, 2017).  

 

Reed and Sims (2014) indicate stakeholders in the property development process to 

include; landowners, property developers, public sector and government agencies, 

planning authorities, professional planners, financial institutions and lenders, building 

contractors, real estate agents, planning consultants, market research analysts, 

economic consultants, valuation surveyors, architects, quantity surveyors, engineers, 

project managers, solicitors, accountants, objectors and occupiers. According to 

Newcombe (2003) and Smith and Love (2004) and Chinyio and Olomolaiye (2010) 

note the stakeholders involved in construction projects to include the owners and users 

of facilities, project managers, facilities managers, designers, shareholders, legal 

authorities, employees, subcontractors, suppliers, process and service providers, 

competitors, banks, insurance companies, media, community representatives, 

neighbours, general public, government establishments, visitors, customers, regional 

development agencies, the natural environment, the press, pressure groups and civic 

institutions. Fisher and Collins (1999) showed property development-related actors to 

be, notably; consultants, bankers, builders, developers, investors, objectors, 

occupiers, planners, site owners, speculators and donors.  

 

Generally, the decisions made by one stakeholder are likely to affect the decisions of 

other stakeholders, thus, there is generally always a level of interdependency 

(Samsura et al., 2010).  
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Therefore, it is crucial to build good relationships with stakeholders at all levels (Musil, 

2011). In the context of the present research effort, the terms ‘property developer’, 

‘real estate developer’, ‘developer’, ‘owner’, ‘property owner’ and ‘investor’ have the 

same meaning. In some cases, the property owner or developer can also be the 

property manager.  

 

2.2.2.6 Property Companies 

 

Property companies are involved with trading land and buildings, dealing in land and 

buildings, acquiring standing investments, holding property for long-term income and 

capital appreciation (Sahi & Lee, 2001; Barkham, 1997), developing properties, 

refurbishing properties, redeveloping properties (Sahi & Lee, 2001), investment 

activities and development activities (D’Arcy & Taltavull, 2009). 

 

Property companies are categorised as property trading companies, property 

investment companies, or as both (Sahi & Lee, 2001). Property trading companies buy 

and sell properties to earn profits. Property investment companies buy properties and 

hold onto those properties to earn rental revenue in order to earn profits. Some of 

these property companies are also involved in property development (Ooi, 1999). 

 

As noted above, property investment companies are in the business of owning 

properties for long periods of time in order to earn rental income and gain capital 

appreciation (Gerbich, Levis & Venmore-Rowland, 1999). Property investment 

companies are regarded as securitised real estate investment vehicles, like United 

States real estate investment trusts (REITs) or Australian property unit trusts (Gerbich 

et al., 1999). Property investment companies generally hold substantial portfolios of 

commercial property investments and commercial property developments (Sahi & 

Lee, 2001). A property development company is mainly involved with development, 

redevelopment, or refurbishment of properties to be sold for a profit once the project 

is completed (Gerbich et al., 1999).  

 

With regards to property management companies, “commercial real estate owners 

frequently hire property management companies. Some management companies 

have the authority to bind an owner to a lease, but others have only day-to-day 
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management powers” (Portman, 2018: 126). Property management companies can 

improve rental income, provide better services (Benjamin & Lusht, 1993; Ho & 

Liusman, 2016), improve loyalty among existing tenants and can increase the chances 

of securing new tenants (Oyedokun et al., 2014). 

 

Since the characteristics of real estate entail high transaction costs, are 

heterogeneous in nature, have varying physical and locational characteristics and 

have search and information costs and have transaction complexity, all these result in 

the real estate transaction process, generally, be costly and time-consuming (Devaney 

& Scofield, 2013), and where service agencies can assist with providing information 

to save investors time and money. Real estate agencies are regarded as businesses 

and professions. Real estate agencies can reduce the transaction costs of searching 

and administration (Li & Wang, 2006) and can assist with marketing and leasing (Ling 

& Archer, 2017). “A good broker not only has valuable connections in the target 

market, but also has special knowledge of the market regarding what tenants want in 

a property” (Ling & Archer, 2017: 621).  

 

Property investors can invest in real estate via private and public means. Private real 

estate is acquired through property pools, syndications, commingled real estate funds 

or separate accounts managed by professionals (Niskanen et al., 2011; Seiler, Webb 

& Mye, 2001). The private real estate market allows a property owner to manage the 

property assets and thus has some control of income generating potential (Devaney 

& Scofield, 2013).  

 

Public-market access is done via real estate investment trusts (Lekander, 2015; Hoesli 

& Oikarinen, 2012). Public real estate investments involve those companies acquiring 

securitised real estate (Niskanen et al., 2011; Seiler et al., 2001). The advantage lies 

in that property investors need to worry less about illiquidity, intense management and 

high unit costs, which are all associated with non-listed real estate (Niskanen et al., 

2011).  

 

Furthermore, public real estate investments comprise of homogeneous and diversified 

investment assets with low transaction costs (Niskanen et al., 2011; Serrano & Hoesli, 

2009) and mitigates problems such as information asymmetries and operational risks 
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that are also associated with private real estate (Hoesli and Lekander, 2008; Niskanen 

et al., 2011). Lastly, investors are able to establish international property portfolios 

without worrying about acquiring, managing and disposing of property investments in 

other countries (Niskanen et al., 2011). Public real estate companies also include real 

estate operating companies (REOC) (Pfeifer, 2016), equity real estate investment 

trusts and mortgage or specialty finance real estate investments trusts (Brady, 2016). 

 

A real estate investments trust (REIT) invests money in real estate and distributes the 

profits to the property investors (Gahr et al., 2017). Real estate investment trusts 

include public and private options (Brady, 2016). Investors that invest in real estate 

investments trusts effectively own shares in the trust, thus are indirectly exposed to 

the real estate market. Investors in this case do not need to worry about managing the 

properties, as this is done by the real estate investments trust (Pfeifer, 2016). 

 

2.2.3 Opportunistic Real Estate Investing 

 

This section briefly discusses real estate investing, focusing on core, non-core and 

opportunistic investing. The rationale for this section is to indicate to the reader the 

reasons for investing in different types of real estate investments, including distressed 

real estate. 

 

2.2.3.1 Real Estate Investing 

 

The act of investing involves forsaking a capital sum in the present with the hope of 

gaining a satisfactory and worthwhile reward in the future, generally the form of cash 

inflows and capital gains (Anule & Umeh, 2016; Enever & Isaac, 2002). Cloete (2017: 

3) defines an investment as: “the sacrifice of a (certain) present value for a (possibly 

uncertain) future value”. Types of assets include cash, financial and real assets. Real 

estate falls within the real asset category (Banfield, 2014).  

 

There are differences in each investment class that make the investment more or less 

appealing to investors with varying levels of risk and return expectations and general 

investment requirements (Dubben & Sayce, 1991; Hamilton, Lim & McCluskey, 2006; 

Hoseli & MacGregor, 2000; Hargitay & Yu, 1993). 
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Real estate can enhance a multi-asset investment portfolio (Ross & Mancuso, 2011). 

Since real estate is a capital investment and it thus should show capital appreciation 

over a period of time, investing in property provides a medium-income investment with 

equity-like growth and a yield buffer against depreciation (Barber, 1990). The objective 

of real estate investing is to identify and structure projects in such a way as to 

maximise the expected investment returns relative to risks faced (Cloete, 2017; Pyhrr 

et al., 1989). As a prime objective, property investors seek to maximise the wealth of 

their shareholders through property investments (Cloete, 2005). 

 

General investment objectives include; regular return, investment for own use, capital 

gain, provision for retirement, estate building, diversification, tax shelter, protection of 

purchasing power, entrepreneurial profit, minimum equity and rapid recovery of equity 

(Cloete, 2017). In making property investment decisions, the expected property cash 

flow and the expected property value are central considerations (Ling & Archer, 2017). 

By using the net operating income of a property as a measurement, property investors 

can evaluate and compare different properties, that they might be interested in buying 

or selling, with one another (Pfeifer, 2016). 

 

The investment rule of thumb is generally, the bigger the risk with regards to leveraged 

capital structure, timing of investment and security for investment, the return earned 

on the investment must include a premium to make up for the risk faced, the greater 

returns (Kane, 2001). Concerning real estate developments, risks include but are not 

limited to; the complexity of the property development, an invalidated business plan 

for various reasons and the uncertainty of the cash flows to be realised in the future 

(Tajani & Morano, 2017). According to Cloete (2005), property characteristics may 

influence investments in the following ways: 

 

• Buyers and sellers have different information regarding properties. 

• Property supply and demand situations are at a local level. 

• There are numerous property types. 

• Property is an immobile asset and transactions entail legal processes. 

• Taxes are imposed by local authorities on properties. 
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• In spite of the fact that land cannot be depreciated, its price can fluctuate based 

on supply and demand as well as changing risk factors. 

• As a result of the limited quantity of undeveloped land, there are supply 

constraints.  

(Cloete, 2005) 

 

Beneficial reasons for undertaking property investments include; pride of ownership, 

personal control, personal use and occupancy, estate building, security of capital, high 

operating yield, leverage, tax shelter factors, capital appreciation (Cloete, 2005; Pyhrr 

et al., 1989), protection against inflation (Brady, 2016; Cloete, 2005; Ross & Mancuso, 

2011; Pyhrr et al., 1989), opportunity for attractive total return, low-to-moderate 

correlation to other asset classes (Brady, 2016), potential return enhancement, risk 

diversification, income generation and low volatility (Ross & Mancuso, 2011).  

 

When investing in a real estate investment, the risks entail; illiquidity, asset value 

volatility driven by capital appreciation or depreciation, asset valuation inaccuracies 

and leverage amplifying negative performance (Pfeifer, 2016). As noted by Feng and 

Geltner (2011) and Głuszek and Zieba (2014) and what motivates equity and 

institutional investors to choose property as a viable investment, is the following: 

 

• Investors generally have faith that the future demand for space in countless 

markets will produce enough rent income to cover expense, debt obligations 

and still produce a return on investment. 

• Investors expect that, over a period of time, properties will undergo capital 

appreciation and will sell for a higher price. 

• Properties are perceived to enhance portfolio diversification needs. 

• Investing in real estate can provide some tax benefits. 

 

Property investors are generally direct or indirect shareholders of the subject property 

or properties and thus have claim to the profits and capital gains made by the 

properties in question (Pfeifer, 2016). It is this reason that has made real estate an 

appealing investment in the past and has produced satisfactory returns for investors, 

since properties are generally perceived to always produce income and appreciate in 
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value (Brady, 2016). According to Füss, Richt and Thomas (2012: 356), “the question 

of whether returns stem from cash flows or from capital growth is highly relevant to the 

investment decisions of institutional asset managers. While cash flows may be 

reinvested or distributed to equity holders, capital growth can only be realised through 

property transactions”. 

 

Property investors would likely want to identify the following factors when assessing a 

property investment, namely; solid investment opportunity, enhanced capitalisation-

rate potential, an acceptable return on investment, cash-on-cash return, internal rate 

of return and a strong capital multiple. A property investor would then consult an 

objective evaluator who assesses the above factors, by comparing rent roles, 

comparing operating costs, looks at purchase prices and then runs the numbers for 

credible feedback (Altoon, 2010). 

 

As mentioned before, if an investment has a higher risk profile, a greater rate of return 

is required (Banfield, 2014). All real estate markets are different and there are 

numerous property types available, all of which will be characterised by different levels 

performance (Ross & Mancuso, 2011). Property size is another factor that influences 

property risk-return profiles (Devaney & Lizieri, 2005; Füss et al., 2012; Hartzell, 

Hekman & Miles 1986; Ziering & McIntosh, 1999). Property investments that are 

perceived to be low in risk are those with financially strong tenants that are committed 

to long-term net leases (Ling & Archer, 2017). 

 

The numerous property types that entail different risk-reward characteristics, as 

indicated on Figure 2.4 show historical return and volatility of the four primary property 

types in the United States for twenty years, up to the end of 2016. As indicated in 

Figure 2.4, retail properties have historically produced the highest risk-adjusted 

returns, while hotel-type properties have been the most volatile (Gahr et al., 2017). 
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FIGURE 2.4: ASSET TYPE PEFORMANCE (TWENTY YEARS ENDING 

DECEMBER 31, 2016) 

 

(Source: Gahr, et al.,2017) 

 

According to Cloete (2005), property investors should always take into account; risk, 

liquidity, return, manageability and taxation. The criteria that property investors should 

adopt concerning investing in property should be the measures of rate of return, 

measures of risk and non-financial criteria (Cloete, 2017; Pyhrr et al., 1989). 

 

Commercial properties are regarded as assets for investment purposes, where 

investors would have to consider; rent and capital value determination, market 

performance and the role of property in mixed asset portfolios (Ball, Lizieri & 

Macgregor, 1998; Eichholtz, Hoseli, MacGregor & Nanthakumaran, 1995; Hamilton et 

al., 2006; Hendershott, Lizieri & Matysiak, 1999; MacGregor & Schwann, 1999; Lee, 

Byrne & French, 1996). Investors see commercial properties as viable investments 

due to the perception of sustainable pecuniary returns (Oyedokun et al., 2014). The 

investment decision relating to commercial properties is generally based on expected 

rate of return and market yields. (Nanthakumaran et al., 2000). Yields are related to 

the level of rents and the prospects for rental growth (Keogh, 1994; Nanthakumaran 

et al., 2000). Furthermore, the commercial property investment decision-making 

process should also consider balancing the rate of return evidence with the returns of 

other asset classes (Nanthakumaran et al., 2000). 
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Real estate investments can fulfil different roles with regards to investment (Kennedy 

& Baum; 2012; Lekander, 2015), where the numerous roles depend on the type of 

property the investor is interested in, an example being development assets set for 

repositioning with the use of leverage (Lekander, 2015). There is also the possibility 

of segmenting real estate according to investment style (Ross & Mancuso, 2011). A 

wide range of options are available to investors seeking to allocate capital to real 

estate investments, each of which offers a range of benefits and risk-reward 

profiles (Brady, 2016). 

 

Securitisation and industry sophistication has contributed to real estate investment 

strategy and opportunity options. The key risk-return styles for real estate investing, 

are namely; core, value-added and opportunistic investing (Folkestone Ltd, 2015). 

However, there are no defining lines in distinguishing between core, value-added and 

opportunistic styles of investing (Ling & Archer, 2017). All investors differ in levels of 

risk tolerance, threshold levels of return requirement, time horizons for investment and 

tax considerations when structuring their investments (Kane, 2001). 

 

It is generally accepted that investors are risk averse in nature (Adams, 1989; Mulhall, 

1993). Therefore, the maximum amount of possible return for the minimum amount of 

risk, will likely be the objective of property investors in general (Cloete, 2005), based 

on the investment rule of thumb that the greater the risk is concerning a financial 

decision, the greater the return must be (Shilling & Wurtzebach, 2012).  

 

Real estate is generally accessed through the public and private markets (Lekander, 

2015). It is possible for equity investors to invest directly or through a fund structure in 

public or private real estate (Brady, 2016). Private equity funds assist in facilitating a 

broad range of real estate investment (Ling & Archer, 2017). As described by Ling & 

Archer (2017: 467), “real estate private equity funds specialise in all property types 

and within those property types, focus on anything from core “Class A” real estate to 

redevelopment in the urban core (termed “brownfield” development) to turnaround 

opportunities in distressed markets, to the acquisition of real estate securities and 

nonperforming loans”. 
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Property investors that invest in the private market do so with the intention of directly 

acquiring a property to own, which means the investor is responsible for the operating 

and management of the property. Property investors directly earn the property income 

and benefit from property capital appreciation (Pfeifer, 2016). With a direct property 

investment, the property investor directly injects capital into the capital structure of the 

physical property (Anule & Umeh, 2016; Woychuck, 2012). Direct property 

investments will most likely require established and costly infrastructure additions with 

on-the-ground personnel, a comprehensive and detailed understanding of local 

markets and associated regulations and will need to have access to market 

intelligence, understand deal flow and have access to capital (Brady, 2016). 

 

Indirect property investment occurs via managed funds, including real estate 

investment trusts (REITs), real estate exchange traded funds, commingled real estate 

funds, infrastructure funds and numerous other types of funds (Anule & Umeh, 2016; 

Woychuck, 2012). Figure 2.5 illustrates the relationship between core and non-core 

real estate investments. 

 

FIGURE 2.5: CORE, VALUE-ADDED AND OPPORTUNISTIC REAL ESTATE 

STRATEGIES 

 

(Source: Ross & Mancuso, 2011) 
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2.2.3.2 Core Real Estate Investing 

 

Core properties are safer property investments in nature (Ross & Mancuso, 2011), are 

commonly characterised by lower risk and lower potential return profiles (Brady, 2016), 

usually involve high-quality assets with good occupancy rates and likely generate 

stable, satisfactory cash flows (Gahr et al., 2017). Core real estate investing entails 

acquiring properties that are located in good locations, leased to high quality tenants 

and are financed with reasonable levels of leverage (Folkestone Ltd, 2015).  

 

Little can be done to enhance the value of a core property, as core properties are 

generally in very good condition, due to requiring minimal capital improvements in the 

short-term, but still require usual maintenance (Folkestone Ltd, 2015). Thus, core 

properties will usually not require a property investor to invest in substantial 

enhancement, renovation, or development (Gahr et al., 2017). Core property 

investments can be equated to bonds, due to the occurrence of long-term, stable cash 

flows (Shilling & Wurtzebach, 2012). 

 

Investors that pursue core real estate investing are likely to look for close-to-fully 

occupied properties with tenant lease agreements that are long-term (Brady, 2016). A 

core property investor’s portfolio should involve traditional property types, operating 

assets and the restricted utilisation of financial leverage. Access to core properties can 

be done via portfolios of directly owned assets, or open-ended funds (Ross & 

Mancuso, 2011). 

 

2.2.3.3 Non-Core Real Estate Investing 

 

Non-core real estate investing includes value-added and opportunistic real estate 

investing but the categories can overlap. Investing in non-core real estate can further 

enhance the expected returns of a property investment portfolio. The benefit gained 

from non-core real estate investments comes more from capital appreciation of the 

properties rather than income generated by those properties. In order to add value to 

the property investment, non-core real estate investments generally require 

specialised acquisition aspects and management expertise (Ross & Mancuso, 2011).  



93 
 

Non-core real estate investments are characterised by greater risk, increased use of 

leverage, dependence on renovation and development, a focus on secondary markets 

and various other factors (Gahr et al., 2017). Value-added and opportunistic real 

estate investments can include; residential apartments, office buildings, retail centres, 

industrial properties (Shilling & Wurtzebach, 2012), non-traditional property types, 

properties that involve development, properties that require redevelopment and 

properties that involve leasing risk. Typically, a non-core property investment portfolio 

is employed through investments in closed-ended private equity structures (Ross & 

Mancuso, 2011). 

 

Investors interested in value-added real estate investments mostly look for commercial 

properties that offer a higher potential return than core properties. Furthermore, 

investors interested in value-added real estate investments want properties where 

additional value can be added via leasing and repositioning strategies (Brady, 2016). 

Value-added properties are generally characterised by property managerial problems, 

operational problems, the requirement of physical improvement to the property and 

face capital constraints (Pfeifer, 2016). 

 

Investors of value-added properties seek to create additional value by means of 

refurbishment, re-development, leasing-up of vacant space and hands-on active 

management.  Value-added properties are attractive to those investors that are willing 

to take on more risk for more reward and who are seeking a balanced combination of 

income and capital appreciation. Investors of value-added properties do not seek the 

high-risk conditions of opportunistic investing but want more reward than what core 

investing generally offers (Folkestone Ltd, 2015), but however, according to Szelyes 

(2017), investors of value-added property investments are likely to place more 

emphasis on property capital growth. Investors of value-added property investments 

are more than likely to eventually sell the subject property for a profit, rather than to 

keep for a very long time (Pfeifer, 2016). 

 

In the investment world, the term ‘opportunistic’ is associated with underperforming 

investments, undermanaged investments and new assets where it is difficult to predict 

with high certainty what future cash flows will likely be realised (Gahr et al., 2017). 

Investing in opportunistic property investments normally involves purchasing a 
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property faced by a dire situation, at a discount (Gallimore, Hansz & Gray, 2000).  

Investing in opportunistic property investments means investing in higher risk 

situations, namely; property developments, highly leveraged financing, transactions 

involving turnaround potential (distressed investing), investments with complicated 

financial structures and emerging market investments. Investors that invest in 

opportunistic property investments mostly seek capital appreciation, where the money 

is generally made via selling the property at a profit or through the completion of a 

property development. Investors that invest in opportunistic property investments 

generally do not earn much income from the property, thus placing emphasis on 

capital gains. Opportunistic property investing requires specialised investment and 

management expertise (Folkestone Ltd, 2015). 

 

Investors that invest in opportunistic property investments thus pursue development 

deals, underperforming properties in less competitive markets, properties with 

unsustainable capital structures, distressed properties and the construction of new 

properties. Investors that invest in opportunistic property investments, concerning the 

properties, are likely to employ higher levels of leverage, invest capital necessary to 

lease vacant space, invest capital necessary to change the property’s use and rebrand 

the property (Brady, 2016). In summary, opportunistic property investing entails 

investors investing in development projects and distressed property portfolios with 

minimal income and non‐performing loans (Pfeifer, 2016). 

 

Undertaking opportunistic property investing potentially means earning the highest 

level of return within the real estate investment world, but at the highest risk, and the 

greatest amount of expected returns on the investment will mostly depend on the 

capital appreciation that the investment attains in the future. Furthermore, such 

investments require physical property enhancements or ground-up development in 

order to realise the returns (Gahr et al., 2017). In addition, opportunistic property 

investors need to be sophisticated, well capitalised, have a high-risk appetite and be 

comfortable with higher levels of leverage (Folkestone Ltd, 2015). 

 

As noted earlier, opportunistic property investing can involve investing in distressed 

properties (Brady, 2016). Distressed property investing is generally associated with 

the economic and credit cycles when opportunities arise (Raunch et al., 2010). This 
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usually occurs when the real estate cycle of a particular property market bottoms and 

when fundamental property analysis becomes more certain. Opportunities emerge for 

property investors to acquire distressed properties with the goal of turning the broken 

property around (NEPC, 2010). In these circumstances, although risk can be the 

greatest, the investor has an opportunity to possibly earn above-normal returns (Gahr 

et al., 2017). This will very much depend on the investor’s experience, knowledge and 

skill in managing properties. It will also depend on the conditions of the overall market 

and the timing of the property investment (Brady, 2016). It must be noted that 

numerous types of obsolescence are also likely to contribute to the emergence of 

distressed properties (Healy,1989). 

 

FIGURE 2.6: RISK AND RETURN EXPECTATIONS IN REAL ESTATE 

 

(Source: Gahr et al., 2017) 

 

The risk-return profile for numerous investments in relation to core, value-added and 

opportunistic real estate investments are shown in Figure 2.6. Real estate has 

generally, in the past, displayed lower volatility than stocks and bonds and thus can 

be beneficial to broader investment portfolios (Brady, 2016). Real estate provides an 

investment alternative that can be categorised between the risk-reward characteristics 

of more volatile but higher-yielding stocks and less-volatile but lower yielding bonds 
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(Anule & Umeh, 2016; Geltner & Miller, 2007). Therefore, in an investment portfolio 

context, under specific conditions, real estate can provide diversification benefits 

(Devaney et al.,2009; Scofield, 2013; Rehring, 2012). 

 

Commercial properties are unique in relation to other asset classes (McCLuskey et 

al., 2016; Ball et al., 1998; Davis & Zhu, 2011), where the difference lies with 

heterogeneity, durability, illiquidity, high transaction costs, lack of divisibility, limited 

buyers and sellers and high management costs (McCLuskey, Lim, McCord & David, 

2016; Ball et al., 1998; McAllister & O’Roarty, 1999; Jowsey, 2011). Table 2.2 delivers 

an overview of real estate investment strategies. 

 

TABLE 2.2: OVERVIEW OF REAL ESTATE INVESTMENT STRATEGIES 

Public Real Estate Investments Trusts (REITs) 

Investors • Individuals 

• Institutional investors. 

Return Profile • Highly correlated with broad equity market 

• Return driven by asset quality and management team. 

Asset Quality • Institutional quality 

• Major markets 

• Stabilised. 

Diversification • Individual REIT stock is property-type focused. 

• Diversification through portfolio REIT equities or REIT 

mutual funds 

Liquidity • High, shares can be bought and sold on exchanges. 

Direct Investments 

Investors • Institutional investors 

• High-net worth individuals 

Return Profile • Performance primarily dependent on investor skills and 

experience and access to competitively priced capital. 

Asset Quality • Dependent on investor capital availability, investment 

style, skills and experience 

Diversification • Concentrated investments and risks 
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• Tend to be geographic or property type focused 

Liquidity • Low to medium, private real estate is considered illiquid. 

• Liquidity through time-consuming and unpredictable 

broker sales processes 

Private Funds 

Investors • Institutional investors 

• High-net worth individuals 

Return Profile • Index focus (Core)  

• Absolute return focus regardless of market cycle (value-

add and opportunistic) 

• Performance primarily dependent on fund manager skill 

and experience and access to competitively priced 

capital. 

Asset Quality • Core strategy: high quality stabilised assets in major 

markets 

• Value-add/opportunistic strategy: underperforming 

properties often with unsustainable capital structure 

Diversification • Usually diversified by property types and markets 

• Certain funds have geographic and property type focus. 

Liquidity • Low to medium, private real estate is considered illiquid. 

• Limited secondary market liquidity for ownership 

interest in the funds. 

(Source: Brady, 2016) 

 

The fundamental reasons why property investors invest in non-core real estate lies 

with increased investment diversification and enhanced returns (Gahr et al., 2017). 

Real estate cycles have a substantial influence on the performance of non-core 

properties. Investors that invest in non-core properties should always attempt to 

pursue non-core real estate investments when the real estate cycle is on the downturn 

in order to make satisfactory profit, since it is in this situation where the property 

investor can purchase the non-core property investment at a discount and should have 

enough time to renovate or redevelop the property, adding needed value then and 

selling the enhanced property at a higher price during the real estate cycle upswing 
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(Gahr et al., 2017). Direct property investments provide opportunities to property 

investors with the expertise, resources and conviction regarding specific markets and 

property types to outright purchase a property that meets their risk-reward 

requirements. Directly investing in a property means the investor is thus responsible 

for the management and operation of the property. But the investor will also be faced 

with risks, namely; transaction concentration, high cost of investment, the possible 

need to outsource property and asset management and the illiquid nature of the 

market. There is also a long, uncertain, sometimes, unsuccessful sales process 

associated with direct property investing (Brady, 2016). 

 

Parker (2014; 2016) suggests the stages of the property investment decision-making 

process are as follows: 

 

1. The defining or strategic stage where a property investor articulates where they 

are aiming to be. Also known as the envisioning stage. 

2. An opportunity screening, measuring or analysis stage is where the property 

investor indicates the target position concerning potential properties for 

acquisition, also known as the planning stage. 

3. An evaluating or assessing and deciding stage is where the property investor 

moves towards an in-principle transaction, concerning the potential properties, 

also known as the dealing stage. 

4. An implementing and auditing stage is where the property investor commences 

with due diligence, documents the transaction, secures approvals, settles and 

finally audits the transaction. Also known as the executing stage. 

 

As shown on Table 2.3 a model of the investment analysis and financial restructuring 

process is shown to be a ten-step, sequential process (Cloete, 2017).  
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TABLE 2.3: A MODEL OF THE TEN-STEP INVESTMENT ANALYSIS AND 

FINANCIAL RESTRUCTURING APPROACH 

Step 1: Determine Investment Strategy 

Step 1 is used to disqualify possible investments which have no chance of meeting 

objectives of the investor: 

• Philosophy 

• Objectives and criteria 

• Plans and policies 

• Basic screening criteria 

Step 2: Generate Alternatives  

In Step 2, the investor attempts to identify properties which meet the basic criteria: 

 

• Locate properties that meet the basic screening criteria. 

• Collect preliminary data for analysis. 

Step 3: Analyse Property Using Basic Financial Feasibility Models 

In Step 3, properties that do not meet investment criteria are dropped from further 

consideration, or modified until the criteria are met: 

 

• Analyse basic economic returns and risks. 

• Analyse financial package alternatives. 

• Determine investment value range. 

Step 4: Negotiate Basic Terms With Seller 

• Price 

• Financing terms 

• Tax considerations 

• Other purchase conditions 

Step 5: Do Detailed Feasibility Research 

The results of Step 5 are incorporated into a detailed feasibility analysis to 

evaluate the return-risk profile of the property over the entire ownership life-cycle: 

 

• Market and marketability analysis 

• Physical and structural analysis 
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• Legal, political and environmental analysis 

• Management analysis 

• Redo pro forma and structure if necessary. 

Step 6: Complete Financial And Tax Structuring 

Step 6 must occur before a complete, discounted-cash-flow after-tax analysis can 

be performed by making use of financial and tax consultants: 

 

• Acquisition structure 

• Operating period structure 

• Termination planning 

Step 7: Perform Discounted Cash Flow Analysis 

In Step 7, if the proposed investment satisfies the investment criteria, the investor 

can enter into final negotiations with the seller: 

 

• Evaluate rate-of-return. 

• Evaluate risk. 

• Evaluate portfolio impacts. 

• Make final investment decision. 

Step 8: Final Negotiations And Closing 

In Step 8, all unresolved issues relating to the transaction should be sorted out, 

where failing will result in no transaction: 

 

• Negotiate final contract. 

• Arrange closing details. 

• Close and take over property. 

Step 9: Manage The Property 

Step 9 requires an investor to decide whether the management of the property will 

be undertaken by the investors themselves and that they have the required 

resources to do so, or if management must be delegated to professional property 

and asset managers: 

 

• Property management 
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• Asset management 

• Financial reporting 

Step 10: Terminate The Property 

• Decision to sell 

• Tax-planning considerations 

• Negotiate price and terms. 

• Close and terminate venture. 

• Begin reinvestment cycle. 

(SOURCE: Cloete, 2017; Pyhrr et al., 1989) 

 

The highest returns from real estate investments will occur when investments are 

undertaken during an economic recovery, early growth stage and expansionary phase. 

In the case of opportunistic property investing, the greatest performance happens 

immediately after periods of market turmoil and recession, since opportunistic property 

investing exploits the situations caused by market dislocations and anomalies that 

occur in the real estate and capital markets (Ross & Mancuso, 2011). 

 

Even when the market conditions are at their best, distressed property investors 

should try and pursue established properties that; have a strong identity, have positive 

community relationships are surrounded by solid or improving demographics credible 

tenants or potential tenants in place, a solid management structure and have limited 

viable competition. Property investors should always pursue properties with appealing 

upside potential (Altoon, 2010). 

 

Property investors interested in investing in property developments, distressed or 

turnaround situations can possibly attain above-normal returns in an optimistic 

environment (Kane, 2001). But, according to Krouse (2013: 1),  

 

buying or managing distressed assets isn't for the faint of heart. Often it requires 

the investor or asset manager to figure out how to turn around a money-losing 

property or do battle with a property owner who doesn't want to cede control. 

When buying distressed loans, Patron typically tries to gain control of the 

property either through foreclosure or by cutting a deal with the property 
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owners. The firm aims to profit by increasing the cash flows of the properties in 

order to make them more attractive to buyers with less of an appetite for risk. 

 

2.2.4 Distressed Property Markets 

 

Real estate as an asset class to invest in differs from other types of investments for 

the following reasons, notably; the investor owns and controls the asset, the asset can 

be physically improved, the asset can be made more operationally efficient and the 

asset can be repurposed, all of which can contribute to enhancing the returns of the 

asset (Ross & Mancuso, 2011). However, even though buildings can last for long 

periods of time, they are wasting assets and thus have an inherent disadvantage 

compared to other asset classes, as buildings and properties are likely to require, 

regular disproportionate expenditure on maintenance and undoubtedly need 

competent management to maintain their investment values (Mansfield & Pinder, 

2008). 

 

Investing in real estate requires those investors who are sophisticated and can bear 

losses, since real estate investments are generally faced by high degrees of risk 

(Wallace & Durkin, 2013). Thus, an investor that invests in real estate is likely to 

require more capital and expertise than the average investor (Pfeifer, 2016). 

 

Real estate is generally characterised by having leasing and financing structures that 

are long-term in nature and that gradually adjust to changing market conditions. 

Furthermore, properties undergo periodic appraisals. These factors all contribute to 

real estate having a lower volatility in relation to numerous other asset classes (Ross 

& Mancuso, 2011). Unfortunately, imbalances caused by supply and demand can at 

times render a real estate investment to be riskier than other investments (IREM, 

2011). This is demonstrated by the volatility caused at the end of real estate cycles 

(Mulhall, 1993), thus making real estate investments a volatile investment in these 

circumstances (Mulhall, 1993; Dubben & Sayce, 1991). Therefore, despite the 

imperfect nature of property markets at times, opportunities do emerge for investors 

to earn above-normal returns, provided that the investor follows an effective strategy 

(Cloete, 2005). 
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Those that choose to invest in real estate investments are likely to have some greater 

degree of control of capital appreciation performance compared to other assets, due 

to the ability to make improvements to the property investment (Pfeifer, 2016). This is 

particularly true for those investors who invest in non-core real estate investments. As 

mentioned before, non-core real estate investors have opportunities to make money 

by investing in properties involving development and redevelopment, amongst other 

options (Ross & Mancuso, 2011). 

 

“Distressed markets result from imbalances or undue motivation in significant market 

segments, as evidenced by unusual price instability” (Steinke, 2012: 140). As defined 

by Steinke (2012: 141), in the context of a distressed real estate market: “a distressed 

market is one with a sufficient presence of sellers under compulsion to result in 

generalised obsolescence, a price reduction manifested by values below replacement 

costs less depreciation, or obsolescence specific to individual properties. This 

generalised obsolescence is evidenced by a lack of speculative construction because 

adequate builder profits are not attainable”.  

 

A property is likely to become distressed when the property’s cash flow falls below the 

breakeven-point, and the property owner is thus likely to default on their debt 

obligations (Torto, 2010). Distressed properties are characterised by having a low net 

operating income (Healy & Martin, 1989), that is unable to cover the property’s debt 

service (Brophy & Chen, 2010; Cornell et al., 1996). In addition, distressed properties 

can be characterised by high vacancy levels, severe declines in rental income (Brophy 

& Chen, 2010; Anglyn, 2005) and declines in effective rents or prices for lease-up or 

sale. Distressed properties can be fully occupied but would then be faced with a 

collapse in rental income for other reasons (Anglyn, 2005). 

 

Distressed properties are likely to be in situations such as those properties that are 

either experiencing being in delinquency or default, experiencing being transferred to 

a special servicer, experiencing foreclosure initiation, experiencing maturity default or 

experiencing the borrowers being in bankruptcy (Downs & Xu, 2015). Residential 

distressed properties generally entail a situation where a homeowner has ceased 

repayments due to an underwater condition (Moore & Ikromov, 2015). 
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For the purpose of the present research effort, a distressed property refers to a 

commercial property that is experiencing being in delinquency or default, being 

transferred to a special servicer, foreclosure initiation, maturity default or the property 

borrowers being bankrupt and also includes a commercial property not yet distressed, 

but likely to become so in the near future, due to the cash flow of the property falling 

below the ‘breakeven’ level and thus the property owner cannot service their debt 

obligations.  

 

As presented to respondents on the questionnaire of the empirical analysis related to 

the present research effort, a distressed property was referred to as: “when the cash 

flow of a property is less than the ‘breakeven’ level and it is probable that the property 

owner may default on debt payments. The term ‘distressed’ or ‘problem’ property 

refers to properties that have minimal, if any positive net operating income, are hurt by 

unusually high vacancy levels that cause a sharp and swift decline in rental income 

and the reduced level of net income is insufficient to the cover debt service. A fully 

occupied property can be ‘distressed’ if rents have been lowered significantly”. 

 

2.2.4.1 Property Foreclosures  

 

Distressed properties can entail properties that are facing foreclosure or are properties 

that have been acquired by a property lender due to the occurrence of a foreclosure 

(Oregon Association of Realtors, 2020). Thus, foreclosed properties should be 

categorised as distressed properties (Rutherford & Chen, 2012). As stipulated by 

Rutherford and Chen (2012: 53), “once a property in default goes to foreclosure 

proceedings, there are normally three ways to dispose of the distressed property. First, 

a short sale means that the owner can list the house for sale before the distressed 

property goes to the public auction. Second, a foreclosure can be sold during an 

auction at the end of foreclosure process. Third, the bank will hold the property as 

inventory on their books and attempt to sell”. 

 

The broader community is likely to be subject to economic consequences, as a result 

of the occurrence of foreclosures (Butler, 2016). Foreclosures can increase the 

likelihood of bankruptcies (Ling & Archer, 2017).  
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Property lenders face dire revenue-losing consequences as a result of foreclosures, 

particularly when the lenders are only able to sell a property for less than the value of 

the financial instrument (Giliberto & Houston, 1989; Nang, Neo & Ong, 2003).  

 

According to Pirounakis (2013: 428), repossession and foreclosure do not mean the 

same thing: “repossession means that the lender will take back the mortgaged 

property, sell it, subtract from the proceeds the outstanding loan balance (plus 

expenses) due the lender, and give any remainder to the borrower who has defaulted. 

Foreclosure means that the lender will take back the mortgaged property, sell it, and 

keep everything. Repossession does not require a court order (although it is 

customary for lenders to seek one); foreclosure does so”. 

 

2.2.4.2 Vacant and Abandoned Properties 

 

Vacant and abandoned properties can be categorised as distressed properties 

(Buitrago, 2013; Butler, 2016). As noted, before, distressed properties are generally 

faced with high vacancy levels (Anglyn, 2005; Brophy & Chen, 2010). Properties that 

lie vacant have an increased likelihood of becoming a distressed property as such 

properties will most likely not be maintained as required (Butler, 2016; Whitaker & 

Fitzpatrick, 2012). Furthermore, increases in vacancies drive down operating cash 

flows and thus increase the probability of loan delinquencies occurring (NEPC, 2010). 

When tenants such as anchor tenants vacate a property, the result is most likely to be 

severe rental income declines (Carter & Allen, 2012; Gatzlaff, Sirmans & Diskin, 1994). 

 

The vacancy rate of a property indicates the number of vacant units or spaces 

available, within a real estate given market, concerning a particular type of commercial 

property, at a particular point in time (Gahr et al., 2017). As noted by Geltner et al. 

(2014: 103), “it is important to keep in mind that in a typical real estate market it is 

normal for some vacancy to exist. Fundamentally, this is because it does not make 

economic sense for landlords to rent space to the first potential tenant that comes 

along, no matter what the rent that tenant is offering to pay”. As further noted by 

Geltner et al. (2014: 104), “for both the supply and demand sides of the market, profits 

will be maximised if firms take some time to search for better deals”.  

 



106 
 

“Because of the time to build, construction decisions must be made in the absence of 

perfect information about the future balance of supply and demand in the market at 

the time when the building will be completed. This also leads naturally to excess space 

being provided in the typical real estate market from time to time” (Geltner et al., 2014: 

104). Therefore, it can be assumed that it could be profitable to maintain a certain 

amount of inventory of available space, resulting in property that experiences a natural 

vacancy rate (Geltner et al., 2014). Vacancy can be categorised by its duration 

(Buitelaar, et al., 2021). Vacancies that last for less than a year are categorised as 

natural vacancy (Buitelaar et al., 2021; Remøy, 2010; Sivitanides, 1997). Natural 

vacancy rates are generally determined by short leases, break-options and high rates 

of speculative new construction (Pirounakis, 2013).  

 

According to Pirounakis (2013), property owners may hold vacant commercial property 

space for a number of reasons: 

 

• It can take time to find a potential new tenant, creating a vacancy in the window 

period, also known as frictional vacancy (McCartney, 2010). 

• As a consequence of the small average lot sizes, there are fewer pre-lets that 

take place and this leads to a higher natural vacancy rate. 

• As low interest rates make it more possible for developers to finance 

speculative developments, a high natural vacancy rate may occur as a result. 

• Searching for the appropriate, specific and specialised tenant will likely 

contribute frictional vacancies (McDonald, 2000). 

• Property owners may prefer to let out space when conditions are more suitable, 

particularly when rental rates are higher. McCartney (2010) notes this property 

owner behaviour to be a landlord’s propensity to hold vacant space. 

 

Vacancies that last for more than three years are categorised as structural vacancy 

(Buitelaar et al., 2021; Remøy, 2010; Sivitanides, 1997). Vacancies in older buildings 

are exacerbated as newer buildings are vacated for preferred new buildings, causing 

structural vacancies to likely occur in the older the buildings (Wilkinson & Remøy, 

2011). 
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As noted by Eppig and Brachman (2014), commercial property vacancy can emerge 

in various ways, such as: 

 

• Space or a storefront that is vacant for a short period within a relatively well-

occupied building. 

• An underutilised building, where only a few spaces are occupied. 

• Long-term abandonment 

• An abandoned building that is not completely vacant as illegal activities are 

taking place in the building.  

 

The expected cost of vacancy to a property owner is equated to the lag vacancy 

multiplied by the space’s rental income (Tse, 1999). High levels of vacancy are likely 

to contribute to adverse impacts on the following; neighbourhood vitality, commercial 

district vitality, crime prevention efforts and overall quality of life (Accordino & Johnson, 

2000; Butler, 2016). Structural vacancy can contribute to a number of bad elements, 

namely; societal problems of economic and social decay, uncertainty, social insecurity, 

vandalism and graffiti, break-ins and illegal occupancy (Wilkinson & Remøy, 2011).  

Thus, distressed and abandoned building are likely to be a danger to society (Butler, 

2016; Perez, 2014). There is, therefore, an urgent need for public intervention 

concerning structurally vacant and abandoned buildings (Buitelaar et al., 2021). It 

must be noted that secured and well-maintained properties that are unoccupied will 

probably not pose a threat to public safety (Butler, 2016; Perez, 2014). 

 

There are many abandoned buildings in urban areas (Ling & Archer, 2017). As defined 

by Samsa (2008: 190): “an abandoned property is a property where the owner has 

stopped carrying out at least one of the significant responsibilities of property 

ownership, and as a result of which, the property is vacant or likely to become vacant 

in the immediate future”. Abandoned properties include nuisance properties (Samsa, 

2008). Therefore, an abandonment of a building or property requires a tenant's 

complete and unconditional relinquishment of the leased premises as well having the 

intention to abandon the property (Taylor, 2010). 
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The process of abandonment is generally planned well in advance and is a continuous 

and deliberate action (Park & Rabenau, 2015). Various factors can lead to buildings 

becoming unoccupied (Mohamad, Tawil, Usman & Tahir, 2014; Swallow, 1997).  

 

Possible reasons for real estate vacancy and abandonment entail: 

 

• Quality or fundamental desirability (Corl, 2013) 

• Financial instability of the asset, prior-cycle overleveraging and lack of available 

capital required to retain tenants and attract new ones (Corl, 2013) 

• Rent-controlled markets (Bleiberg, 1975; Klingenberg & Brown, 2008; Perez-

Pena, 1987) 

• Property use and location (Buitelaar et al., 2021) 

• Legal disputes and bankruptcy (Eppig & Brachman, 2014) 

• As businesses relocate to new locations, they continue to pay the mortgages 

on the vacated properties in order to prevent their competitors from reoccupying 

them (Eppig & Brachman, 2014) 

• Physical property condition and market demand (Eppig & Brachman, 2014) 

• Having a poor economy hinders job growth, new business formation, and 

business expansion, resulting in a decline in demand for space and an increase 

in vacancies (Muhlebach & Alexander, 2008) 

• High interest rates pose a considerable challenge to business expansion, 

resulting in a decline in the demand for space and an increase in 

vacancies (Muhlebach & Alexander, 2008) 

• Surrounding circumstances, poor infrastructure and distressed neighbourhoods 

(Eppig & Brachman, 2014) 

• Spill-over effects and adjacent abandoned properties (Bell & Kelso, 1986; Park 

& Rabenau, 2015) 

• Property uses contributing to negative perceptions and blight (Eppig & 

Brachman, 2014) 

• Physical deterioration, contamination, or obsolescence (Eppig & Brachman, 

2014; Mallach, 2006) 

• Functional or economic obsolescence (Garis, Thomas & Tyakoff, 2016) 

• Foreclosures, population loss and broader scale economic forces (Butler, 2016) 
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• A financially strapped or economically disadvantaged property owner (Park & 

Rabenau, 2015) 

• Non-economic factors, owner attachment to a property, owner–tenant 

relationship and attitude and involvement in property development (Arsen, 

1992; Ball, 2002; Park & Rabenau, 2015; White, 1986) 

• A property difficult to reuse (Arsen, 1992; Bell & Kelso, 1986; Bender, 1979). 

• Failure of individual businesses, neighbourhood decline and erosion of 

municipal financial health (Park and Rabenau, 2015) 

• Economic factors (Samsa, 2008) 

• A faltering regional economy (Samsa, 2008) 

• When the costs of rehabilitating a property outweigh the potential return 

(Samsa, 2008) 

• When costs of renovation or restoration exceed market value (Garis, Thomas, 

& Tyakoff, 2016) 

• When a property is highly specialised, and conversion is difficult and expensive 

(Park & Rabenau, 2015) 

• When the value of the property is less than accumulated liabilities including 

property taxes and mortgages owed (Park & Rabenau, 2015) 

• Demographic shifts from urban to suburban living (Samsa, 2008) 

• Predatory lending (Samsa, 2008) 

• Real estate speculation can cause a speculator to purposefully avoid investing 

capital in a property while waiting for a real estate market upswing (Samsa, 

2008; Dutton, 2005). 

 

Commercial vacant properties include vacant properties that had accommodated 

commercial and retail uses. It is important to understand the dynamics of commercial 

property vacancy and abandonment in order to identify early warning signs, prevent 

vacancy and abandonment and develop strategies for reusing vacant properties 

productively. As such, repurposing vacant commercial properties for productive 

purposes is a complicated process, as emerging property uses are tied to local market 

demand as well as macroeconomic forces that affect urban areas and regions as a 

whole (Eppig & Brachman, 2014).  
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Likely consequences of real estate vacancy and abandonment are as follows: 

 

• Decreasing operating cash flows and increasing loan delinquencies (NEPC, 

2010). 

• Properties losing earning power (IREM, 2011). 

• Hits building investors indirectly due to the negative influence on the market 

(Remøy & Van der Voordt 2007; Wilkinson & Remøy, 2011). 

• The negative effects reach beyond economics (Tisher, 2013). 

• Increase in insurance costs and the cancellation of insurance coverage (Garis 

et al., 2016). 

• Local governments bear the cost of maintaining, administering and demolishing 

abandoned and vacant properties, and servicing them with police and fire 

protection and public infrastructure (Garis et al., 2016). 

• Spill-over effects (Rutherford & Chen, 2012; Harding, Knight & Sirmans, 2003) 

• Social costs to communities (Butler, 2016) 

• Destabilising spill over effects on communities (Buitrago, 2013; Butler, 2016). 

• Pose danger for urban neighbourhoods (Samsa, 2008). 

• Upheaval in the lives of the families or individuals and secondary externalities 

that affect the stability neighbourhoods and the quality of life in a community 

(Butler, 2016). 

• Drives down property values (Butler, 2016; Connelly, 2015; Gallun & 

Maidenberg, 2013; Kelly, 2004; Sampson, 2012; Samsa, 2008; Smith & Duda, 

2011). 

• Health hazards (Butler, 2016; Matzelle, 2005; Samsa, 2008; Wynn, 2005). 

• Threatens the safety of residents (Samsa, 2008; Matzelle, 2005; Wynn, 2005). 

• Public nuisance (Tisher, 2013). 

• Attracts criminal activity (Butler, 2016; Connelly, 2015; Gallun & Maidenberg, 

2013; Garis, et al., 2016; Park & Rabenau, 2015; Sampson, 2012; Tisher, 2013. 

• Attracts scrappers, vandals and squatters (Connelly, 2015; Thompson, 2009). 

• Poses a fire risk (Schachterle, Bishai, Shields, Stepnitz & Connelly, 2015; 

Garis, et al., 2016; Gielen, 2012; Park & Rabenau, 2015; Tisher, 2013; 

Schachterle et al., 2012; Schilling, 2009). 
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• The properties themselves are at risk to damage from vandals and lack of 

maintenance (Bhatia, 2011; Connelly, 2015; Schilling, 2009), creating eyesores 

(Connelly, 2015). 

• Promotes criminal behaviour and discourages redevelopment (Samsa, 2008; 

Kelly, 2004). 

• Security and public health concerns, a burden to municipalities and 

neighbourhoods and slows surrounding growth or revival (Park & Rabenau, 

2015). 

• The negative impacts can spread both physically and psychologically through 

the ‘broken window theory’ (Kelling & Wilson, 1982; Tisher, 2013). 

• Depletes public finances and lowers local government revenue (Butler, 2016; 

Connelly, 2015; Gallun & Maidenberg, 2013; Sampson, 2012) and escalates 

costs related to enforcement, maintenance and increased demand for police 

and fire services (Butler, 2016; Buitrago, 2013), thus overall community decline 

and disinvestment (Butler, 2016; Accordino & Johnson, 2000). 

 

Due to the vacancy problems faced by various commercial properties, property 

developers and property owners are having to revise their strategies (Kirkup & Rafiq, 

1994). These properties would likely have to undergo some sort of repositioning or 

conversion to other land uses (Holder, 1992; Kirkup & Rafiq, 1994). 

 

2.2.4.3 Zombie Properties 

 

Opportunities exist for property owners and developers to recapitalise zombie 

properties, or properties where the debt burdens exceed current market value (Brady, 

2016). As noted, before, vacancy can occur from prior-cycle overleveraging and a lack 

of available capital required to retain tenants and attract new ones. These factors can 

likely lead to a vacant property becoming a ‘zombie property’. Zombie properties can 

be re‐positioned by means of capital injection and effective asset management (Corl, 

2013). 
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In situations where property owners do not reside on a property, the title to the property 

is clouded or property ownership unclear, as is the case with zombie properties, 

properties with these characteristics are known not to be maintained as required 

(Butler, 2016). It is not uncommon for abandoned properties to be engulfed in a 

situation called a ‘zombie foreclosure’, where the mortgagor has abandoned a 

property, but the mortgagee has withdrawn from or postponed any foreclosure 

litigation action (Connelly, 2015; Liston, 2013).  

 

In real estate terms, a zombie property entails a property that has been vacant or 

abandoned for a significant period of time due to unresolved foreclosures (Butler, 

2016; Cowan & Aumiller, 2014), owing to neither the borrower nor the servicer having 

control of the property, wants to assume responsibility for maintaining and securing 

the property and wants to invest new capital into the property (Brady, 2016). Thus, the 

property undergoes severe deterioration (Brady, 2016), which is likely to pose a threat 

to the stability of the communities where the zombie property is located (Butler, 2016), 

is likely to contribute to value erosion (Brady, 2016) and will most probably become a 

distressed property that can attract criminal activities (Butler, 2016). 

 

Figure 2.7 illustrates how over-leveraged and under-capitalised properties contribute 

to a cycle of severe value reduction (Brady, 2016). 

 

FIGURE 2.7: ZOMBIE REAL ESTATE 

 

(Source: Brady, 2016) 
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2.2.4.4 Vacant Land, Blight and Brownfields 

 

A vacant parcel of land can serve as a valuable resource for a community and as a 

source of opportunity (Bowman & Pagano 2000; Drake, Ravit & Lawson, 2016; 

Németh & Langhorst 2014). In general, urban land that is vacant is known to be a 

problem but can present an opportunity for planners and non-governmental 

organisations that wish to deal with community social and land use issues (Drake, et 

al., 2016; Mathie & Cunningham 2003; Pearsall & Lucas 2014).  

 

There is usually a widespread perception that vacant land is tantamount with decay 

and blight (Bowman & Pagano 2004; Drake et al., 2016; Jakle & Wilson 1992). As a 

result of vacant parcels of land that are left in the wake of demise, an entire 

neighbourhood can be left in a state of distress (Tisher, 2013). Thus, planners 

generally prioritise property development of vacant land (Drake, Ravit & Lawson, 

2016; Bowman & Pagano 2004; Jakle & Wilson 1992). 

 

There are situations where homes are abandoned when there is a wish from an 

investor to acquire land for development during favourable housing market 

circumstances. In these situations, property investors tend to purchase smaller parcels 

of land on the same block and consolidate the parcels with the intention of undertaking 

a property development on the combined land. Once the land is purchased, it is up to 

the property developer to decide on when to begin construction (Garis, et al., 2016). 

 

Economic cycles affect the land market, with structural economic change resulting in 

the emergence of obsolete properties and brownfield sites during a recessions 

(Adams, Disberry, Hutchinson & Munjoma 2002; Fisher & Gillen, 2005). Obsolescence 

is a driver of property depreciation (Mansfield & Pinder, 2008). The development of 

brownfields is likely to result from functionally obsolete properties and blighted 

properties (Barr & McCulloch, 2009).  

 

Creeping blight is associated with vacant, abandoned and distressed properties 

(Butler, 2016). With blighted properties, utilities are disconnected and have subsurface 

debris, thus rendering such properties unfit for use (Barr & McCulloch, 2009).  
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Blighted properties are widely viewed as a public nuisance, a nuisance to children, are 

a fire hazard, dangerous to public safety (Barr & McCulloch, 2009), a threat to health 

and safety of the community, hinder economic development, generate high financial 

and psychological costs for municipalities (Tisher, 2013), have costs for those 

residents who remain in the communities and have costs for municipalities charged 

with responding to vacant buildings (Butler, 2016). 

 

Blighted and distressed properties would thus contribute to the negative influence on 

surrounding property values (Butler, 2016; Whitaker & Fitzpatrick, 2012). Physical 

degradation and visual blight is likely to lead to a decline in quality of life, and the 

departure of firms that results in a downward spiral (Griswold & Norris, 2007; National 

Vacant Properties Campaign, 2005; Park & Rabenau, 2015). Green building 

requirements, cluster development and space set aside for community needs are 

measures that can assist remediation (Musil, 2011). 

 

2.2.4.5 Urban Decline 

 

Generally, there are thriving and declining neighbourhoods, buildings, and 

locations (Buitelaar et al., 2021). Across the world, there is land located in urban 

environments that is undergoing a process of deterioration, usually characterised by 

empty and derelict industrial or commercial buildings (Antuchevičienė, 2003). An 

indication of urban decay in inner-city neighbourhoods is property abandonment (Park 

& Rabenau, 2015), since a neighbourhood's decline is strongly influenced by 

abandonment (Garis et al., 2016). 

 

According to Beekmans et al. (2012), a decline in urban areas is a result of physical 

deterioration and obsolescence. Income properties may be adversely affected by 

changes in their surrounding communities in a variety of ways. A higher vacancy rate 

in an area result in lower rents, which leads to decreased maintenance resulting in 

building deterioration, which then results in the local community deteriorating as well. 

This will cause a domino effect, amplifying the general drop in value (IREM, 2011). 
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There is no doubt that urban decline and obsolescence are integral parts of the 

complex and dynamic urban environment (Buitelaar et al., 2021; Freeman, 2006). A 

change in the physical characteristics of an urban area is widely viewed as a leading 

cause of obsolescence taking place in these urban areas (Beekmans et al., 2012).  

 

It is undeniable that dilapidated and unhealthy buildings in decaying environments 

contribute to a sense of antisocial behaviour and a low quality of life (Cloete, 2001). A 

decaying environment contributes to social decay by contributing to disorder, crime, 

fear, loss of capital, and instability in the economic, social, residential, and commercial 

environments (Perkins & Taylor, 1996; Perkins, Larsen & Brown, 2009).  

 

Deterioration has a negative impact on the value of abandoned properties, occupied 

and maintained properties (Connelly, 2015; Davis, 2012). In a neighbourhood where 

buildings are decaying, residents appear to be complacent about social problems 

(Butler, 2016). Quite often, aged buildings are left to deteriorate to the point of 

becoming a nuisance and ultimately being demolished (Tisher, 2013).  

  

Obsolescence can be observed in urban areas without physical characteristics of 

those urban areas changing, provided value is derived more from other urban-related 

characteristics (Grover & Grover, 2015), thus how an urban area is interpreted by its 

residents can contribute to urban decay (Beekmans et al., 2012; Grover & Grover, 

2015). Urban areas are threatened by the perceptions of poor quality concerning the 

buildings in these areas and rising levels of voids (Grover & Grover, 2015; Starling, 

Swinney & Coupar, 2012).  

 

Foreclosed properties in poor physical condition may be linked to 

neighbourhood decline (Harding, Miceli & Sirmans, 2000; Rutherford & Chen, 2012). 

Spill-over effects of nearby foreclosures can be explained by the social interaction 

among properties close to each other in a neighbourhood (Rutherford & Chen, 2012). 

Slumlords manage properties poorly. Slumlords are renowned for running properties 

into the ground, allowing properties to depreciate as much as possible and do not care 

about the outcome of a property once its useful life comes to an end.  Slumlords are 

generally associated with deferred maintenance, untimely or incomplete tenant work 

orders, unlicenced workers, cash deals and no leases and low respect for tenants. 
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The actions of slumlords generally cause damage to the community and to the lives 

of residents in the surrounding neighbourhood (Vasquez, 2020). Buildings that are left 

unmanaged or mismanaged often suffer rapid dilapidation, putting the health and 

safety of the community at risk as well as contributing to urban decay (Ho & Liusman, 

2016). 

 

The decline of a neighbourhood is not necessarily a terminal event. It is possible to 

manage, halt, or reverse neighbourhood decline depending on the ability of residents 

and government authorities to take action (Garis et al., 2016). Neighbourhood 

revitalisation should concern community stakeholders, government officials, 

community development organisations, businesses and residents (Perkins et al., 

2009). Neighbourhood revitalisation is characterised by community-led visioning and 

planning processes, the improvement of social conditions, the improvement of 

physical infrastructure, providing economic opportunities and improving civic capacity 

and local organisational structures (Sutton, 2010). 

 

Revitalisation interventions can also entail gentrification and incumbent upgrading 

(Perkins et al., 2009). It could be argued that gentrification is the polar opposite to 

urban decline (Beekmans et al., 2012). Gentrification usually involves neighbourhood 

change, where class dimensions are likely to be the driver of change (Slater, Curran 

& Lees, 2004; Visser & Kotze, 2008), in other words, higher-income residents slowly 

replace lower-income residents in the declining or poor neighbourhood (Carmon, 

1990; DeGiovanni, 1984; Perkins et al., 2009). Higher-income residents drive housing 

costs up in the poor neighbourhood, forcing higher-income residents to relocate (Fried, 

2000; Perkins et al., 2009).  

 

Gentrification also entails high-income residents investing equity in rundown buildings 

in depressed and poor neighbourhoods, generally incentivised by city managers who 

aim to turn a neighbourhood around (Visser & Kotze, 2008). Gentrification is thus 

driven by demographic and market forces that push or pull high-income residents into 

lower income neighbourhoods and is also driven by public policy that favours 

gentrification (Holland, 2016).  
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The means to measure gentrification can include the following; data on economic 

characteristics, investments in housing stock, household income and increasing 

property values (Beekmans et al., 2012). 

 

When residents of a struggling neighbourhood make repairs and capital improvements 

to their own properties, this is a process known as incumbent upgrading (Perkins et 

al., 2009). This process results in less disruption and instability (Clay, 1979; Perkins 

et al., 2009) and is an indication of successful, stable neighbourhood revitalisation 

(Perkins et al., 2009). Generally, the idea is that when a property owner makes 

improvements to their own property, this may drive other property owners in the 

neighbourhood to improve their properties (IREM, 2011). 

 

Commercial revitalisation is characterised by business support services, the 

consideration of the structure and politics of neighbourhood retail, the confluence of 

city-wide and local factors that affect the viability of neighbourhood enterprises, the 

consideration of commercial lease options, providing access to capital, analysing the 

impact of capital projects on patronage, concluding land-use decisions and zoning and 

addressing the municipal regulatory environment and agency norms. Commercial 

revitalisation should prioritise creating environments that make a struggling 

neighbourhood appealing to existing businesses and new entrants (Sutton, 2010). 

 

It is important to note that vacant commercial properties have many advantages that 

can be used for successful revitalisation. It is beneficial to surrounding communities to 

redevelop key commercial properties in these communities (Eppig & Brachman, 

2014). As noted by Barras and Clark (1996: 65), “buildings can be used to house more 

than one economic activity. Consequently, when a building becomes obsolete in one 

use it may still be profitable in another with lower operating costs. This can be seen 

with the conversion of many obsolete factory buildings to low grade warehouses, and 

with recent attempts to convert vacant Central London office buildings to residential 

use”. 

 

Commercial revitalisation can contribute to attracting developers and businesses to 

commercial properties and districts, the growth of local economies and the stabilisation 

of a neighbourhood (Eppig & Brachman, 2014). Regeneration rewards can be attained 
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by utilising vacant and derelict land, remodelling existing buildings, use-class change 

of existing buildings, urban reinvestment programmes and social housing 

modernisation (Gibb & Hoesli, 2003). Property values in a neighbourhood start to 

increase when a neighbourhood is improved, when an area’s economy improves, 

when the demand for property in a neighbourhood starts to increase, when property 

rehabilitations emerge and when changing the use of properties in the neighbourhood 

to more useful functions (IREM, 2011). It must be noted that successful distressed 

property investing can greatly contribute to the neighbourhood stabilisation efforts of 

urban areas (Mallach, 2010).  

 

2.2.4.6 Distressed Property Investing  

 

Commercial real estate presents opportunities requiring an investment strategy that 

takes into account the entire universe of real estate assets, loans, securities and 

geographies when looking for value. This, thus, requires high conviction, strict 

investment discipline, sell discipline and partners or managers that exhibit the same 

discipline, open architecture structure, a focus on the good governance of managers, 

the alignment of interests with managers and the ability to deploy capital in scale and 

with readiness into emerging opportunities in order to command the best possible 

financial terms (Corl, 2013).  

 

As mentioned before, real estate investing, from a risk-reward profile point of view, 

includes; core, value-added and opportunistic investing (Folkestone Ltd, 2015). Value-

added and opportunistic real estate investing entail riskier forms of investments, where 

value is derived from redevelopment or development, but there are opportunities to 

make above-normal returns (Shilling & Wurtzebach, 2012).  

 

Folkestone Ltd (2015: 2) describes opportunistic investing as follows:  

 

opportunistic investing targets a range of higher risk strategies such as real 

estate development, highly leveraged financing or transactions involving 

‘turnaround’ potential (often known as distressed investing), investments with 

complicated financial structures (including mezzanine debt) or emerging market 

investments. The focus is on capital appreciation, with the returns typically 
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back-ended and achieved through a sale or completion of a development; often 

with very little income along the way. 

 

In summary, opportunistic real estate investing includes investing in property 

development projects, distressed property portfolios with little or no income and non‐

performing real estate loans (Pfeifer, 2016).  

 

A market exists for properties with problems, in other words, distressed 

properties (Healy & Martin, 1989). Opportunistic real estate investors generally are 

sophisticated, well capitalised, have a high-risk appetite and are comfortable with high 

levels of leverage (Folkestone Ltd, 2015). Opportunistic real estate investors are likely 

to pursue distressed properties. Such distressed properties are characterised by 

unsustainable capital structures, high vacancy rates, may require capital investment 

to lease vacant space and may require capital investment to change the use or rebrand 

the property and possibly the construction of new buildings (Brady, 2016). Distressed 

property investors have various investment opportunities, namely; purchasing debt 

packages at a discount from motivated sellers, purchasing unfinished projects and 

purchasing portfolios from distressed property owners who are seeking financial relief 

(NEPC, 2010). 

 

Distressed property investors, with the capacity to do so, have the opportunity to fill 

the equity gap concerning distressed assets (Torto, 2010). Distressed assets, whether 

it is the actual distressed property or distressed property debt, usually trade below 

market value in comparison to stabilised assets (George, 2021). There is generally a 

strong incentive for distressed property investors to invest in distressed properties as 

performance decline and other factors that affect property value are likely to drive 

down the sale price of the distressed property (Brophy & Chen, 2010). Thus, property 

prices that are below market pricing make distressed properties an appealing 

investment but investing in the distressed property comes with its own set of problems, 

and normally means being exposed to more uncertainty and risk for the property 

investor (Oregon Association of Realtors, 2020). 
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Although distressed property investors can benefit from buying distressed properties 

at a discount, they are required to have the expertise to stabilise such properties 

(Thypin, 2010). So, in other words, it is essential that distressed property investors 

have enough capital and the required property operating skills (Veronikis, 2011). 

According to Torto (2010: 3), with regards to investing in distressed commercial 

properties, “investors and developers need to be able to rebuild the income statement 

in order to achieve asset stabilisation, negotiate and utilise the skills and experience 

necessary to bring parties together, employ various government programs in an effort 

to recapitalise an asset and to utilise the capital markets in an effort to restructure the 

asset’s balance sheet”. Therefore, real estate expertise and ability to create and 

execute a business plan are thus essential in ensuring that a distressed real estate 

project achieves success (George, 2021). Furthermore, distressed property investors 

acquire distressed properties with the intention to hold the distressed property for 

enough time in order to achieve occupancy and management stabilisation (Healy & 

Martin, 1989).  

 

As with all investors, distressed property investors require the extra reward associated 

with the risk that is attached to distressed property investments (Anglyn, 2005). 

Distressed property investors will generally acquire distressed properties through 

short sales, non-performing mortgages and bid against foreclosing lenders at 

foreclosure sales (Mallach, 2010). 

 

Despite the best economic conditions, redeveloping a distressed property will likely 

present its own set unique challenges (Barr & McCulloch, 2009). It is imperative that 

prudent property investors or property developers assess the challenges associated 

with distressed properties, as well as anticipate potential issues that may impact the 

success likelihood of the investment (Altoon, 2010). A depressed economy will always 

produce challenges for property investors, but value can be realised provided property 

income can be increased enough to cover its expenses, thus making the property 

appealing to potential buyers, where the property can potentially sell for a higher price, 

generating a profit for the investor or developer (IREM, 2011). 
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As noted earlier, distressed property investors must always take note of potential 

issues and pitfalls linked to distressed property investments (Sienicki, 2010). 

According to Brophy and Chen (2010), distressed property investors need to be aware 

of the following items related to investing in a distressed property; physical condition, 

zoning, environmental site assessments, franchise agreements, third-party service 

providers, contracts, property tax bills, property management and market drivers.  

 

Thorough due diligence is crucial before acquiring a distressed property. This requires 

a complete investigation into the status of the distressed property which will assist in 

identifying countless, possible risks. Furthermore, issues and problems identified 

during the due diligence process can be used as leverage to negotiate a better 

acquisition price. Activities that should occur during the due diligence process include; 

a building inspection, conducting a title review, reviewing the terms of all leases and 

other contracts and various other standard property due diligence activities (Sienicki, 

2010).  

 

As part of the process of evaluating specific situations and assessing property 

potential, the distressed property investor must determine the specific cause or causes 

of distress for the targeted distressed property (Azrack, 1995). Once the due diligence 

process is completed, the distressed property investor will then need to establish 

solutions that will address the shortcomings of the distressed property, focusing on 

how to maximise the property’s profit potential (Brophy & Chen, 2010).  

 

As noted by Anglyn (2005: 211), “an appraiser of a distressed property should examine 

the categories of problems that have caused the property to become distressed and 

the steps necessary for the property to recover”. The objective is to determine the 

reasons and quantify why the distressed property is in a state of distress as well as 

establish what steps are necessary to restore the property to a profitable condition, in 

other words, turning the property around to a state of recovery (Anglyn, 2005).  

 

Also, property lenders are looking for creative property investors who are capable of 

rehabilitating distressed properties in an efficient manner, but at the same time, they 

are not interested in property investors who are straight-up gamblers (Veronikis, 

2011).  
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Investing in distressed properties will require added commitments, time and resources 

of the property investor, since distributions associated with distressed properties are 

likely to be unpredictable (Gahr et al., 2017). 

 

As noted by Azrack (1995), successful distressed property investing requires: 

 

• Doing the relevant homework. 

• Doing sound research, mostly about which markets are peaking, are emerging; 

the real estate cycle, the market outlook and the indicators of market change. 

• Keeping in mind that each property type has different economics-related and 

management requirements. 

• Having the required knowledge about the local real estate markets and the local 

real estate players. 

• Having an understanding of the market cycle and the experience of having 

bought, sold and financed in all stages of the cycle. 

• Capital market expertise 

• Acting quickly. 

• Intestinal fortitude 

 

Markets exist for distressed claims, namely; bank loans, debentures, trade payables, 

private placements, real estate mortgages, claims for legal damages and rejected 

lease contracts (Gilson, 1995). There are potentially many buyers who may be 

interested in buying distressed real estate debt (Bershad, 2011). Property owners who 

have outstanding commercial property debt are faced with debt servicing and 

refinancing challenges when economic recessions, declining rental rates, declining 

occupancy levels, deteriorating property fundamentals and increasing capitalisation 

rates, all occur. In these situations; workouts, debt restructuring, bankruptcies, 

discounted payoffs and foreclosures are likely to emerge in the property market 

(Griesmer, Berenson, & Brady, 2010).  

 

As noted before, distressed investing, when concerned with distressed properties, can 

and generally will entail investing in distressed property debt (Raunch, et al., 2010). A 

distressed property investor acquires the existing real estate debt relating to a 
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distressed property, in order to take full control of the distressed property. In these 

circumstances, the goal of the distressed property investor is to hopefully foreclose 

and own the distressed property at a potentially attractive level (NEPC, 2010). 

Investing in distressed real estate debt can be appealing to distressed property 

investors due to the potential profit that could be made, provided the debt is acquired 

at a discount and if there are good prospects that the property investor can salvage 

the distressed property (Bershad, 2011). 

 

As shown on Table 2.4 various distressed property investors can be divided into broad 

categories. A distressed property investor will likely maintain, accept mediocre cash 

flows from and hold onto a distressed property for a long period of time, provided there 

is an expectation that the distressed property can sustain a minimum value over time 

and have a realistic prospect of appreciating in value within a time frame that is 

manageable to the distressed property investor. Most distressed property investors 

are only likely to hold onto and operate a distressed property investment with the 

prospect of an exit strategy in the near future (Mallach, 2010). 

 

TABLE 2.4: A DISTRESSED PROPERTY INVESTOR TYPOLOGY 

Category Strategy Investment Goal Time 

Horizon 

Rehabber Buy properties in poor 

condition, rehabilitate the 

property and sell property 

in good condition to home 

buyers or other investors. 

Appreciation generated 

through ability to realise  

greater increase in value than  

the cost of rehabilitation. 

 

Short 

Flipper Buy properties in poor 

condition and sell quickly 

to buyers in as-is or similar 

condition often using 

unethical or illegal 

practices. 

Appreciation generated by 

taking advantage of buyer 

ignorance, providing 

misleading information or 

misrepresentation, or 

collusion with others. 

Short 

Milker Buy properties in poor 

condition for very low 

Cash flow generated through 

disparity between low 

Short to 

medium 
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prices and rent the 

property out in  

as-is or similar condition 

with minimal maintenance, 

often to problem tenants. 

acquisition and maintenance 

costs and relatively high 

market rents. No expectation 

of property appreciation. 

Holder Buy properties and rent the 

property out in fair to good 

condition, usually following 

responsible maintenance 

and tenant selection 

practices. 

Sum of cash flow during 

holding period from rental 

income combined with long-

term property appreciation 

Medium 

to long 

(Source: Mallach: p 2, 2010) 

 

2.2.4.7 Causes of Property Distress  

 

As noted by Anglyn (2005: 211), “distressed real estate may suffer from a myriad of 

problems including market issues, capital availability, property-specific issues, and 

incompetent or undercapitalised ownership or management”. A distressed property 

investor should seek to identify the root causes of property distress if the investor 

wishes to take advantage of opportunities and create value in a distressed property. 

Thus, a distressed property investor needs to determine whether the problems lie with 

the distressed property itself, the real estate market, the property’s capital structure, 

or the property’s management (Azrack, 1995).  

 

Macroeconomic distress can arise from capital markets, credit crisis, political reasons 

and environmental reasons. Capital structure distress can arise when the value of the 

asset declines below the debt balance and when the equity holder runs out of money, 

thus a loan default or foreclosure is imminent. Organisational distress can arise from 

organisational conflict, staff issues, legal disputes, organisational dysfunction and 

misalignment of incentives. Actual physical asset distress can arise from 

management, lack of investment, lack of capital expenditures and execution of 

strategies (NEPC, 2010). Every market is different and, thus, will have unique factors 

that contribute to property distress (Thypin, 2010). 
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Hence, as indicated various authors, possible causes of distress that negatively impact 

upon the performance of a property are due to; overbuilding, poor management, 

changing consumer preferences, other types of obsolescence (Healy & Martin, 1989), 

oversupply, overleveraged capital structures, owner economic problems, lack of 

liquidity (Azrack, 1995), expected health of the local economy, functional 

obsolescence, poor design, problems with tenants, legal problems (Curry, Blalock & 

Cole, 1991), economic downturns, financial difficulty, lack of funds, deferred 

maintenance of building components, fixed costs, insurance expenses (Anglyn, 2005), 

economic recession, declines in rental rates, declines in occupancy levels, other 

deteriorating property fundamentals, increases in capitalisation rates, declining 

property values (Griesmer et al., 2010), high unemployment, reduced consumer 

spending, tightened credit standards, limited available debt, poor property 

management, lack of investment, lack of capital expenditures, poor execution of 

leasing and repositioning strategies (NEPC, 2010), weak demand drivers, lack of 

financing (Thypin, 2010), property being badly maintained (Rutherford & Chen, 2012), 

being dated or in disrepair (Brophy & Chen, 2010), age, deterioration (Baum, 1993; 

Füss et al., 2012), overcapacity, changes in technology, deficiencies or super 

adequacies in design, factors that affect the property itself or the property relationship 

with other surrounding properties (Barr & McCulloch, 2009), neighbourhood decline, 

unfavourable transportation infrastructure, controls and regulations, wear and tear, 

supply and demand, lack of proper maintenance, pressure to sell (IREM, 2011), 

agency problems (Ho & Liusman, 2016; Lai & Chan, 2004; Yau et al., 2009; Walters, 

2002; Walters & Kent, 2000), property being unmanaged (Ho & Liusman, 2016; Ho et 

al., 2012), declining or vanishing industry (Antuchevičienė, 2003), a lost tenant, no 

income, rising debt costs (Torto, 2010) and an owner behind on debt payments 

(George, 2021). 

 

Financial distress means an owner is substantially behind on debt payments (George, 

2021). The commercial real estate market is intensely cyclical (Corl, 2013), where 

fluctuations alter property values used as loan collateral (ESRB, 2015). Distressed 

properties generally have minimal net operating income (Healy & Martin, 1989), and 

that is insufficient to the cover debt service (Brophy & Chen, 2010; Cornell, et al., 

1996).  
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Real estate market downturns contribute to property cash flows being less than debt 

interest payments and declining property values that increase leverage that make 

further borrowing impossible (Cornell et al., 1996).  A delinquent or defaulted loan are 

the common outcomes (Brophy & Chen, 2010) and workouts, restructurings, 

bankruptcies, discounted payoffs, or foreclosures resolution paths, generally follow the 

outcome of the distressed loan (Griesmer et al., 2010). Foreclosure is unappealing to 

property lenders and, therefore, they would prefer providing loan extensions with the 

prospect of receiving repayments, making workout agreements a suitable alternative 

(Sienicki, 2010). It is possible that the property owner can make up interest shortfall 

by injecting capital into a property or can walk away and give the property back to the 

lender (Cornell et al., 1996).  

 

Possible causes of property loans becoming distressed entail; overdevelopment, lack 

of lease-up, loans secured by previously stabilised and cash-flowing collateral which 

is now worth less than the outstanding loan amount, decline in the value of in-place 

cash flow, declines in cash flow itself, over leverage, low contract interest rates on 

existing debt loan amount, actual and pending loan maturity and refinancing gaps 

based on changes in property value, more stringent new loan underwriting criteria and 

increases in interest rates and amortisation requirements (Griesmer et al., 2010). 

Defaults on commercial property loans are likely to lead to credit losses for property 

lenders and on a bigger scale, distress in the financial system (ESRB, 2015).   

 

Overbuilding contributes to the failure of banks and savings and loans, affecting 

property owners in the process (Healy & Martin, 1989). Demand and rent decline 

problems emerge due to overvaluation and overleveraging (Griesmer et al., 2010). 

Overvaluation and overleveraging can cause havoc, like they did during the pre‐2008 

credit boom in the United States (Corl, 2013). Uncertainty and retrenchment prompted 

by the subprime mortgage crisis resulted in substantial proportions of distressed sales 

and collapsed prices (Steinke, 2012). The mortgage crisis that engulfed the United 

States after 2007 ensued countless properties being lost through foreclosure and 

billions of dollars in individual and community assets losses (Mallach, 2010). 

Furthermore, the subprime mortgage crisis stimulated a rise in vacant and abandoned 

properties (Tisher, 2013; Johnson, 2008).  
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Changes in the market can influence the highest and best use of the land (Brophy & 

Chen, 2010). When a building can no longer generate a profit, the land which the 

building occupies is likely to still have site value for redevelopment purposes (Barras 

& Clark, 1996). Comparing the cost of construction with the subsequent value created 

should conclude whether the property’s existing use is no longer feasible. A highest 

and best-use analysis concerning a distressed property is likely to require a review of 

the tenets of highest and best use, namely; physical possibility, legal permissibility, 

financial feasibility and maximum productivity (Anglyn, 2005). 

 

2.2.4.8 Property Cash Flows  

 

Property cash flows are attributed to rent income from leases (Morri & Mazza, 2015). 

Rental rates should generate a rental income that covers debt obligations and provides 

the required capitalisation rate or return on investment (Grandfield & Willerton, 2015). 

A property’s cash flow can be reinvested into the property or distributed to the 

property’s shareholders (Füss et al., 2012). 

 

Cash flows are an important reference when evaluating the ability to service and 

refinance debt, the ability to sell assets to satisfy debt and the extent of debt and equity 

positions (Griesmer et al., 2010). The ability to hold a distressed asset is attributed to 

the capacity to absorb negative cash flows (Curry et al., 1991). If a property investor 

is unable to attain a positive cash flow, while charging tenants a reasonable market 

rental rate and while undertaking the required property maintenance requirements, the 

property investor may be forced to cut corners to reach a positive cash flow level 

(Mallach, 2010). Cash flow problems generally mean that the property investor will 

more than likely be required to inject capital into the property, default on the property’s 

debt (Cornell et al., 1996), or have to establish how to turn the money-losing property 

around (Krouse, 2013). 

 

2.2.5 Distressed Property Valuation 

 

This section briefly discusses how distressed properties are valued for investors 

interested in purchasing such properties. There are a number of valuation methods 

and key principles that distressed property investors should keep an eye out for, in 
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order to determine the purchase price, which is briefly discussed in this section. The 

section ends off with providing a number of distressed property opportunities, based 

on present literature.  

 

2.2.5.1 Real Estate Appraisal 

 

Capital appreciation and income are both components of real estate investment total 

return (Pfeifer, 2016). Generally, a property’s value is reflected by its price in the 

market (Li & Monkkonen, 2014). Most valuations are conducted with the objective of 

estimating market value (Shilling, Benjamin & Sirmans, 1990). Valuing a property 

entails estimating a property’s value at a particular point in time for a specific reason. 

The valuation process would need to take into account the property’s features and 

attributes, underlying market economic factors and alternative investment options 

(Adegoke, 2016; Aluko, 2000; Ajayi, 1998; Baum, 1984; Millington, 1994; Olusegun, 

2000). The value of a commercial property is attributed to rent income and lease terms. 

It can be assumed that the commercial property’s value is likely to fluctuate as the 

rental rate fluctuates. This relationship between rents and property value would likely 

drive property owners to pursue the highest possible rental income in most 

circumstances (Muhlebach & Alexander, 2008).  

 

As defined by Ling and Archer (2017: 161): “an appraisal is an unbiased written 

estimate of the market value of a property”. Having a property appraised is a 

methodology widely used to establish a property’s market value. Property appraisals 

are generally subjective in nature and would involve taking into consideration the 

market value of recently sold properties that are similar to the subject property 

undergoing an appraisal (Pfeifer, 2016). The need for property appraisals is due to the 

fact that property pricing can only be fully determined at the time of closing the deal 

(Ross & Mancuso, 2011). The property investment market relies on reliable and 

accurate valuations (Adegoke, 2016; Havard, 1995). 

 

The result from a valuation is usually compared to the asking price or investment cost, 

thus concluding whether the asking price or investment cost is feasible (Pirounakis, 

2013).  
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The competitive market process that determines market prices for transactions is 

characterised by the relationship between investment value and market value (Ling & 

Archer, 2017).  

 

A buyer’s investment value is the maximum that he or she would be willing to 

pay for a particular property. The seller’s investment value is the minimum he 

or she would be willing to accept. Investment values generally differ from 

market values because individual investors have different expectations 

regarding the future desirability of a property, different capabilities for obtaining 

financing, different tax situations, and different return requirements. Although 

the methods used to estimate investment value and market value are similar, 

analysts who determine investment value apply the expectations, 

requirements, and assumptions of a particular investor, not the market (Ling & 

Archer, 2017: 163).  

 

In the appraisal process, appraisers generally collect, analyse, and interpret various 

types of information, leading to a valuation judgement (Bellman & Öhman, 2016; 

Tidwell & Gallimore, 2014). The market value of a property is generally defined by 

property appraisers as the selling price that is likely to be achieved at the time of sale, 

assuming usual sale conditions prevail (Ling & Archer, 2017). Appraisers are 

recommended to follow the framework as indicated on Table 2.5. 

 

TABLE 2.5: THE VALUATION PROCESS 

Step 1: Identify the Appraisal Problem 

• Identify client and intended users of appraisal.  

• Identify the intended use of the appraisal.  

• Identify the purpose of the assignment (type of value).  

• Identify the effective date of the valuation Identify the relevant 

characteristics of the property.  

• Identify any important assumptions or conditions of the assignment. 

Step 2: Determine the Required Scope of Work 

Step 3: Collect Data and Describe Property 

Market area data: 
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• General characteristics of region, city and neighbourhood.  

Subject property data:  

• Site, building and locational characteristics of the subject property 

Comparable property data:  

• Market information on comparable properties 

Step 4: Perform Data Analysis 

Market analysis:  

• Demand, supply and marketability studies 

Highest and best use analysis: 

• Highest and best use as though site is vacant. 

• Highest and best use as currently improved. 

Step 5: Determine Value of Land 

Step 6: Apply Three Approaches to Valuation 

• Sales comparison approach  

• Cost approach  

• Income approach  

• Indicate the values for all three approaches 

Step 7: Reconcile Indicated Values from the Three Approaches 

Step 8: Report Final Value Estimate 

(Source: Ling & Archer, 2017) 

 

2.2.5.2 Real Estate Valuation Approaches  

 

Property value is equated to cash attainable based on a willing-buyer and willing-seller 

arrangement, after negotiations (Jamila & Nuhu, 2019). Drivers of property value 

include utility, property scarcity and demand (Jamila & Nuhu, 2019; Olusegun, 2003). 

Appraisals generally consider replacement cost, discounted cash flow analysis and 

comparable sales prices (Gahr et al., 2017). 

 

According to Cloete (2004), Pirounakis (2013); Ling and Archer (2017), and Pirounakis 

(2013) the approaches that are likely are provide reliable estimates of real estate value 

include the sales comparison approach, the income approach and the cost approach.  
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The sales comparison approach can be used with income-producing properties, 

provided there is enough comparable sales to refer to (Ling & Archer, 2017) and there 

are known sale prices of similar properties sold at roughly the same time and in the 

same area (Pirounakis, 2013). According to Cloete (2004) the sales comparison 

approach is applicable in the following situations: 

 

• When adequate an quantity of reliable transactions has occurred, and market 

trends are distinguishable. 

• The property types are traded regularly.  

 

and inapplicable in the following situations: 

 

• When a too few transactions have occurred to observe market trends. 

• When properties are too large and specialised.  

 

The income approach is widely used to value income-producing properties. With the 

income approach, a property’s value is equated to its expected future cash flows (Ling 

& Archer, 2017). As indicated by Pirounakis (2013: 145) “the income approach, 

comprises discounted cash flow techniques (DCF). These make use of an appropriate 

discount or capitalisation rate to discount, i.e., calculate the present value (PV) of any 

(net) incomes that the property is expected to generate in the future. The PV thus 

calculated is taken as the current market value of the subject property”. Generally, 

capitalisation rates refer to the amount of money that capital markets are prepared to 

pay for the future cash flows of a property’s (Gabe, Robinson, Sanderford & Simons, 

2019).  

 

With the income approach, property values are calculated by taking net income or net 

cash flow of the property divided by the capitalisation rate (Pšunder, 1999). Thus, with 

the income approach, the property’s value equals the initial value of the regular flow 

of income yielded by a property. Initial returns are equated to capitalisation rates. The 

capitalisation rate is the ratio of net annual income to the property purchase price or 

initial value, shown as a percentage (Cloete, 2004). As noted by Cloete (2004), the 

recommended steps in conducting the income approach are as follows: 
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• Determine gross annual property income. 

• Determine annual expenses. 

• Calculate net annual income. 

• Apply an appropriate capitalisation rate. 

 

Capitalisation rates are significantly affected by risk. Less appealing properties to 

property investors are generally characterised by higher risk. Risk is associated with 

the property’s leases, where stable tenants reduce the risk attached to the property 

(Cloete, 2004). Cash flow and thus the property’s value are attributed to lease terms 

(Muhlebach & Alexander, 2008) and, thereby, impact upon property returns (Bellman 

& Öhman, 2016; Nordlund, 2010). Rental income is crucial to improving the value of a 

commercial property (Bellman & Öhman, 2016; Nordlund, 2010). Current and future 

vacancy rates should also be considered, as this will impact upon the property income 

prospects (Bellman & Öhman, 2016; Netzell, 2009). 

 

The cost approach estimates the cost of replacing the building and improvements on 

a property as new, less any losses incurred due to obsolescence (Ling & Archer, 

2017). As described by Pirounakis (2013: 145), the cost approach, “involves 

calculating how much it would cost to reproduce or replace the existing built structure 

of the subject property; subtracting any accrued depreciation; and adding the value of 

land. (Reproduction cost is about rebuilding the subject property as is; replacement 

cost is about rebuilding it using modern materials and methods.)”. 

 

Concerning a property development, if a property’s replacement cost exceeds the 

expected market value, a property developer should not undertake the proposed 

development (Gahr et al., 2017). Calculations concerning the cost approach involve 

depreciating the estimated new replacement cost of the buildings plus the land value 

derived from the sales comparison method, thus establishing an estimated value for 

the overall property (land and buildings) (Van Vuuren, 2016). The cost approach 

should mostly be used when valuing specialised properties or when there is only 

unreliable comparable sales or income data (Ling & Archer, 2017). 
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The profits approach is another valuation method that can be adopted when valuing 

specialised property. The profits approach entails deriving a hypothetical rental that is 

capitalised to determine a value (Van Vuuren, 2016). According to van Vuuren (2016), 

the steps concerning the profits approach are described below: 

 

• The three previous financial years and management reports are used to 

forecast incomes and expenses. 

• Separate business and property operating expenses. 

• Subtract business income from the business-only expenses to calculate 

business net operating income. 

• Apply a percentage split to business net operating income to calculate a 

hypothetical property rental income split. 

• Estimate the property expenses. 

• Subtract the property operating expenses from the hypothetical rental income 

to calculate property net operating income. 

• Capitalise the property net operating income at an appropriate capitalisation to 

calculate the suggested property value. 

• Estimate required capital expenditure needed to increase income growth or to 

make the property’s operations more efficient with lower costs. 

• Subtract the capital expenditures from the suggested property value to 

calculate the property’s ‘as is’ value. 

 

Valuations are required for mortgages, sales, purchases, compensation, insurance, 

mergers and acquisitions (Adegoke, 2016). Distressed property investors usually 

invest in distressed properties with the intention of keeping the property long enough 

to attain occupancy and management stabilisation. Investing in a distressed property 

should entail achieving a discount that is greater than the discounted present value, 

subject to market risks. The motivation for investing in a distressed property, generally 

what the future use will be, will impact upon what the desired price of the distressed 

property should be (Healy & Martin, 1989).  

 

Distressed properties present a challenge for property appraisers, due to the problems 

associated with the property that caused the state of distress (Anglyn, 2005). It is 
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recommended that a distressed property investor obtain numerous appraisals and 

opinions from real estate professionals, concerning the valuation of the distressed 

property of interest (Sienicki, 2010). According to Adegoke (2016), the following 

factors likely contribute to excessive valuation variance: 

 

• Valuation conducted during unstable or uncertain market conditions. 

• Inexperienced valuators 

• A valuation involving the selection, interpretation and use of comparable 

evidence. 

• Valuers having different opinions concerning a property.  

• Survey errors 

• Lacking depth concerning the investigation. 

• Procedure errors 

• Different methodologies producing different results. 

• Pressure or influence from clients 

 

Prior to presenting an offer for a property, an investor is required to have the skills 

needed to estimate the future costs and income of the property. The property investor 

is thus required to have skills in undertaking macro and micro analysis, deal sourcing, 

the assessment of rental contracts and building engineering (Szelyes, 2017).  

 

The income approach is the recommended approach to adopt concerning distressed 

properties valuations. An appraiser will be required to make a credible forecast of the 

cash flows that a distressed property can attain, taking into account the problems 

faced by the property. The forecast of cash flows is vital for establishing the amount 

and kind of property finance that will be available to the investor (Heaton, 2006). 

According Griesmer et al., (2010), information regarding property-specific factors and 

local market conditions are required for estimating cash flows and commercial property 

value, where relevant market factors include: 

 

• Property type and physical condition and quality 

• Property location and competitive position 

• Property cash flows over the loan period 



135 
 

• Current property values, property values at maturity, property values at 

stabilisation and property values in liquidation and recovery 

• Rent rolls 

• Capital needs 

• Tenant defaults and payment delays 

• Tenant retention and renewals 

• Significance of personal property 

• Local market and sub-market conditions 

 

After an appraiser establishes the cash flow forecast, the appraiser must further 

establish the amount of debt that can be obtained, estimate the cost of equity and thus 

calculate the weighted average cost of capital. The weighted average cost of capital 

is then used to estimate value. Standard ratios using the estimated numbers must be 

checked in comparison with current ratios in the market, where, if ratios are compatible 

and within a reasonable range, the valuation can be considered reasonable (Heaton, 

2006). 

 

The net realisable value of a distressed property that would be attained under fair sale 

and normal conditions is likely to be overstated, since lenders want to sell a distressed 

property, acquired through a foreclosure, as soon as possible, so lenders lower the 

price of the distressed property in the anticipation of a sale occurring soon after 

foreclosing the distressed property (Shilling et al., 1990). 

 

Under normal situations, property investors will generally pursue a property investment 

with enhanced capitalisation rate potential, an acceptable return on investment, cash-

on-cash return, internal rate of return and a strong capital multiple. An objective 

evaluator assesses all of these aspects to provide feedback to the investor on the 

feasibility of the property investment, but for distressed property investments, due to 

the likely needed improvements to the property, more needs be determined (Altoon, 

2010). 
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Distressed property valuations require appraisers to consider a number of issues 

(Anglyn, 2005). The net realisable value of a distressed property requires adjustments 

for costs associated with ownership, development, operation and sale of property, 

construction costs, rent loss during lease-up, operating expenses, reserve 

requirements, insurance, maintenance and other costs, in order to attain a more 

accurate net realisable value (Shilling, Benjamin & Sirmans, 1990). 

 

Unexpected additional costs, capital improvements and other costs required to 

improve the distressed property can potentially influence the property’s theoretical 

returns (Altoon, 2010). Distressed property valuations thus require analysing the 

distressed property’s ‘as is’ value. The ‘as is’ value is the purchase price that a third-

party property investor would be prepared to pay for the distressed property in the ‘as 

is’ condition plus covering the remaining costs entailing completing the required capital 

improvements, sell-out, or lease-up, and still be able to earn a market-related profit 

(entrepreneurial market-based profit requirements) (Anglyn, 2005; Pittenger, 1990). 

 

In order to calculate the ‘as is’ value, rent loss, leasing commission and capital 

improvement costs are subtracted from an ‘as stabilised’ value. Rent losses are 

calculated via a discounted cash flow analysis and direct capitalisation. The ‘as 

stabilised’ value is attributed to entrepreneurial market-based profit requirements 

(Anglyn, 2005). Therefore, regarding a distressed property, a further subtraction is 

required from the ‘as stabilised’ value to cover the needed entrepreneurial co-

ordination (compensation for the skills and risks required) to successfully turn the 

distressed property around. The compensation for the ‘skills and risks’ amount is 

generally negotiated by the various parties involved, taking into account market 

factors. In summary, a distressed property valuation is equated to the ‘as stabilised’ 

value less rent loss costs, less leasing commission costs, less capital improvement 

costs and less entrepreneurial co-ordination compensation (Anglyn, 2005). 

 

Distressed properties generally do not have many other transactions to refer to, but 

appraisers need to refer to as many similar transactions that can be obtained as 

possible and which can assist with providing evidence that supports a reasonable 

valuation estimate (Heaton, 2006). It is vital that an appraiser analyses the problems 

that caused the property to become distressed in the first place in order to establish a 
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recovery plan (Anglyn, 2005). Distressed property investors should consult realtors 

when undertaking a distressed property transaction, to assist with planning (Oregon 

Association of Realtors, 2020). 

 

As noted by Altoon (2010: 15),  

 

Pandora’s Box of surprises is the purview of those who have lived through the 

design and construction consequences of bringing a distressed asset to market 

as a viable investment. An experienced design professional can quantify the 

cost impact of repositioning a retail property, and will serve an investor well in 

re-negotiating the purchase price of a distressed asset. Armed with a complete 

financial analysis and a thorough physical assessment of the property, the 

investor and his team will find that scenario planning will help them to further 

evaluate the potential return on investment for the most reasonable range of 

options. At that point, the vision needs a viable implementation strategy, which 

allows for unexpected costs—working with tenants protected by extended 

leases, negotiating with the public sector and the community, and attracting 

unanticipated uses. Finally, a real purchase price offer for a distressed value 

can be determined—likely, reasonably lower than first anticipated.   

 

There are key factors to remember before acquiring a distressed property. 

 

• Consider obtaining multiple appraisals and professional opinions (Sienicki, 

2010). 

• The income approach can be the most dependable valuation method (Heaton, 

2006). 

• The cash price anticipated under the conditions of a fair sale is likely to 

overstate the property’s net realisable value (Shilling et al., 1990). 

• An analysis of the distressed property’s ‘as is’ value, is required, in order to 

attain a reasonable valuation (Anglyn, 2005; Pittenger, 1990). 

• Due diligence is critical for identifying unknown risks and identifying issues and 

problems that can be used as leverage in purchase price negotiations (Sienicki, 

2010). 
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• A vision for the property needs a viable implementation strategy that considers 

unexpected costs, working with tenants protected by extended leases, 

negotiating with the public sector and the community and attracting 

unanticipated uses. Only then should a purchase price be offered (Altoon, 

2010). 

 

Investment valuation calculations are generally applicable when a property transaction 

is expected, for maintenance or repair decisions, when there are needed capital 

improvements, when a property is abandoned, when a property is set to be or is 

demolished and, lastly, for property developments (Ling & Archer, 2017). All properties 

are unique in nature, thus inferring a valuation for a property that has no other 

transactions to refer to, requires referring to imperfect substitutes (Ross & Mancuso, 

2011). Valuations tend to differ from real‐time market values, due to timing factors, so 

purchase prices are likely to differ from valuations (Pfeifer, 2016). The minimal 

occurrence of real-time market valuations can contribute to volatility as well alterations 

that need to be made to book values and profits (ESRB, 2015). 

 

2.2.6 Distressed Property Opportunities 

 

An opportunistic property investor pursues properties, such as distressed properties, 

that have turnaround potential (Folkestone Ltd, 2015), therefore, the investor will be 

required to produce a turnaround plan (Krouse, 2013) that stabilises the distressed 

property investment (Torto, 2010). Properties can be physically improved, made more 

operationally efficient and repurposed to improve returns (Ross & Mancuso, 2011). 

Even though property markets are imperfect in nature, by following an effective 

strategy, substantial returns can be attained (Cloete, 2005). Distressed properties 

present opportunities for those property investors who have the capacity to take 

advantage of these opportunities (Torto, 2010). 

 

The following is a summary of the opportunities available to property developers and 

investors who wish to follow an opportunistic strategy and invest in distressed 

properties: 

 



139 
 

• Distressed property turnaround opportunities arise when a real estate cycle 

bottoms (NEPC, 2010). 

• Distressed properties have reduced performance levels, thus are likely to be 

available lower-than-average purchase prices (George, 2021). 

• Distressed property investors can acquire a distressed property outright or via 

debt secured by the existing financially distressed property owner (George, 

2021). 

• Productive reuse can be applied to vacant and abandoned commercial 

properties (Eppig & Brachman, 2014). 

• Recapitalising zombie properties (Brady, 2016). 

• Vacant urban land presents opportunities for planners and non-governmental 

organisations, looking to address various social issues (Drake et al., 2016; 

Mathie & Cunningham 2003; Pearsall & Lucas 2014). 

• Commercial vacant properties have numerous advantages that can be taken 

advantage of for successful revitalisation (Eppig & Brachman, 2014). 

• Buildings can accommodate many economic activities, so changing the 

function of an obsolete property to another use can be profitable (Barras & 

Clark, 1996). 

• Opportunities lie with purchasing property debt packages at a discount, 

purchasing unfinished projects and purchasing property portfolios from 

financially distressed owners (NEPC, 2010). 

• Distressed properties can be found at discounted prices, where using the 

required expertise can stabilise the property (Thypin, 2010). 

• Area gentrification presents opportunities for investors to invest in historical 

rundown buildings (Visser & Kotze, 2008). 

• City managers may need to turn city neighbourhoods around (Visser & Kotze, 

2008). 

• Urban regeneration presents opportunities by making use of vacant and derelict 

land, remodelling and use-class change of existing buildings and social housing 

modernisation (Gibb & Hoesli, 2003). 

• Opportunistic strategies entailing distressed property investing can offer the 

highest level of risk-reward potential in comparison to other types of real estate 

investments (Gahr et al., 2017). 
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According to Vermiglio (2011), it is necessary to forecast: 

 

• The cost of vacancy and who bears this cost. 

• Whether the property can be re-let or disposed of in the existing state. 

• What factors are needed to improve the letting prospects and disposability of 

the property and at what cost and over what period of time. 

• The appropriate time for disposal 

• The appropriate people to manage, enhance and dispose of the property 

• The appropriate people that will monitor the property and ensures that value for 

money is achieved. 

 

As presented to respondents in the questionnaire of the empirical analysis related to 

the present research effort, the turnaround of a distressed property was referred to as: 

‘the full recovery of the net cash flow of a distressed income earning property, to a 

level that was sufficient to cover any debt service for at least two years’. 

 

2.3 IDENTIFYING OBSOLETE PROPERTIES 

 

The following section briefly discusses the independent variable Obsolescence 

Identification. The different types of obsolescence affecting property, identifying the 

different types of obsolescence and possible remedies for obsolescence are analysed 

and discussed. Furthermore, the possible link between obsolescence and distressed 

properties is provided using present literature, by showing how obsolescence 

negatively affects property rental and vacancy rates and thus, contributes to a property 

becoming distressed. By identifying different types of obsolescence that may be the 

reason for a property to be in a state of distress, a property owner will have an 

indication of what corrective actions to take.  

 

2.3.1 Depreciation and Properties 

 

All assets, even with the best maintenance, will have a limited lifespan. Thus, asset 

depreciation over time is unavoidable (Gyamfi-Yeboah & Ayitey, 2009). Depreciation 

equates to the wearing out and declining useful life of a physical asset. Depreciation 



141 
 

is likely to occur due to the passage of time or obsolescence (Effiong & Mfam, 2015; 

Regulated Industries Commission, 2005). Depreciation applies to all physical objects 

that can wear and tear, even those not in use (Effiong & Mfam, 2015). Depreciation 

also applies to phenomen a where decay is inevitable (Effiong & Mfam, 2015; Iroham, 

Durodola, Akinjare & Mosaku, 2013). Hence, asset value declines caused by aging 

and asset revaluations caused by obsolescence, characterises depreciation (Fisher & 

Gillen, 2005).  

 

In the context of accounting, depreciation can be used to recover the costs of non-

current assets, over the course of their economic lives (Grover & Grover, 2015). 

Depreciation is categorised as physical depreciation, functional depreciation and 

economic loss (Barreca, 1999; Effiong & Mfam, 2015; Gyamfi-Yeboah & Ayitey, 2006). 

Depreciation is widely viewed as physical deterioration, functional obsolescence 

(Bello, 2014; Bowie, 1989; Cloete, 2017; Grover & Grover, 2015; IVSC, 2007; NIESV, 

2006; RICS, 2005), economic obsolescence (Bello, 2014; Cloete, 2017; IVSC, 2007; 

NIESV, 2006; RICS, 2005) and environmental obsolescence (Grover & Grover, 2015; 

Bowie, 1984).  

 

Real estate in general is characterised by the gradual loss of value (Beekmans et al.; 

Bryson, 1997). The depreciation of a built facility is attributed to physical deterioration 

and building obsolescence (Bottom et al., 1998). Pyhrr et al. (1989) and Cloete (2005) 

deduce that the value of built facilities can diminish due to physical, functional or 

locational depreciation. Urban areas comprise of built facilities (Beekmans et al., 

2012).  

 

Thus, the declining usefulness of built facilities that contributes to its value, is equated 

to depreciation (Baum, 1993, 1989; Beekmans et al., 2012), where the causes of 

depreciation, according to a number of authors, are attributed to physical deterioration 

(Ayitey, 2009; Barreca, 1999; Baum, 1991; Beekmans et al., 2014; 2012; Effiong & 

Mfam, 2015; Gyamfi-Yeboah & Ayitey & Mansfield & Pinder, 2008; NIESV, 2006; 

IVSC, 2007; Mansfield, 2000; RICS, 2005;), physical wear and tear (Effiong & Mfam, 

2015; Kalu, 2001), obsolescence (Effiong & Mfam, 2015; Kalu, 2001; Mansfield, 2000), 

building obsolescence (Beekmans et al., 2012; Mansfield, 2000; Mansfield & Pinder, 

2008), functional obsolescence, and aesthetic obsolescence (Baum, 1991; Effiong & 
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Mfam, 2015), economic obsolescence (Effiong & Mfam, 2015; Gyamfi-Yeboah & 

Ayitey, 2006), or other economic losses (Barreca, 1999; Gyamfi-Yeboah & Ayitey, 

2009).  

 

As capital improvements of properties age and undergo wear and tear, depreciation 

takes places. The consequences are that the services and amenities provided by such 

improvements reduce in value (Ling & Archer, 2017). Depreciation also refers to the 

existing use of a property becoming less valuable (Baum, 1991; Buitelaar et al., 2021). 

Furthermore, depreciation refers to the loss of a property’s investment value 

(Mansfield & Pinder, 2008). Though physical wear and tear substantially contributes 

to depreciation, there are many circumstances where obsolescence is a greater 

contributor (Effiong & Mfam, 2015; Kalu, 2001).  

 

Depreciation depends on the lapse of time to take place (Gyamfi-Yeboah & Ayitey, 

2009), where the time lapse between property revaluations indicates the level of 

depreciation that has taken place (Effiong & Mfam, 2015; Plimmer & Sayce, 2006), 

although the influence of aging on property depreciation is very much still a debatable 

point (Effiong & Mfam, 2015). As noted, before, the depreciation in property value is 

also due to obsolescence that diminishes the services that a built facility delivers as 

new products, new technologies and business models arise (Grover & Grover, 2015). 

Depreciation is not applicable to land, as land is widely viewed to have an unlimited, 

useful life (Grover & Grover, 2015). Property useful economic life is attributed to many 

variables, including but not limited to; quality of construction, type of construction 

material used and the property’s locational attributes (Gyamfi-Yeboah & Ayitey, 2009).  

 

A lack of asset maintenance will likely contribute to depreciation that could have been 

avoided (Cloete, 2001). There is depreciation that cannot be remedied, known as 

incurable depreciation. Incurable deprecation cannot be rectified by capital 

investment, whereas curable depreciation can be addressed by capital investment 

(Baum ,1991; Bello, 2014; Effiong & Mfam, 2015). 

 

 

 



143 
 

2.3.2 Physical Deterioration and Properties 

 

All assets deteriorate when used (Gyamfi-Yeboah & Ayitey, 2009). As noted, before, 

property-based depreciation can be attributed to physical deterioration (Effiong & 

Mfam, 2015; Mansfield, 2000). The time lapse of deterioration impacts upon property 

performance, property usability, the satisfaction of property occupiers and building life-

cycle costs (Iselin & Lemer, 1993; Thomsen & Van Der Flier, 2011). Physical 

deterioration begins at the start of building construction. Capital invested in existing 

buildings also undergoes deterioration. Thus, all buildings, new and old, require 

regular capital investments (Bryson, 1997; Pinder & Wilkinson, 2001). Certain 

components within buildings can deteriorate faster than the rest of the building and will 

need to be replaced, sometimes on many occasions (Cloete, 2001). 

 

Physical deterioration is attributed to time and use (Ashworth, 2004; Pourebrahimi; 

Eghbali & Roders, 2020; Flanagan, Norman, Meadows & Robinson, 1989). 

Deterioration results in the decrease of the value of improvements (Cloete, 2017; 

Derbes, 1998) and components (Derbes, 1998) driven by wearing out (Cloete, 2017). 

Physical deterioration is thus categorised as depreciation (Bello, 2014) which is a 

gradual process (Ashworth, 1999; Pinder & Wilkinson, 2001), that emerges when there 

is a decline in utility due to usage (Baum, 1991; Beekmans et al., 2012; Mansfield & 

Pinder, 2008), over the passage of time (Baum, 1991; Hoesli & Macgregor, 2000; 

Jamila & Nuhu, 2019; Pinder & Wilkinson, 2000), wear and tear (Baum, 1991; 

Beekmans et al., 2012; Bello, 2014; Jamila & Nuhu, 2019; Mansfield & Pinder, 2008; 

Popkova, Sergi, Haabazoka & Ragulina, 2020; Reilly, 2012), lack of maintenance 

(Bello, 2014), the action of the elements (Baum, 1991; Beekmans et al., 2012; Hoesli 

& Macgregor, 2000; Jamila & Nuhu, 2019; Mansfield & Pinder, 2008) and deterioration 

with aging (Gyamfi-Yeboah & Ayitey, 2009; Haabazoka & Ragulina, 2020; Jamila & 

Nuhu, 2019; Popkova, Sergi, & Reilly, 2012;) among many factors (Ayitey, 2009; 

Gyamfi-Yeboah & Ayitey, 2009).  

 

So, in other words, physical deterioration entails a continuous process (Barras & Clark, 

1996; Mansfield & Pinder, 2008; Pinder & Wilkinson, 2000;) of wear and tear (Barras 

& Clark, 1996; Baum, 1991; Beekmans et al., 2012; Bello, 2014; Jamila & Nuhu, 2019; 

Mansfield & Pinder, 2008; Popkova et al., 2020; Reilly, 2012), that is likely to lead to 
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structural or material failure (Pinder & Wilkinson, 2000) and decreasing values (De La 

Mora & Reilly, 2012; Jamila & Nuhu, 2019; Popkova et al., 2020; Reilly, 2012) due to 

a property’s physical condition (De La Mora & Reilly, 2012; Popkova, et al., 2020) 

 

Physical deterioration is generally accounted for under repair and maintenance 

(Barras & Clark, 1996). Various examples of physical deterioration include damage 

from insects and organisms, cracks in plaster or wallboard, deterioration of roof 

shingles causing leaks and discolouration of ceilings, cracks in concrete foundations 

due to uneven settling and a general wearing out of mechanical systems due to use 

over time (Popkova et al., 2020; Voss 2012).  

 

Since physical deterioration in buildings is attributed to time and use (Ashworth, 1999; 

Pinder & Wilkinson, 2001), rates of physical deterioration can be managed by the 

property owner through material specification, high standards of maintenance and 

regular maintenance (Ashworth, 1999; Mansfield & Pinder, 2008; Pinder & Wilkinson, 

2001). Physical deterioration is predictable and will most likely be addressed by capital 

expenditure (Mansfield & Pinder, 2008). Physical deterioration can also be addressed 

via building renovation (Pšunder, 1999). Deferred maintenance can be categorised as 

‘curable physical depreciation’ or ‘curable obsolescence’. Deferred maintenance is 

when a property owner postpones repairs for various reasons and repairs are only 

conducted when deemed very necessary. Deferred maintenance can be addressed 

by repairs and improvements (Kyle, 2013).  

 

However, there are some aspects of building physical deterioration that cannot be 

addressed (Gyamfi-Yeboah & Ayitey, 2009; Brueggeman & Fisher, 2001). If the costs 

involved in repairing or replacing building components and items exceeds the value 

that the repair or replacement will produce for the overall building, then the physical 

deterioration cannot be addressed. In this situation, a property owner would most likely 

have to consider demolition as an option (Popkova et al., 2020; Voss, 2012). Even 

though the rate of deterioration can be to a certain degree managed by property 

owners, all buildings will eventually wear out in the long-run and will need to be 

replaced (Grover & Grover, 2015). 
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Rental incomes will most likely decline as buildings deteriorate, since deterioration will 

have adverse effects on a building’s ability to meet the objectives of the tenants 

occupying the building, rendering the building less useful to the tenants (Grover & 

Grover, 2015). Property owners can forecast rates of physical deterioration by using 

historic records containing information on the lives of buildings and their components 

(Mansfield & Pinder, 2008). 

 

Figure 2.8 depicts a deterioration curve for a building where if there is minimal 

maintenance, the useful life of the building is reduced. Hence, in order for a building 

to function optimally, regular capital improvements are likely required (Popkova et al., 

2020).  

 

FIGURE 2.8: A TYPICAL DETERIORATION CURVE 

 

(Source: et al., 2020: p5) 

 

Physical deterioration can be categorised as obsolescence, although in the strictest 

sense is not entirely a form of obsolescence (Mansfield & Pinder, 2008). Physical 

deterioration is not the decline in a building’s utility due to failure of the building to 

accommodate new user (tenants and occupiers) needs (Pinder & Wilkinson, 2001; 

Trowbridge, 1964), which is essentially that of impact obsolescence (Pinder & 

Wilkinson, 2001). 
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Property obsolescence is only partly attributed to physical deterioration (Thomsen & 

van der Flier, 2011), but is mostly attributed to the change in human behaviour and a 

change of economic and social interactions (Buitelaar et al., 2021). Physical 

obsolescence is essentially physical deterioration and would be better regarded as 

being depreciation unless the deterioration ends the economic life (Grover & Grover, 

2015; RICS, 2014).  

 

As time goes by and buildings age and deteriorate, obsolescence can be the likely 

outcome (Baum, 1993; Füss et al., 2012). It is important to distinguish physical 

deterioration from obsolescence because obsolescence is beyond the property 

owner's control (Beekmans et al., 2012; Jones, 2005). The term ‘obsolescence’ refers 

to a relative decline that is not caused directly by the use of the built facility, the action 

of the elements, or the passage of time (Baum, 1991; Pinder & Wilkinson, 2000). 

Compared to obsolescence in general, physical deterioration is more gradual and it 

can be predicted and remedied if the building is properly maintained (Jamila & Nuhu, 

2019).  

 

2.3.3 Obsolescence and Real Estate 

 

As noted earlier, obsolescence can be distinguished from physical deterioration and 

wear and tear (Jamila & Nuhu, 2019) and is difficult to define (Lichfield & Associates, 

1968; Pinder & Wilkinson, 2001). Obsolescence can be perceived differently in 

different situations and by the viewpoints of different observers (Pinder & Wilkinson, 

2000), therefore, observing obsolescence is more attributed to the decisions of 

humans and not the consequences of nature (Cowan, 1970; Pinder & Wilkinson, 

2000).  

 

Obsolescence is associated with a decline in utility (Baum, 1991; 1994; Baxter, 1971; 

Effiong & Mfam, 2015; Grover & Grover, 2015; Jamila & Nuhu, 2019), not directly 

related to use (Baum, 1991; 1994; Baxter, 1971; Effiong & Mfam, 2015; Grover & 

Grover, 2015), or the action of the elements (Baum, 1994; Grover & Grover, 2015) or 

value decline (Baxter, 1971; Beekmans et al., 2012; Cowan & Bryon, 2005; Salway, 

1986; Jamila & Nuhu, 2019), or caused by use (Baxter, 1971; Beekmans et al. 2012; 

Salway, 1986), or the passage of time (Baum, 1991; 1994; Beekmans et al. 1986; 
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Effiong & Mfam, 2015; Grover & Grover, 2015; Jamila & Nuhu, 2019) and is the 

growing divergence, over time, between declining performance and rising 

expectations (Iselin & Lemer, 1993; Markus, Whyman, Morgan, Whitton & Maver, 

1972; Thomsen & van der Flier, 2011). No real single measurement of utility exists; 

thus, it is difficult to measure obsolescence (Effiong & Mfam, 2015; Raftery, 1991). 

 

Anything man-made is likely to become obsolete (Jamila & Nuhu, 2019). 

Obsolescence entails the process anything man-made becoming outmoded (Building 

Research Board, 1993; Grover & Grover, 2015; Pinder & Wilkinson, 2001; Popkova et 

al., 2020), old fashioned (Building Research Board, 1993; Jamila & Nuhu, 2019; 

Grover & Grover, 2015; Pinder & Wilkinson, 2001; Popkova et al., 2020) or out-of-date 

(Building Research Board, 1993; Grover & Grover, 2015; Pinder & Wilkinson, 2001; 

Popkova et al., 2020;), hence resulting in declining usefulness (Cowan & Bryon, 2005; 

Grover & Grover, 2015; Jamila & Nuhu, 2019) and competitiveness (Cowan & Bryon, 

2005; Jamila & Nuhu, 2019), thereby ending the life of the man-made object (Grover 

& Grover, 2015). Obsolescence is, therefore, concerned with changing usefulness 

over time (Pinder & Wilkinson, 2000) and a state of uselessness (Popkova et al., 

2020). 

 

Replacement is dictated by a change in style or trend (Derbes, 1998). Obsolescence 

can be seen as an unfavourable comparison with competitor assets (Pinder & 

Wilkinson, 2000) and can be equated to assets that are discarded when perceived 

superior replacement assets are available (BRB, 1993; Pinder & Wilkinson, 2000). 

 

According to Barras and Clark (1996: 63), the process of obsolescence, with reference 

to the vintage model of Salter (1966), occurs when,  

 

each investment in new capital is assumed to embody an improved technique 

of production, which lowers the unit operating costs of successive vintages. The 

criterion for investment is that the present value of the surpluses generated by 

the capital goods over their economic life should be sufficient to cover the cost 

of the investment and pay a ‘normal’ rate of profit. On this basis, the volume of 

investment in the latest technique is such as to replace those vintages which 

are being scrapped, and to expand overall output to the point at which its 
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existing price is lowered to a new price sufficient to eliminate the possibility of 

earning super-profits on the investment. With this price reduction, the rate of 

profit on earlier vintages of capital diminishes to the point at which, on the oldest 

vintage still in use, output price and unit operating costs just balance. With the 

next vintage of investment, and therefore the next reduction in output price, the 

oldest vintage then becomes obsolete and drops out of production, to be 

replaced by the new vintage. 

 

Even when an asset is perceived as outstanding, competitor assets that have become 

superior will likely drive the value of the subject asset down (Baxter, 1971; Pinder & 

Wilkinson, 2000). Since obsolescence is generally not attributed to wearing out 

(Grover & Grover, 2015), anything can be obsolete and still be in perfect working order 

(Baxter 1971, Beekmans et al., 2012, Grover & Grover, 2015; Mansfield, 2000; 

Salway, 1986), since obsolescence can occur with anything new but does not serve 

the intended function (Grover & Grover, 2015). Objects considered obsolete can still 

function, however only at levels lower than prevailing expectations (BRB, 1993; Pinder 

& Wilkinson, 2000). 

 

Obsolescence can contribute to unexpected, substantial losses in asset values, which 

can happen quickly (Grover & Grover, 2015), and at irregular intervals (Ashworth, 

1999; Mansfield & Pinder, 2008; Pinder & Wilkinson, 2001). It is tough to control 

obsolescence (Pinder & Wilkinson, 2001), since obsolescence is unpredictable 

(Golton, 1989; Effiong & Mfam, 2015; Plimmer & Sayce, 2006; Pinder & Wilkinson, 

2001).  

 

Obsolescence is widely viewed as social deterioration (Burton, 1933; Pinder & 

Wilkinson, 2000), can be generalised to countless assets and can be impossible to 

remedy. It is not easy to forecast rates of obsolescence, since obsolescence is 

attributed to undetermined, future changes (Mansfield & Pinder, 2008). Thus, change 

is a critical factor that results in obsolescence (Effiong & Mfam, 2015). It is important 

to know that obsolescence does not only affect materialistic factors (Jamila & Nuhu, 

2019). 
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Obsolescence has many causes (Popkova et al., 2020; Thomsen & van der Flier, 

2011), such as change that is extraneous (Baxter 1971; Beekmans et al., 2012; 

Mansfield, 2000; Salway, 1986), and exogenous factors (Effiong & Mfam, 2015; 

Iroham et al., 2013), not meeting current demands (Lemer, 1996; Rockow, Ross & 

Black, 2018), physical factors, political factors, cultural factors, social factors, climate 

change, legislation change, social pressures, advancement of knowledge, currency 

inflation, civil unrest, conflict of interests, physical damage, changes in preference 

requirements or styles (Jamila & Nuhu, 2019), changes in requirements or 

expectations regarding use (Pinder & Wilkinson, 2000), change in technology, change 

in consumer demand (Grover & Grover, 2015; Jamila & Nuhu, 2019) and can occur 

gradually in the long-term until it makes economic sense to undertake replacement 

(Grover & Grover, 2015). The literature categorises obsolescence into physical, 

economic, financial, functional, location, environmental, political, market, style and 

control obsolescence (Popkova et al., 2020; Thomsen & van der Flier, 2011). 

 

2.3.3.1 Types of Property Obsolescence 

 

As time goes by, buildings are likely to change physically or experience changes in 

functions (Isnin & Ahmad, 2012). Building that are characterised as being in a worse 

state than those buildings that are adequately functioning, probably means that those 

buildings have become obsolete in some way (Buitelaar et al., 2021). Property 

depreciation can be attributed to obsolescence (Effiong & Mfam, 2015; Mansfield, 

2000). Commercial and industrial properties may see their values decline due to 

obsolescence (Reilly, 2012). 

 

Building usefulness can lessen (Buitelaar et al., 2021; Effiong & Mfam, 2015; Golton, 

1989; Pinder & Wilkinson, 2000), by causes not related to its physical condition (Pinder 

& Wilkinson, 2000), but rather other causes that are not attributed to wear and tear. In 

these circumstances, the decline in usefulness is likely caused by obsolescence 

(Burton, 1933; Pinder & Wilkinson, 2000), which can also cause the value of a property 

to depreciate (Baum, 1991; Effiong & Mfam, 2015). Property obsolescence is mostly 

the result of human action (Thomsen & van der Flier, 2011) and human decision-

making (Cowan, 1970; Pinder & Wilkinson, 2001). 
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Property obsolescence is widely viewed as a sub-category of property depreciation 

(Baum, 1991; Jamila & Nuhu, 2019; Thomsen & van der Flier, 2011), debatably 

excluding property physical deterioration (Jamila & Nuhu, 2019). Property 

obsolescence is associated with factors related to the physical structure of a building, 

the property’s site, the surrounding neighbourhood, statutory and regulatory 

framework and aesthetic issues (Mansfield & Pinder, 2008).  

 

Properties are destined to become obsolete and undergo replacement (Brown & 

Teernstra, 2008; Grover & Grover, 2015). Obsolescence has a diminishing effect on 

a building’s capacity to provide services (Grover & Grover, 2015). In general, changing 

property utility is complex and not easy to follow (Khalid, 1992; Mansfield & Pinder, 

2008). Property obsolescence contributes to the decline of a building’s utility (API, 

2017; Ahmad, Kintrea, 2007; Ashworth, 2004; Aspden & Schreyer, 2005; Baum, 1991; 

Burton, 1933; Flanagan, Norman, Meadows & Robinson, 1989; Grover & Grover, 

2015; Khalid, 1994; Mansfield & Pinder, 2008; Nutt et al., 1976; Pinder & Wilkinson, 

2001; Pourebrahimi et al., 2020; Thomsen & Flier, 2011a; Trowbridge, 1964), property 

performance, property values, property usefulness (API, 2017; Ahmad, Aspden & 

Schreyer, 2005; Ashworth, 2004; Baum, 1991; Burton, 1933; Flanagan, et al., 1989; 

Grover & Grover, 2015; Khalid, 1994; Kintrea, 2007; Mansfield & Pinder, 2008; Nutt et 

al. 1967; Pourebrahimi et al., 2020; Thomsen & van der Flier, 2011a), caused by 

countless factors that negatively impact property utility in the eyes of the property user 

or property investor (Mansfield & Pinder, 2008; Trowbridge, 1964), where the decline 

in utility is not attributed directly to property physical usage, nature’s forces or time 

(Baum, 1991; Pinder & Wilkinson, 2001).  

 

The literature indicates many types of obsolescence (Jamila & Nuhu, 2019). In 

general, property obsolescence entails physical, functional and economic 

obsolescence (Grover & Grover, 2015; RICS, 2014; Jamila & Nuhu, 2019; Reed & 

Wilkinson, 2008; Reilly, 2012), or external obsolescence (Jamila & Nuhu, 2019; Reilly, 

2012; Reed & Wilkinson, 2008). Correct classification of obsolescence is not an 

imperative. Rather correct quantification is important (Reilly, 2012). 
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Buildings need to cope with changing economic, social, technological and political 

circumstances (Jamila & Nuhu, 2019; Ohemeng & Mole, 1996; Pinder & Wilkinson, 

2000;). Changes in economic, social, technological and political conditions are 

attributed to new standards, rising expectations of performance, technical innovation, 

shifts in functional requirements, organisational evolution and changed aesthetic 

values (BRB, 1993; Pinder & Wilkinson, 2000). All buildings experience obsolescence 

as all buildings over time are likely to have diminishing capability to satisfy property 

user needs and expectations (Bryson, 1997; Jamila & Nuhu, 2019; Pinder & Wilkinson, 

2000).  

 

Obsolescence arises the minute the construction of a building commences until the 

building can no longer be used (Pinder & Wilkinson, 2000). Obsolescence generally 

arises as usefulness declines (Effiong & Mfam, 2015; Udechukwu, 2006). 

Obsolescence is likely to affect all properties in a sector, regardless of the age of a 

building (Mansfield & Pinder, 2008).  

 

Time, age and the aging process can debatably contribute to the emergence of 

property obsolescence (Rockow et al., 2018; Thomsen & van der Flier, 2011), since 

over time, aging buildings are widely viewed to face obsolescence (Baum, 1993; Füss 

et al., 2012) and the start of the end-of-life phase of buildings (Thomsen & Van Der 

Flier, 2011) and termination of building economic life (Grover & Grover, 2015).  

 

Obsolescence is usually an indicator that an existing property no longer has a useful 

life (Effiong & Mfam, 2015). It is difficult to comprehend the existence of obsolescence 

considering that buildings facilities are designed to last for long periods of time (BRB, 

1993; Pinder & Wilkinson, 2000). The time between property valuations can show how 

severe the property obsolescence has grown (Effiong & Mfam, 2015; Plimmer & 

Sayce, 2006). Even though an obsolete building may not be dysfunctional (Lemer & 

Iselin 1993; Popkova et al., 2020), time does contribute to the property’s performance 

declining due to wear and tear, aging and functional change (Popkova et al., 2020).  

 

A property is obsolete when performance drops below the acceptable level (Popkova 

et al., 2020). As noted before, nearly all buildings are vulnerable to obsolescence 

(Chilton & Baldry, 1997; Pinder & Wilkinson, 2001) due to many causes (Thomsen & 
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Van Der Flier, 2011) based on various criteria (Barras & Clark, 1996). Although time 

is a factor, obsolescence is not necessarily associated with time, on a linear basis 

(Buitelaar et al., 2021; Rodi, Hwa, et al., 2015).  

 

The factors that are likely responsible for the emergence of property obsolescence 

entail more than just aging (Barras & Clark, 1996; Buitelaar et al., 2021; Butt, Umeadi 

& Jones, 2010; 2021; Grover & Grover, 2015; Kohler & Hassler, 2002; Popkova et al., 

2020; Thomsen et al., 2015; Thomsen & van der Flier, 2011) and wear and tear, where 

such factors include functional requirements, economic requirements, social 

requirements, economic shifts (Chilton & Baldry, 1997; Pinder & Wilkinson, 2001), the 

physical environment, changes in demand from users (Beekmans et al., 2012; Rockow 

et al., 2018) societal changes (Beekmans et al., 2012), energy consumption efficiency, 

environmental pressures, reduction of carbon or greenhouse gas emissions, 

legislation or regulations, change of use, clean and waste water management, water 

quality and resources, land use, land contamination, soil quality, changing occupier or 

end user demands, sustainable waste management, ecological concerns, health and 

safety, climate change (Popkova et al., 2020), land use regulations (Buitelaar et al., 

2021; Butt, et al., 2010), the failure to satisfy new needs (Lemer, 1996; Pinder & 

Wilkinson, 2001; Trowbridge, 1964), statutory framework (Mansfield & Pinder, 2008) 

regulatory framework (Effiong & Mfam, 2015; Mansfield & Pinder, 2008; Plimmer & 

Sayce, 2006), legislative requirements (Effiong & Mfam, 2015; Plimmer & Sayce, 

2006), broader cultural factors (Barras & Clark, 1996), aesthetic issues (Barras & 

Clark, 1996; Mansfield & Pinder, 2008), revolutionary technologies (Ashworth, 1999; 

Chilton & Baldry, 1997; Pinder & Wilkinson, 2001), emerging cultures (Chilton & 

Baldry, 1997; Pinder & Wilkinson, 2001), technological innovation, market change 

(Mansfield & Pinder, 2008), changes in fashion, uncertain events, innovation in the 

design and use (Ashworth, 1999; Pinder & Wilkinson, 2001), expectations regarding 

building use (Lemer, 1996; Pinder & Wilkinson, 2001) changes in equipment, changes 

in materials, changes in style, changes in laws and other factors that cause the building 

to be less desirable (Pinder & Wilkinson, 2001; Trowbridge, 1964).   

 

It is observed that there are differences in the occurrence of obsolescence within and 

between buildings and types of buildings (Thomsen & van der Flier, 2011). Building 

quality includes configuration, internal specification and external appearance (Baum, 
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1994; Ellison, Sayce, & Smith, 2007). External appearance and internal specifications 

are likely to encompass functional and aesthetic influences (Baum, 1991; 1994; 

Grover & Grover, 2015). With building design, functional obsolescence would most 

probably affect the actual structure of the property. Aesthetic obsolescence would 

most probably be attributed to the absence of building complementary services offered 

(Grover & Grover, 2015; Hoesli & MacGregor, 2000). 

 

Building obsolescence negatively impacts upon the relative advantages contained 

within the actual property (Pinder & Wilkinson, 2000), where utility is attributed to the 

building’s quality condition (Bryson 1997; Pinder & Wilkinson, 2001) and the building’s 

quality condition, instead of just the age of the building, is responsible for the building’s 

depreciation level (Baum, 1991; 1994; Grover & Grover, 2015).  

 

Thus, building obsolescence is attributed to the building’s physical characteristics 

(Baum 1991; Mansfield & Pinder, 2008; Thomsen & van der Flier, 2011; Pinder & 

Wilkinson, 2001), intrinsic attributes (Bryson, 1997; Khalid, 1993; Pinder & Wilkinson, 

2001), where decline in utility is due to usage of the building, action of nature (Baum, 

1991; Mansfield & Pinder, 2008), physical factors (Nutt et al., 1976; Thomsen & Van 

Der Flier, 2011), deterioration over time, ageing, the wear and weathering or fatigue 

of materials and structures, poor design, poor construction, lacking maintenance and 

adaptations, behavioural factors, damage by maltreatment, overload, misuse, 

changes in functions, use, occupant behaviour (Leaman, Stevenson & Bordass, 2010; 

Thomsen & van der Flier, 2011), specification requirements, technological 

requirements (Barras & Clark, 1996), the site, the area surrounding the site (Mansfield 

& Pinder, 2008), accessibility (Barras & Clark, 1996), design (Bryson, 1997; Pinder & 

Wilkinson, 2000; 2001) respectability and, lastly, prestige (Bryson, 1997; Pinder & 

Wilkinson, 2001).  

 

Depreciation related to a building’s physical deterioration can be observed with ease 

(Effiong & Mfam, 2015; Ifediora, 1991). In the context of real estate, physical 

deterioration causes property values to decline due to the physical condition of the 

building that has deteriorated as a result of aging and physical wear and tear (Reilly, 

2012). Physical deterioration transpires at a slower pace than other forms of 

obsolescence and can be predicted (Jamila & Nuhu, 2019; Reed & Wilkinson, 2008).  
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Physical obsolescence is essentially physical deterioration, therefore, it is thus 

debatable whether it should be categorised as a form of obsolescence (Grover & 

Grover, 2015; Mansfield & Pinder, 2008). However, physical deterioration is generally 

a continuous process, but physical obsolescence can occur at irregular intervals and 

generally cannot be predicted with ease (Ashworth, 2004; Pourebrahimi et al., 2020).  

 

Physical obsolescence includes curable physical deterioration and incurable physical 

deterioration (Jamila & Nuhu, 2019; Reed & Wilkinson, 2008). Physical obsolescence 

emerges when buildings progressively become more inadequate to use, largely as a 

result of the physical aspects of the building deteriorating (Nutt et al., 1976; 

Pourebrahimi et al., 2020). Physical obsolescence is generally observed when the cost 

of repairing, reconditioning, or refurbishing to restore a building to an acceptable 

usable state is greater than the cost of a modern equivalent building (Grover & Grover, 

2015; RICS, 2014). 

 

Physical obsolescence drives down a property’s value  (Effiong & Mfam, 2015; Jamila 

& Nuhu, 2019; Reilly, 2012; Thorncroft, 1965), because of wear and tear (Bowie, 1984; 

Buitelaar et al., 2021; Effiong & Mfam, 2015; Grover & Grover, 2015; Jamila & Nuhu, 

2019; Reilly, 2012; Thorncroft, 1965), loss of utility as a result of physical deterioration 

(Pourebrahimi et al., 2020; RICS, 2017), ageing (API, 2017; Bowie, 1984; Grover & 

Grover, 2015; Jamila & Nuhu, 2019; Pourebrahimi et al., 2020; Reilly, 2012), building 

condition (Bowie, 1984; Grover & Grover, 2015), unexpected building defects, 

methods of construction or materials adopted making repairs or replacement not 

feasible (Grover & Grover, 2015), lack of maintenance (Effiong & Mfam, 2015; RICS, 

2005), costs of future maintenance (Bowie, 1984; Grover & Grover, 2015), lack of 

attempts to reverse the obsolescence process (Buitelaar et al., 2021), repairs and 

maintenance are impossible and uneconomical (Grover & Grover, 2015), poor 

maintenance policy (Pourebrahimi et al., 2020), deterioration through use, high 

occupancy density, the action of nature, poor construction materials and components, 

poor structural quality of components, structural impairment, neglect, fire events, water 

issues, explosions, acts of war, vandalism (Effiong & Mfam, 2015; Ifediora, 1991), 

certain external factors, natural events (Pourebrahimi et al., 2020), the state of other 

buildings and, lastly, user demands (Buitelaar et al., 2021).  
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Components within buildings usually do not deteriorate uniformly, because each 

building component has different lifespans (Effiong & Mfam, 2015). Thus, different 

degrees of obsolescence can be observed separately within a building (Thomsen & 

van der Flier, 2011). 

 

Functional obsolescence essentially means a building has become functionally 

inadequate (Jamila & Nuhu, 2019). Functional obsolescence is generally observed 

inside a property (Rotkowski, 2016). A functionally obsolete building is one that cannot 

meet the functional, economic and social requirements demanded by tenants (Chilton 

& Baldry, 1997; Halvitigala & Reed, 2015). Functional obsolescence can reduce 

property utility (Popkova et al., 2020; Pšunder, 1999; Stewart, 2008), when comparing 

the property to current construction or operational standards (Stewart, 2008) and new 

construction or operational standards (Miller, 2012). Since functional obsolescence 

reduces building utility, it will likely drive down the property’s value (Pšunder, 1999).  

 

Utility equates to usefulness, desirability and satisfaction. A building with no utility is 

categorised as obsolete (Pinder & Wilkinson, 2001; Smith, Whitelegg & Williams, 

1998). No appropriate measure of utility for buildings exists (Khalid, 1993; Pinder & 

Wilkinson, 2001) as rational, consistent measures are not easy to establish and utility 

is regarded as a subjective matter (Pinder & Wilkinson, 2001; Raftery, 1991). 

However, utility can be deduced from user perceptions and expectations (Mansfield & 

Pinder, 2008; Pinder, Price, Wilkinson & Demack, 2002). Different expectations from 

a property are attributed to disparities in experience, knowledge, taste, level of 

involvement and social context. Therefore, a property’s usefulness will differ amongst 

different property users (Mansfield & Pinder, 2008; Williams, 1985). A property utility, 

because of the importance of utility to property users and occupiers, is a defining factor 

that is likely to influence rental potential and the property’s capital value (Mansfield & 

Pinder, 2008).  

 

Functional obsolescence is attributed to changes of social, physical, environmental 

and economic factors (Beekmans et al., 2012; Nutt & Sears, 1971). The threat of 

functional obsolescence will generally determine the configuration of space based on 

technical, demand-side factors, legal and social influences (Grover & Grover, 2015; 

Mansfield & Pinder, 2008). 
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Functional obsolescence reduces property value (Barreca, 1999; Cloete, 2017; 

Gyamfi-Yeboah & Ayitey, 2009; Reilly, 2012; Jamila & Nuhu, 201) as a result of the 

inability of a property to perform the original intended property’s function (Barreca, 

1999; Ifediora,1991; Baum, 1991; Bowei, 1984; Cloete, 2017; De La Mora & Reilly, 

2012; Effiong & Mfam, 2015; Grover & Grover, 2015; Guangming, 2011; Gyamfi-

Yeboah & Ayitey, 2009; Jamila & Nuhu, 2019; Popkova et al., 2020; Pourebrahimi et 

al., 2020; RICS, 2014; Reilly, 2012; Rodi, Hwa et al., 2015), technological 

improvement, change in user needs and demands, inflexible design (Ashworth, 2004; 

Pourebrahimi et al., 2020), structural designs, no longer being of an acceptable 

standard, being incapable of being economically altered (Bowie, 1984; Grover & 

Grover, 2015), decline in a demand for the original use and the existing form not 

supporting the contemporary functional demands of occupation (Mansfield & Pinder, 

2008).  

 

Even though a property’s intended function will not change in years to come, the 

emergence of functional obsolescence will diminish the property’s ability to perform 

the intended function, compared to when the property was new (Reilly, 2012) and 

despite the property being able to still generate a positive cash flow, a better alternative 

use for the property will negatively impact upon the property’s capital appreciation 

prospects (Buitelaar et al., 2021; Golton, 1989). 

 

Functional obsolescence means that a building as it stands cannot accommodate 

multiple uses and thus lacks flexibility (Hoesli & Macgregor, 2000; Jamila & Nuhu, 

2019), generally attributed to structural flaws, materials, building design (Jamila & 

Nuhu, 2019; Reed & Wilkinson 2008), a deficiency in design, a deficiency in 

equipment, a layout that makes a building less suitable for use compared to other 

contemporary buildings (Effiong & Mfam, 2015; Thorncoft, 1965), the introduction of 

new building materials (Baum, 1991; Khalid, 1992; Mansfield & Pinder, 2008), 

inadequate or obsolete design, inadequate or obsolete structure, inadequate or 

obsolete materials (Pšunder, 1999), faulty design, inadequacy of structural facilities, 

super-adequacy of structural facilities and outmoded equipment (Effiong & Mfam, 

2015; Ifediora,1991). A deficiency generally is attributed to changing consumer 

expectations and more efficient designs among others (Barreca, 1999; Gyamfi-

Yeboah & Ayitey, 2009). 
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Functional obsolescence can emerge when a building is outperformed by newer 

similar types of buildings (Buitelaar et al., 2021), due to legislative changes, 

environmental regulations, health and safety, disability access (Grover & Grover, 

2015), the change in user requirements for facilities and layouts (Grover & Grover, 

2015), changing user expectations, changed occupier requirements, spatial inflexibility 

within the existing structure (Mansfield & Pinder, 2008), a loss of marketability, other 

buildings performing better and a change in occupant preferences (Buitelaar et al., 

2021).  

 

Functional obsolescence can be strongly attributed to technological progress (Baum, 

1991; Bello, 2014; Grover & Grover, 2015; Khalid, 1992; Mansfield & Pinder, 2008; 

Popkova et al., 2020; Salway, 1986), can be due to newer building materials (Baum, 

1991; Khalid, 1992; Mansfield & Pinder, 2008), to changes in the requirements of 

occupiers (Baum, 1991; Khalid, 1992; Mansfield & Pinder, 2008; Popkova et al., 2020; 

Salway, 1986), new requirements affecting the layout and facilities offered (Popkova 

et al., 2020; Salway, 1986), as well as cost effective new assets capable of the better 

delivery of goods and services (Bello, 2014) and notably, in the context of real estate, 

buildings with different designs and specifications (Effiong & Mfam, 2015).  

 

Technological innovation is a driver of obsolescence (Fisher & Gillen, 2005). 

Technological obsolescence results in the technical inefficiency of building 

components (Dixon, Crosby & Law, 1999a; Pourebrahimi et al., 2020). Aspects of 

building specification are likely to encompass a building’s technological requirements 

for occupiers (Barras & Clark, 1996). Technological obsolescence is attributed to 

inadequate technological facilities found inside a building when compared to other 

technologically advanced buildings (Jamila & Nuhu, 2019) and thus the building does 

not meet the demands of property users (Hoesli & Macgregor, 2000; Jamila & Nuhu, 

2019). Technological obsolescence emerges when there is technological 

development, new technologies, more efficient technologies, better services 

(Pourebrahimi et al., 2020), technologies that provide better user experiences, 

technologies that lower costs, and when available beneficial technology is uneconomic 

to install, when upgrading technology is uneconomical to do so, and the inability to 

adapt to meet demand for new equipment and services (Grover & Grover, 2015).  
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Although a building can function as per normal like it did when it was new, the 

emergence of technological obsolescence is likely to diminish the intended function, 

over time (Reilly, 2012). While functional obsolescence generally affects the entire 

building, technological obsolescence is likely to only affect various building 

components that are technologically inefficient (Dixon, et al., 1999; Grover & Grover, 

2015). 

 

Property obsolescence can be curable or incurable (Jamila & Nuhu, 2019; Van 

Kempen, Murie, Knorr, Siedow & Tosics, 2006). Curable obsolescence means that the 

cost to cure is less than the decrease in the property’s value that was attributed to the 

obsolescence. Incurable obsolescence means that the cost to cure exceeds the 

decrease in the property’s value that was attributed to the obsolescence (Reilly, 2012). 

Curable obsolescence generally includes construction faults, level of deterioration and 

poor standards of services (Jamila & Nuhu, 2019). 

 

Functional obsolescence is likely to be either curable or incurable. Functional 

obsolescence can be cured when the capital cost to address the obsolescence is less 

than the amount of the obsolescence (Miller, 2012). Curable functional obsolescence 

generally includes a deficiency requiring an addition or installation of a new item, a 

deficiency requiring the substitution or replacement of an existing item and a 

component of the building that adds no value to the anticipated use which is 

economically feasible to remedy (Popkova et al., 2020, Voss, 2012). 

 

Incurable functional obsolescence is when the capital cost to remedy the 

obsolescence is greater than the amount of the obsolescence (Miller, 2012). Incurable 

functional obsolescence generally includes deficiencies and super adequacies 

(Popkova et al., 2020, Voss, 2012). Incurable functional obsolescence is attributed to 

changes in style, personal preference and changes in technology (Derbes, 1998). 

 

Obsolescence can be attributed to changing external factors (Baxter, 1971; Pinder & 

Wilkinson, 2000). External obsolescence is likely to be temporary or permanent 

(Popkova et al., 2020; Voss, 2012) and will lead to the impairment in property value 

(Derbes, 1998; Jamila & Nuhu, 2019; Popkova et al., 2020; Reilly, 2012; Voss, 2012) 

or property usefulness (Popkova et al., 2020; Voss, 2012), due to factors outside the 
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system (Popkova et al., 2020; Voss, 2012), or to external forces and factors outside 

the property (Derbes, 1998; Reilly, 2012; Jamila & Nuhu, 2019; Pourebrahimi et al., 

2020), physical factors, social factors, financial factors,  political factors, factors that 

affect the use and enjoyment of a property (Derbes, 1998), a change in existing or 

new environmental legislation, pressure groups, the arrival of new technology, a 

fluctuation in demand and, lastly, currency inflation (Popkova et al., 2020; Voss, 2012).  

 

External obsolescence includes social (Jamila & Nuhu, 2019), economic and 

locational obsolescence (Jamila & Nuhu, 2019; Reilly, 2012). Social obsolescence is 

attributed to changing taste perceptions of society (Kraus, Reed & Wilkinson, 2009; 

Jamila & Nuhu, 2019; Pourebrahimi et al., Rodi et al., 2015; 2020), changing 

expectancy levels (Pourebrahimi, Eghbali & Roders, 2020; Douglas, 2006) and 

changes in fashion and style (Pourebrahimi et al., 2020; Wilkinson, Remøy & 

Langston, 2014). A building can become socially obsolete even when functioning as 

required (Pourebrahimi et al., 2020). Economic obsolescence emerges when 

operational and maintenance costs are greater than those of new systems and 

products (Pourebrahimi et al., 2020; Sarja, 2006). Thus, the emergence of economic 

obsolescence leads to costs being greater than income and return. Furthermore, 

economic obsolescence emerges when newer and better alternative options are 

available to attain financial objectives (Ashworth, 2004; Crawford & Cornia, 1994; 

Flanagan et al., 1989; Guangming, 2011; Mora, Bitsuamlak & Horvat, 2011; 

Pourebrahimi et al., 2020; Pugh, 1992). 

 

Changing property industry conditions are likely to cause the revenues, profit margins 

and rate of returns of a property to diminish (Reilly, 2012). Economic obsolescence is 

an external form of property obsolescence (Cloete, 2017; Rotkowski, 2016), that is 

observed when a property owner in unable to attain a fair rate of return from a property 

(Reilly, 2012; Rotkowski, 2016), that drives the property’s value down, is caused by 

underlying market conditions, is not caused by the actual building itself (Beekmans et 

al., 2012; Dunse & Jones, 2005; Salway, 1986) and is not caused by any action of the 

property owner (Rotkowski, 2016). Economic obsolescence is generally outside the 

control of a property owner (Effiong & Mfam, 2015; Ifediora, 1991), but is not always 

permanent as the factors that cause the obsolescence to begin with will likely change 

as time goes by (Rotkowski, 2016).  
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Economic obsolescence is attributed to the condition of a property market, demand 

and supply (Baum, 1991; Bottum, 1988; Buitelaar et al., 2021; Jamila & Nuhu, 2019; 

Korteweg, 2002; Lichfield, 1988), over-supply (API, 2017; Douglas, 2006; Evelyn & 

Guangming, 2010; Grover & Grover, 2015; Jamila & Nuhu, 2019; Pourebrahimi et al., 

2020; RICS, 2017; Williams, 1986), where demand and supply has changed for 

buildings and locations respectively (Baum, 1991; Bottum, 1988; Buitelaar, et al.,2021; 

Korteweg, 2002; Lichfield, 1988), changing demand for the goods and services 

produced (API, 2017; Douglas, 2006; Evelyn & Guangming, 2010; Grover & Grover, 

2015; Pourebrahimi et al., 2020; RICS, 2017; Williams, 1986), excess capacity in a 

sector (Grover & Grover, 2015; RICS, 2014), when there is a loss in the usefulness of 

a building because of changes in the market (Effiong & Mfam, 2015; Thorncroft, 1965), 

to changes in the highest and best use for the land (Ashworth, 2004; Flanagan et al., 

1989; Pourebrahimi et al., 2020), increasing the land value over that of the building on 

which it is sited (Flanagan et al., 1989; Mansfield & Pinder, 2008; Pourebrahimi et al., 

2020), changed economic conditions which affect the cost of operations (Bello, 2014), 

a mismatch between demand and supply resulting in future rental income not covering 

property costs, changing business practices and models affecting space 

requirements, e-commerce, just-in-time delivery, mergers and downsizing (Grover & 

Grover, 2015) and interest rates increases (Popkova et al., 2020; Voss, 2012).  

 

Economic obsolescence is also widely viewed as locational obsolescence (Beekmans 

et al., 2012; Wurtzebach & Miles, 1984). Locational obsolescence is attributed to 

factors outside the control of the property owner (Baum 1991; Thomsen & van der 

Flier, 2011). Locational obsolescence is observed when rental payments generated 

by a building bear little relationship to the rental that is usually achievable from the 

location where the building is situated (Bryson, 1997; Grover & Grover, 2015; Pinder 

& Wilkinson, 2001). Locational obsolescence thus contributes to a building losing 

income or incurring greater operating costs, because of the property’s location (Reilly, 

2012). Locational obsolescence is an indicator that a property’s value is partially 

related to the conditions and circumstances of the surrounding neighbourhood or area 

(Grover & Grover, 2015).  
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Locational obsolescence emerges when buildings located in a specific neighbourhood 

or area undergo devaluation (Beekmans et al., 2012; Bryson, 1997; Grover & Grover, 

2015; Mansfield & Pinder, 2008; Pinder & Wilkinson, 2000; 2001; Pourebrahimi et al., 

2020; Wurtzebach & Miles, 1984), due the value of a neighbourhood or an area 

decreasing, causing the existing properties to lose value (Pourebrahimi et al., 2020), 

because the area is no longer appealing to current or potential property users (Bryson, 

1997; Pinder & Wilkinson, 2001; Pourebrahimi et al., 2020). As rental levels adjust for 

worse, having negative impacts on yield rates, the location is likely to become 

unprofitable for property development and redevelopments (Mansfield & Pinder, 

2008). 

 

Locational obsolescence is attributed to changes in the geographical landscape, the 

proximity of a building to a negative environmental area, the absence of land-use 

controls (Jamila & Nuhu, 2019; Reed & Wilkinson 2008), extrinsic factors (Khalid, 

1993; Pinder & Wilkinson, 2000), quality of location (Bryson, 1997; Pinder & Wilkinson, 

2001), neighbourhood conditions (Reilly, 2012; Popkova et al., 2020; Voss, 2012), an 

inharmonious location, disruption caused by an industrial area changing to a 

commercial development, the performance of the infrastructure affected by the 

location (Popkova et al., 2020; Voss, 2012), physical deterioration of a neighbourhood 

(Grover & Grover, 2015; Pourebrahimi et al., 2020; Thomsen & van der Flier, 2011a), 

absence of area regeneration, changing infrastructure, the closure of complementary 

facilities, changing attitudes of users, changing perceptions or interpretations of an 

area by users, changing behaviour, company failures, a location that is unsuitable for 

new uses, geophysical changes to an area that make the area unsuitable (Grover & 

Grover, 2015), the optimum location for specific land use changes (Dunse & Jones, 

2005; Grover & Grover, 2015), the location may have become less accessible,   

neighbourhood amenities may have disappeared or have become outdated, the 

surrounding buildings may have deteriorated physically, the region as a whole may 

have declined due to demographic or economic shrinkage, physical deterioration of 

infrastructure, physical deterioration of the location’s amenities (Buitelaar et al., 2021), 

low accessibility to infrastructures, changes in local environment conditions (Grover & 

Grover, 2015; Pinder & Wilkinson, 2001; Pourebrahimi et al., 2020; Thomsen & van 

der Flier, 2011a), changes in government regulations, changes in building codes, 

changes in fiscal conditions, rising standards and functional requirements, emerging 
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new technologies, behavioural effects, filtering down and social deprivation processes 

in the neighbourhood, criminality, urban and planners blight, depreciation, loss of 

market position and value as a result of new technology, changing fashions and user 

preferences, the availability of better alternatives, shrinking demand (Baum 1991; 

Leaman et al., 2010; Thomsen & van der Flier, 2011), changing expectations of 

infrastructure, changing expectations of communication, environmental conditions 

(Cowan, 1970; Lichfield & Associates, 1968; Pinder & Wilkinson, 2000; 2001), physical 

effects, changing conditions in the environment by nearby buildings, changing 

conditions concerning infrastructure, traffic, pollution, noise, seismic activity (Leaman, 

et al., 2010; Thomsen & van der Flier, 2011), catastrophic failure, external events, 

earthquakes, tsunamis and lastly, the location requiring major works that may not be 

economically feasible (Grover & Grover, 2015; Buitelaar et al., 2021).  

 

Climate change is a driver of obsolescence in various ways (Jamila & Nuhu, 2019). 

Extreme weather, widely viewed as being the result of global warming, can induce 

obsolescence (Popkova et al., 2020; Voss, 2012). Climate change has triggered the 

need for greater performance improvements, better maintenance, better 

refurbishment options, the foreshortening of maintenance cycles and the 

foreshortening of refurbishment cycles (Finch, 1996; Popkova et al., 2020). 

 

Sustainability can be categorised as a form of obsolescence (Grover & Grover, 2015; 

Reed & Warren-Myers, 2010). Sustainability as a form of obsolescence is attributed 

to changing laws, pressures for a more sustainable working environment, acceptable 

emission levels that cannot be met economically, hazardous construction components 

that are not economically feasible to address, environmental impact that does not 

match up to alternative accommodation and properties becoming illegal and sub-

standard and which cannot command market rents (Grover & Grover, 2015). 

Sustainability as a form of obsolescence includes social, economic and environmental 

obsolescence (Pourebrahimi et al., 2020). 

 

Environmental obsolescence is attributed to high greenhouse gas emissions, non-

compliance with climate conditions, toxic waste generation (Grover & Grover, 2015; 

Pourebrahimi et al., 2020), construction work associated with new developments, the 

presence of a substance or radiation perceived hazardous to health, the erection of 



163 
 

high voltage overhead transmission lines or other telecommunication masts, the 

contamination of land, the proximity of nuclear power plants, the proximity of other 

unattractive uses, a failure to receive planning permission for development and 

properties being ‘by-passed’ by improvements which shift values to other locations 

(Mansfield & Pinder, 2008). 

 

2.3.3.2 Identifying Property Obsolescence  

 

Obsolescence is a threat to real estate in general (Thomsen & van der Flier, 2011) 

and a lingering problem for the built environment (Lemer, 1996; Rockow et al., 2018). 

Obsolescence is characterised by asset outmodedness, declining asset usefulness 

and ending the lives of assets (Grover & Grover, 2015). Obsolescence is categorised 

by means that the perception, of the person doing an assessment of the obsolete 

asset, has, within the relevant context (Gyamfi-Yeboah & Ayitey, 2009; Mansfield, 

2000; Mansfield & Pinder, 2008; Raftery, 1991). Property investors, property 

management and property occupiers will likely have different personal perspectives 

on utility characteristics and property functions, thus making objective, economic 

assessments challenging (Mansfield & Pinder, 2008). Thus, obsolescence 

categorisation is a subjective matter (Mansfield & Pinder, 2008; Raftery, 1991).  

 

Identified types of property obsolescence include; economic, functional, locational, 

physical, legal, social, technological, aesthetic, environmental, tenure, architectural, 

financial, use, style, structural, control, community, technical, design, political, 

equipment, fashion, cultural, statutory, visual, tenant, site, utility, market, regulatory, 

image, rental and ecological obsolescence (Pourebrahimi et al., 2020). Obsolescence 

can be revealed via financial indicators, price, rent, physical indicators, physical 

inspection, building physical features and building occupancy level (Buitelaar et al., 

2021).  

 

Because the degree of levels concerning the effects that obsolescence has generally 

varies and emerges at different points in time, identifying and measuring obsolescence 

becomes essentially a meticulous and diligent process (Jamila & Nuhu, 2019; Reed & 

Wilkinson, 2008). Real and nominal decreases in a property’s value can assist in the 

measurement of obsolescence (Pinder & Wilkinson, 2001). Buildings in the greater 
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scheme of things can be regarded as bundles of services. A good indicator of the 

degree of obsolescence can be measured by the level of perception that property 

users have concerning the property’s ability to satisfy and meet expectations of the 

property users. Another method that could be used to measure the degree or risk of 

the various types of obsolescence, is by assessing the gaps between occupiers, 

property managers and owner expectations and the building’s perceived state (Grover 

& Grover, 2015).  

 

Changing building expectations can drive the rate of obsolescence of older buildings 

in different ways, where new buildings can increase the rate of obsolescence in older 

buildings, due to the higher, general new building expectations that newer buildings 

might develop but can also lower the rate of obsolescence in older buildings, provided 

the newer buildings develop, lower expectations of older buildings (Grover & Grover, 

2015; Iselin & Lemer, 1993).  

 

Improved prevention concerning the occurrence of obsolescence means the 

obsolescence needs to be first identified (Pourebrahimi et al., 2020). Obsolescence 

types vary in their ease of identification (Reilly, 2012). Forecasting the occurrence of 

obsolescence will likely require predicting uncertain events, which can be almost an 

impossible task and problematic (Ashworth, 1997; Pinder & Wilkinson, 2000). Thus, in 

order to diagnose obsolescence, it is necessary to have an open eye for early 

symptoms and trends, to undertake systematic periodical property inspections 

(Thomsen & van der Flier, 2011; Harris, 2001; Straub, 2008; Watt, 2007), identify 

possible improper property use and identify changing circumstances and conditions 

(Thomsen & van der Flier, 2011). 

 

Regular inspections, in order to remain up to date concerning a building’s condition, 

are vital for identifying any significant changes that can impact upon the building’s 

performance, preferably before any changes take effect (Cloete, 2001). As noted by 

Gyamfi-Yeboah and Ayitey (2009: 50), “a common approach is to identify the defects 

in the assets which when rectified will restore the asset into a state that is comparable 

to a similar asset that is new. Such defects are quantified and the amount expressed 

as a percentage of the replacement cost as new of the property to arrive at the rate 

for physical depreciation”.  
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The process of building restoration or building component replacement, would first 

require detecting evidence of unsatisfactory functionality, high maintenance or running 

costs and unsatisfactory aesthetics (Cloete, 2001).  

 

Evidence of property physical deterioration can be identified via a physical property 

inspection. Inspecting the property’s accounting records can assist with identifying the 

property’s age and original date placed in service (Reilly, 2012). Physical property 

inspections will indicate necessary repairs or renovations, if the property is below 

market standards and the capital expenditure requirements to address the identified 

problems (Brophy & Chen, 2010). Methods available to measure physical deterioration 

include; the age and life method and the observed depreciation method (Reilly, 2012). 

Generally, physical deterioration can be accurately determined, but this is not the case 

with functional and economic obsolescence, as that is likely to entail some sort of 

arbitration (South African Property Education Trust, 2004). 

 

It is likely that evidence of functional obsolescence is only revealed after quite some 

time (Gyamfi-Yeboah & Ayitey, 2009). Despite the fact that the age of a property is 

linked to functional obsolescence, thus does not mean that there is a correlation as a 

very old building can be very functional (Gyamfi-Yeboah & Ayitey, 2009). Generally, 

evidence of functional obsolescence is not obvious with regards to specific areas 

concerning industrial and commercial properties (Stewart, 2008). When attempting to 

examine functional obsolescence, the configuration of space could present indications 

of functional obsolescence (Mansfield & Pinder, 2008). 

 

Functional obsolescence is not as obvious as physical deterioration. Certain aspects 

of functional obsolescence may not be presented as tangible manifestations. 

Furthermore, property owners who have not been exposed to the comparable new 

construction of industrial and commercial properties are likely not to notice evidence 

of functional obsolescence, easily. Evidence of functional obsolescence would most 

probably be identified in the property’s financial statements (Miller, 2012). Functional 

obsolescence can possibly be identified by reviewing property-specific financial 

documents and operational reports (Reilly, 2012). Identifying functional obsolescence 

would likely require a property owner to assess the property against the benchmark 

standards of a new property (Mansfield & Pinder, 2008).  
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In this situation, a property owner is required to compare the property’s operating costs 

with the operating costs of a newly constructed property and a competitor property 

serving a similar purpose. When functional obsolescence entails super adequacies or 

inadequacies, identification can occur via the analysis of new construction features 

(Miller, 2012).  

 

Potential indicators of the level of functional obsolescence include; decreasing 

operating income, excess operating costs, decreasing property utilisation, competitor 

properties having newer technology and competitive advantages, a portion of a 

property likely to be underutilised for the foreseeable future,  the property is of a lower 

capacity or quality than the current market standard, changing owner or operator 

preferences (Miller, 2012), excess maintenance costs, excess capacity, excess capital 

costs, structural and capacity super adequacies or inadequacies (Reilly, 2012), excess 

in the capacity or quality of a property in comparison to current market standards and 

a characteristic of the property that is of a lower standard than current market 

standards (Stewart, 2008). Some types of functional obsolescence can be identified 

with a physical property inspection. Physical property inspections can assist with 

identifying excess capacity, unused space, unused equipment, inefficient design or 

layout, structural deficiencies and process-flow deficiencies (Reilly, 2012). 

 

It is recommended to seek the judgment of an experienced appraiser to estimate the 

level of property functional obsolescence, since it is difficult to determine whether a 

building is truly deficient in functioning as intended (Gyamfi-Yeboah & Ayitey, 2009). 

A method available to estimate functional obsolescence involves establishing how 

much extra it costs to use the building in comparison to the costs of using a similar but 

more efficient building (Brueggeman & Fisher 2001; Gyamfi-Yeboah & Ayitey, 2009), 

but will require an experienced appraiser, information about the more efficient 

buildings and the appreciation of building functionality (Gyamfi-Yeboah & Ayitey, 

2009). 

 

Functional obsolescence can be quantified using the income approach, the market 

approach (Miller, 2012), the excess capital cost method and the excess operating cost 

method. Curable functional obsolescence can be measured using the cost-to-cure 

method (Stewart, 2008). As claimed by Reilly (2012: 49), functional obsolescence can 
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be measured by “either (1) capitalising the property’s excess operating costs over the 

property’s expected remaining useful life, (2) reducing the property’s super adequacy 

cost measurement (however defined) by the amount of capital costs related to the 

excess capacity, or (3) estimating the amount of capital costs required to cure the 

functional deficiency or structural / capacity inadequacy”.  

 

A property’s value can be affected externally by physical, economic, social and political 

forces (Derbes, 1998). Obsolescence can be attributed to exogenous factors, 

neighbourhood attractiveness and attractive alternative options (Thomsen & van der 

Flier, 2011; Wassenberg, van Meer, & van Kempen, 2007). External obsolescence, 

which entails locational, economic (Jamila & Nuhu, 2019; Rotkowski, 2016) and social 

obsolescence (Jamila & Nuhu, 2019), is not easy to measure (Jamila & Nuhu, 2019; 

Pomykacz, 2009). Reviewing property-specific financial documents and operational 

reports can assist in identifying external obsolescence (Reilly, 2012).  

 

Methods to measure the impact of external factors affecting a property include; paired 

sales data analysis, comparing properties negatively affected with similar properties 

not affected, comparing the rental data of properties that are negatively affected with 

those not affected (Derbes, 1998), paired sales comparison method, capitalisation of 

income shortfall method and the market extraction method (Reilly, 2012). Adjustments 

in property yields should be considered when comparing a property with comparable 

properties (French, 2001). Utilising an appraiser to estimate external obsolescence 

will require the appraiser to identify all external causes affecting property value, study 

the effects and make judgements on the findings, but the judgements must be market-

oriented (Derbes, 1998).  

 

Locational obsolescence can be identified by physically inspecting the surrounding 

neighbourhood, a comparative analysis of market rents, a comparative analysis of 

current and historical rental rates and a comparative analysis of current rental rates 

and the comparable rental rates of properties in other locations (Reilly, 2012). Vacancy 

is a strong indicator of a building and its location being obsolete (Buitelaar et al., 2021). 
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Regarding economic obsolescence, it is recommended to utilise an experienced 

appraiser for estimation purposes (Rotkowski, 2016). Indicators of economic 

obsolescence include; whether the value of a property on a price comparison or 

income capitalisation basis is less than on a cost valuation, declining revenue, 

profitability, cash flow, product pricing, profit margins, returns on investment and 

increasing industry competition (Grover & Grover, 2015; Reilly, 2012).  

 

Methods to measure the impact of economic obsolescence affecting a property 

include; the in-utility analysis method, the direct comparison of property with-and-

without obsolescence method and the capitalisation of income loss method 

(Rotkowski, 2016). 

 

According to Reilly (2012: 51),  

 

the causes of functional obsolescence or external obsolescence are quantified 

on a comparative basis. The comparative basis can be the property’s actual 

operating results ‘with’ the obsolescence effect compared to the property’s 

hypothetical (e.g., historical or projected) operating results ‘without’ the 

obsolescence effect. Alternatively, the comparative basis can be the property’s 

actual operating results ‘with’ the obsolescence effect compared to the 

operating results of one or more comparable properties (taxpayer or otherwise) 

‘without’ the obsolescence effect. Given the comparative nature of these types 

of obsolescence analyses, a physical inspection alone may not be adequate to 

identify these causes of obsolescence. 

 

2.3.3.3 Addressing Property Obsolescence 

 

Considering that obsolescence presents a threat to properties (Thomsen & van der 

Flier, 2011), property owners need to take measures that can evade or mitigate 

property obsolescence (Pourebrahimi et al., 2020). Obsolescence can be equated to 

unsustainability (Pourebrahimi et al., 2020), so attaining a built environment that is 

sustainable, requires property owners and developers to effectively manage 

obsolescence when constructing new buildings or when remediating existing ones 

(Pourebrahimi et al., 2020; Butt, Heywood, Paul & Jones, 2014).  
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The occurrence of obsolescence can be unpredictable and once occurred, may be 

difficult, if not impossible to rectify (Mansfield & Pinder, 2008) but curtailing the affects 

of obsolescence is none the less essential (Jamila & Nuhu, 2019), since a building’s 

life-cycle costs indicate the importance of mitigating obsolescence (Thomsen & van 

der Flier, 2011).  

 

Property owners should adopt robustness, redundancy, resourcefulness and rapidity 

as effective resilient strategies to deal with obsolescence (Bruneau, et al., 2003; 

Rockow et al., 2018). A property owner may be able to address various aspects of 

property obsolescence with extra investment (Grover & Grover, 2015). Considering 

that the lifespan of a building presents uncertainties, mitigating obsolescence is of the 

most importance in order to protect a property investment. Not addressing 

obsolescence can bring about a speedy end to a property’s service life, with demolition 

being a likely outcome. Demolition can be avoided by various capital improvement 

options, including renovation, reuse and transformation, that are intended to extend a 

property’s lifespan (Thomsen & van der Flier, 2011). 

 

Technology, money and fashion constantly pressurise buildings (Brand, 1994; Pinder 

& Wilkinson, 2000) and contribute to unpredictability, thus making property 

obsolescence not easy to manage (Pinder & Wilkinson, 2000). While a property owner 

can generally manage building physical aspects with ease, use-related factors and 

environmental factors are far more complicated, difficult and can be impossible to 

manage (Thomsen & van der Flier, 2011).  

 

Physical deterioration is manageable by selecting suitable materials and components 

at the design stage of development, implementing appropriate construction methods 

and adopting effective maintenance during building operations. These strategies can 

be applied to managing physical obsolescence, but physical obsolescence presents 

the challenge of unpredictable individual events, thus making management of physical 

obsolescence not as easy as managing general physical deterioration (Pourebrahimi 

et al., 2020). 
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A property owner is able to control curable obsolescence by choosing the appropriate 

construction materials, maintaining high standards of maintenance and adopting 

capital improvements measures, whereas in the case of incurable obsolescence, a 

property owner has far less, if not, no control (Jamila & Nuhu, 2019). Tenure plays an 

important role when managing and controlling the outcomes for a property (Thomsen 

& van der Flier, 2011) and hence, would present differences between the level of 

control concerning rented and owned property (Thomsen & van der Flier, 2011; Itard 

& Meijer, 2008).  

 

With a rented property, a landlord, likely to have property management professional 

skills, would have limited control over property usage and care, whereas with an 

owned property, the owner-occupier is likely to lack property management 

professional skills but has total control of the usage and care of the property (Thomsen 

& van der Flier, 2011).  

 

To prevent obsolescence is generally limited (Pinder & Wilkinson, 2001; Salway, 

1986), but prevention strategies should be adopted by property owners to possibly 

evade obsolescence (Grover & Grover, 2015; Pourebrahimi et al., 2020; Thomsen & 

van der Flier, 2011), thus it is necessary for a property owner to have an open eye for 

early symptoms and trends that are likely to contribute problems that could occur 

(Thomsen & Van Der Flier, 2011). 

 

Maintenance and repair can be adopted as preventative strategies to protect a 

property (Ling & Archer, 2017). Obsolescence can be attributed to ineffective 

maintenance. Therefore, it is crucial for property owners to maintain their properties 

(Jamila & Nuhu, 2019), since maintainability can contribute to the prevention of 

physical obsolescence (Rockow et al., 2018; Conejos et al., 2013; Langston, 2008). 

Maintenance should include the property owner conducting periodical property 

inspections (Harris, 2001; Jamila & Nuhu, 2019; Straub, 2008; Thomsen & Van Der 

Flier, 2011; Watt, 2007), in order to identify improper use and changing conditions, 

where the inspections will produce information to assist with prevention measures 

(Thomsen & Van Der Flier, 2011). In addition, property occupiers should also conduct 

regular property inspections so as to ensure effective preventive maintenance (Jamila 

& Nuhu, 2019). 
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Prevention can be limited due to design and construction factors concerning buildings 

that are very flexible in nature (Grover & Grover, 2015). Functional and circumstantial 

analyses should be adopted with prevention strategies, particularly when developing 

a building (Iselin & Lemer, 1993;  

 

Thomsen & Van Der Flier, 2011), taking into account spatial and structural flexibility, 

in order to accommodate future changes (Thomsen & Van Der Flier, 2011; van Nunen, 

2010; Till, 2009; Brand, 1994; Maver, 1979), since the changing expectations of 

property users is likely to contribute to property obsolescence if a building is does not 

have sufficient flexibility (Grover & Grover, 2015; Mansfield & Pinder, 2008). 

 

Property owners that plan to own a property for a long period of time are likely to 

benefit from building flexibility (Halvitigala & Reed, 2015; Israelsson & Hansson, 2009). 

A commercial property that lacks flexibility with internal building layout and 

configuration, can contribute to its depreciation (Ellison, et al., 2007). There are 

various measures to adopt to ensure greater flexible property use and adaptation 

capabilities (Mansfield & Pinder, 2008; Salway, 1986) these include features at the 

design stage of a building that can enhance its flexibility regarding the building’s 

configuration and use and can likely contribute to mitigating the emergence of 

functional obsolescence (Grover & Grover, 2015). Adopting preventative measures is 

a practice that should occur on a perpetual and regular basis (Thomsen & Van Der 

Flier, 2011).  

 

Flexibility is strongly related to adaptability (Rockow et al., 2018). Adaptability allows 

buildings to be easily modified, deconstructed, refurbished, reconfigured, repurposed 

(Rockow et al., 2018; Ross et al., 2016) and adjusted to suit new situations (Rockow 

et al., 2018; Schmidt & Austin, 2016), since property owners should be able to quickly 

react to new circumstances, with little effort and at feasible costs (Cowee & Schwehr, 

2012; Rockow, et al., 2018).  

 

Adaptability can contribute to coping with future changing property user demands, thus 

reducing the effects of obsolescence and avoiding the costs that may have been 

incurred with an expensive redevelopment project. Building adaptability also 

contributes to the longevity of a building in its existing form.  
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Less adaptable properties are more vulnerable to functional obsolescence, since less 

adaptable properties will see their utilities decline as a result of being unable to adapt 

to changing property user needs, thus reducing the amount of potential rent that 

property users would be prepared to pay (Ellison et al., 2007).  

 

A vital strategy for coping with the emergence of potential, incurable obsolescence is 

to adopt flexibility into building design, and which will make future capital 

improvements more feasible (Jamila & Nuhu, 2019). Alternative use will greatly assist 

with dealing with functional obsolescence that may arise (Ellison et al., 2007). Most 

importantly, flexibility is likely to reduce the risk of a property’s value declining (Baum, 

1994; Halvitigala & Reed, 2015). 

 

Properties are likely to age, decay and experience diminished usefulness and, 

therefore, need regular capital investments (Bryson, 1997; Pinder & Wilkinson, 2000). 

In figure 2.9 below, obsolescence is shown as the extending divergence over time 

between declining property performance and rising expectations (Iselin & Lemer, 

1993; Markus et al., 1972; Thomsen & van der Flier, 2011). In figure 2.9 shows the 

performance of buildings, from the development phase, stabilisation phase, the 

decline phase and the end of building life (Miles et al., 2007; Thomsen & van der Flier, 

2011). Furthermore, Figure 2.9 shows the benefits of maintenance and reinvestment 

(Thomsen & van der Flier, 2011). 

 

FIGURE 2.9: OBSOLESCENCE AND SERVICE LIFE 

 

(Source: Thomsen & Van Der Flier, 2011: p4) 
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As shown in Figure 2.9, maintenance is needed to maintain the initial building 

performance capacity, where without maintenance, performance does not meet 

demand and drops below the limit of acceptance of property users and the expected 

service life is not likely to be reached, leading to loss of efficacy. Demand and the limit 

of acceptance rise over time due to technology, rising standards and growing 

prosperity (Thomsen & van der Flier, 2011). Maintenance and adaptation are thus 

crucial (Thomsen & van der Flier, 2011; Thomsen, 2010).  

 

Maintenance can prevent physical obsolescence (Conejos et al., 2013; Langston, 

2008; Rockow et al., 2018) but physical deterioration cannot be prevented forever. 

Furthermore, the emergence of functional and locational obsolescence render 

maintenance and repairs, pointless (Ling & Archer, 2017). Referring to Figure 2.9, 

rising expectations of buildings can generally only be addressed with improvements 

and renewal. Improvement and renewal measures are likely to contribute to building 

performance capacity, efficacy extension and increased building service life. In 

addition, property owners are expected to have proficiency, financial ability and insight 

of urgency if they wish to contribute to extending building service life (Thomsen & van 

der Flier, 2011). Property owners will be expected to have capital expenditure and 

operating budgets with regards to industrial and commercial properties (Stewart, 

2008).  

 

Investing in a building can extend its lifespan (Effiong & Mfam, 2015). Buildings will 

generally only survive with regular reinvestments in maintenance and adaptation 

(Thomsen & van der Flier, 2011). Decisions regarding improvements would involve 

capital expenditure, where improvements include but, are not limited to; rehabilitation, 

remodelling, modernisation, or adaptive reuse (Ling & Archer, 2017). 

 

In cases where buildings have short lifespans, regular refurbishment and adaptation 

measures are essential to cope with changing property user needs and for maintaining 

market position (Thomsen & van der Flier, 2011). Building demand is attributed to its 

utility in meeting the objectives of property users (Grover & Grover, 2015). Buildings 

can be adapted for reuse based on their physical condition (Langston, Wong, Hui, & 

Shen, 2008; Liu et al., 2014).  
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Adaptation uses existing resources to accommodate new demands. Undertaking 

adaptation measures would entail building modifications (Rockow et al., 2018). The 

rate of overall building decline can likely be managed with maintenance and 

refurbishment (Grover & Grover, 2015). A property owner can generally adopt 

measures to deal with physical and functional obsolescence (Effiong & Mfam, 2015). 

When there is a lack of control, a property must act quickly to intervene (Thomsen & 

van der Flier, 2011). Curable obsolescence is generally addressed with maintenance 

and repair (Jamila & Nuhu, 2019) and can be addressed with capital investment that 

eradicates the cause and eradicates the possibility of future obsolescence (Reilly, 

2012). Diversified investment portfolios can assist with the mitigation of the effects of 

obsolescence (Grover & Grover, 2015; Hoesli & MacGregor, 2000). In general, 

rehabilitation and extensive renovation are measures adopted to address property 

obsolescence (Gahr et al., 2017). 

 

Planned capital expenditures is generally set aside to correct observable physical 

deterioration (Stewart, 2008). A property owner must address curable physical 

deterioration and curable functional obsolescence with immediate effect (Derbes, 

1998). Physical deterioration and functional obsolescence can be addressed with 

refurbishment (Cloete, 2017). Renovation can reduce or eliminate physical 

depreciation (Pšunder, 1999). A property owner can remedy physical obsolescence 

under the condition that a building is well-maintained (Effiong & Mfam, 2015; Jamila & 

Nuhu, 2019; Reed & Wilkinson, 2008; Thorncroft, 1965), but with physical 

obsolescence, challenges may emerge when it is not feasible to maintain the building 

due to the affects of other forms of obsolescence (Effiong & Mfam, 2015). 

 

Property owners can adopt refurbishing measures to address building obsolescence 

(Debenham Tewson & Chinnocks, 1985; Pinder & Wilkinson, 2001). Building 

obsolescence nay be attributed to internal conditions and external conditions (Burton, 

1933; Pinder & Wilkinson, 2000). Property owners should address building 

obsolescence by enhancing the intrinsic attributes of the property, when undertaking 

refurbishing (Bryson, 1997; Pinder & Wilkinson, 2000). Furthermore, when addressing 

building obsolescence, the measures taken by the property owner must contribute to 

the building’s usefulness in order to cope with potential relative obsolescence (Pinder 

& Wilkinson, 2000).  
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Technological obsolescence can most likely be addressed (Grover & Grover, 2015), 

via re-equipment (Grover & Grover, 2015; Hoesli & MacGregor, 2000). Functional 

obsolescence might not be able to be addressed (Grover & Grover, 2015), since only 

some forms of functional obsolescence can be addressed (Pšunder, 1999), with 

refurbishment (Cloete, 2017), re-use opportunities, rejuvenation (Mansfield & Pinder, 

2008), adaptations, conversions and the installation of modern equipment (Effiong & 

Mfam, 2015; Thorncroft, 1965). Functional obsolescence can thus be categorised as 

curable or incurable (Miller, 2012; Pšunder, 1999).  

 

Functional obsolescence can be addressed or cured when the cost of the remedy 

equates, to or is less, than the expected increase in present value of the property that 

occurs due to the remedy, thus the measure must be economically feasible (Stewart, 

2008). Remodelling measures can be adopted to address functional deficiencies, 

economic deficiencies, functional obsolescence via conversions, and obsolete 

equipment and plumbing (Ling & Archer, 2017). It must be noted that complementarity 

between buildings and equipment can vary (Grover & Grover, 2015), since a building’s 

shell can often be re-used, but the equipment might have to be replaced (Barras & 

Clark, 1996; Grover & Grover, 2015). In addition, requirements of a property users can 

make functional obsolescence difficult to address (Grover & Grover, 2015).  

 

Functional obsolescence is mostly incurable (Khalid, 1992; Mansfield & Pinder, 2008), 

however, a building is only functionally redundant when it has no use for any purpose 

whatsoever (Mansfield & Pinder, 2008; Tiesdell, Oc, & Heath, 1996), so in other words, 

when a building is obsolete in one use thus does not mean that the building may not 

be profitable in another use (Barras & Clark, 1996; Buitelaar et al., 2021). Potential 

property users could emerge who are likely to enable a building to be placed back into 

a useful, possible alternative, useage (Mansfield & Pinder, 2008). In the case where 

functional obsolescence cannot be addressed, then a property owner will have to 

demolish the building and erect a new one that satisfies market standards (Brophy & 

Chen, 2010). However, incurable obsolescence in general could possibly be 

addressed by introducing a newer characteristic into a building, and that replaces the 

similar, older one (Jamila & Nuhu, 2019). Changes in the style and not deterioration 

would determine replacement (Derbes, 1998). 
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As noted by Grover & Grover (2015: 307), “it should be emphasised that an obsolete 

building is one that is obsolete as far as its current user is concerned but may be 

adaptable for an alternative use. Buildings can often accommodate more than one 

economic activity so if they become obsolete for one use, they can be profitable in 

another which generates lower operating costs or higher revenues”. As noted further 

by Grover & Grover (2015: 307), “obsolete buildings may be re-used if the value in 

their current use has fallen below that of an alternative. Conversion costs to an 

alternative use can be minimal, for example a redundant factory into a crafts and 

antiques market, so that the building is able to yield a surplus over operating costs in 

its new use”. 

 

Real estate is equated to land and improvements on the land (Buitelaar et al., 2021), 

where land is widely viewed to have an unlimited useful life (Grover & Grover, 2015). 

As indicated by Grover & Grover (2015: 308), “one factor that is likely to play a part in 

obsolescence is the proportion of a property’s value that the land element comprises. 

Although sites and locations do become obsolete, the main element that is likely to 

become obsolete is the building. Where the building element is a relatively small part 

of the total value, the scope for obsolescence is reduced”. Site obsolescence emerges 

when a site’s potential value exceeds the building’s potential value and the site’s 

current value is large enough to consider demolition and redevelopment as feasible 

options (Blakstad, 2001; Nutt et al., 1976; Raftery, 1991; Remøy, 2010; Pourebrahimi 

et al., 2020; Wilkinson et al., 2014).  

 

As indicated by Barras and Clark (1996: 65), “even if a building is no longer able to 

generate any surplus over operating costs, the land which it occupies still retains a site 

value for redevelopment. As a result, the existing building becomes obsolete when the 

surplus it earns for the occupier drops below that required to yield a normal rate of 

return on the present value of the site for the owner. Hence the pressure to redevelop 

valuable city centre sites for higher value uses even when their existing buildings may 

still be profitable”. The reuse of a site is attributed to the demand for land, feasible 

uses at the site’s location, competitor sites, a new building judged to be the site’s 

highest and best use and a building on the site not representing the site’s highest and 

best (Ling & Archer, 2017). 
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As summarised by Ling & Archer (2017: 573), “reuse of an urban site occurs when the 

site value under the new structure is sufficient to permit acquisition of the site and 

existing building at market value and to pay the cost of demolition and preparation of 

the site for the new structure. The reuse must yield a competitive return on the required 

investment”. Obsolescence is likely to occur at different rates and degrees within urban 

areas and regions, since the value of a parcel of land is the greatest when a specific 

location is highly assessable (Dunse & Jones, 2005; Grover & Grover, 2015).  

 

The ability to remedy the diminishing utility of a building will greatly depend on what 

level of obsolescence is affecting the building and s caused by external obsolescence 

(Pinder & Wilkinson, 2000). External obsolescence can be temporary or permanent 

(Rotkowski, 2016), is not easy to remedy (Jamila & Nuhu, 2019; Pomykacz, 2009; 

Rotkowski, 2016), by the property owner (Rotkowski, 2016) and entails locational, 

economic (Jamila & Nuhu, 2019; Pomykacz, 2009; Rotkowski, 2016) and social 

obsolescence (Jamila & Nuhu, 2019). 

 

Economic obsolescence emerges from factors that are out of the property owner’s 

control and in most cases, cannot be remedied, thus making economic obsolescence 

mostly incurable (Pšunder, 1999; Rotkowski, 2016), since any remedies are generally 

economically not feasible to undertake (Pšunder, 1999). Locational obsolescence is 

evident when the conditions and circumstances of a neighbourhood undergo decline 

and devaluation, thus having a negative impact on the properties in the neighbourhood 

(Bryson, 1997; Mansfield & Pinder, 2008). Locational obsolescence is extremely 

difficult, if not, impossible to address as an individual property owner (Debenham et 

al., 1985; Pinder & Wilkinson, 2001).  

 

However, the prospects of a neighbourhood in decline could change for the better via 

reinvestment, gentrification and new or improved infrastructure. Gentrification, 

however, can present its own set of problems, as gentrification could lead to an 

overheated sub-market emerging in the neighbourhood. With new or refurbished 

accommodation of the concentrated sub-market emerging, due to gentrification, 

oversupply and the collapsing rental structures for the specific location and space 

requirements, is likely to occur in the future (Mansfield & Pinder, 2008).  
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It is unlikely that an individual property owner will ever be able to overcome the impact 

of locational obsolescence (Pinder & Wilkinson, 2000). Sustainability-related 

international and national policies are driving the need for the design of contemporary 

commercial and residential buildings to allow for future layout adjustments (Mansfield 

& Pinder, 2008). Sustainability obligations can be addressed with the recycling and 

refurbishing of existing space and buildings (Grover & Grover, 2015; JLL, 2013). The 

risk of regulatory obsolescence is likely to be less with eco-label buildings (Gabe et 

al., 2019; Wiley, Benefield & Johnson, 2010; Orlitzky & Benjamin, 2001). To conclude, 

property obsolescence needs to be addressed and remedied, since if nothing is done 

to cure a property of the obsolescence, the lifespan of the property will be significantly 

reduced and the likely outcome for the property owner will be to demolish the building 

(Thomsen & van der Flier, 2011). 

 

2.3.4 Building Life Cycles and Demolition 

 

As long as the fabric of a building lasts, so will its physical lifespan (Bowie, 1989; 

Pinder & Wilkinson, 2001), but all assets have a limited lifespan and will eventually 

waste away, even when maintained (Gyamfi-Yeboah & Ayitey, 2009). Economic life is 

derived from the costs to operate an asset versus the revenues the asset can generate 

(Barras & Clark, 1996; Liu et al., 2014). Once the asset is unable to generate a profit, 

the asset is deemed economically obsolete (Barras & Clark, 1996; Liu et al., 2014). 

 

It is often problematic and difficult to decide on renewal, selling, or replacing, at the 

end of a building's life cycle (Pšunder, 1999). The decision does not arise when the 

building’s physical life ends, but rather when the building’s economic life ends, as a 

property’s physical life can outlive its economic life (Pirounakis, 2013). 

 

As noted by Pirounakis (2013: 158), regarding the economic life of a building,  

 

at the beginning, when a building for a certain use is erected, it normally earns 

a higher income than any other use of the site would have earned – that is why 

the site was devoted to the given use rather than to an alternative use in the 

first place. Soon after occupation, though, the present value of future net 

incomes from the given building begins to diminish for a number of reasons.  
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First, the physical life of the building is finite, so with every passing year the 

time horizon in which the building is expected to generate incomes becomes 

smaller. Second, the building may begin to be less capable of satisfying the 

evolving needs of future occupiers (unless, as it happens sometimes, the 

traditional look of some old buildings is considered an attractive trait by some 

users). Third, maintenance and other costs increase with the age of a building. 

 

Generally, a building’s life cycle is described as the building’s physical life and 

existence, involving the usage and the end-of-life phases. The end-of-life phase entails 

demolition, disaster, merging, or loss of intended function (Thomsen & van der Flier, 

2011). Essentially, a building’s life cycle is attributed to its performance capacity over 

time (Awano, 2006; Iselin & Lemer, 1993; Markus, et al., 1972; Miles et al., 2007; Nutt 

et al., 1976; Thomsen & van der Flier, 2011; Vroman, 1982). The stages of a building’s 

life cycle include; the extraction of raw materials, manufacturing, construction, 

operation and maintenance, demolition and disposal (Ngwepe et al., 2017). The life 

cycle phases of an income-producing property include; development and construction, 

lease-up and stable operation (Ling & Archer, 2017). A property development’s life 

cycle stages include; pre-development, development, leasing, operating and 

rehabilitation (Fisher, 2007).  

 

It is common for buildings to depreciate over the course of their lives (Buitelaar et al., 

2021; Baum, 1991; Francke & Van de Minne, 2017), thus, as mentioned before, 

buildings are susceptible to obsolescence (Chilton & Baldry, 1997; Pinder & Wilkinson, 

2001). A building is likely to be affected by technological advancements, political shifts, 

economic and social alterations and changes in the needs and demands of property 

stakeholders, over its life cycle (Pourebrahimi et al., 2020).  

 

When a building loses relevance to its stakeholders, it is likely that the building is 

affected by obsolescence (Lemer, 1996; Rockow et al., 2018). In these circumstances, 

buildings are unable to meet their required and intended functions, therefore, the 

building becomes obsolete before the building’s actual physical life comes to an end 

(Pourebrahimi et al., 2020). Hence, a building’s life cycle is strongly linked to the state 

of obsolescence (Pourebrahimi et al., 2020; Wilkinson et al., 2014).  
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Increasing rates of property obsolescence will likely reduce a building’s average 

lifespan (Pourebrahimi et al., 2020), therefore, a building’s lifespan is determined by 

the point at which the building becomes obsolete (Thomsen & van der Flier, 2011; 

Taylor, 2011). Obsolescence is widely recognised as the beginning of the end-of-life 

phase of a building (Thomsen & Van Der Flier, 2011). 

 

As noted, before, obsolescence causes a building’s performance to decline (Buitelaar 

et al., 2021; Golton, 1989; Thomsen & van der Flier, 2011), which inevitably can end 

the life of a building, often leading to demolition (Iselin & Lemer, 1993; Thomsen & van 

der Flier, 2011; Nutt et al., 1976). Demolition equates to the total destruction of a 

material structure, which is likely the only option when recovery, recycling, or reusing, 

cannot be undertaken (Cloete, 2017). Demolition is not necessarily a result of 

obsolescence (Thomsen & van der Flier, 2011; Taylor, 2011). 

 

Table 2.6 shows factors influencing the lifespan of a building based on previous 

studies. 

 

TABLE 2.6: KEY FACTORS INFLUENCING THE LIFE-SPAN OF A BUILDING  

GROUPS ASPECTS FACTORS 

Internal factors Physical condition • Construction quality 

(building structure) 

• Number of stories 

• Floor area 

External factors Location condition • Distance to Central 

Business District 

• Convenient to mass 

transit 

Neighbourhood 

characteristics 

• Population density 

• Distance to 

disamenities (public 

housing project, 

highway) 
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• Distance to pleasant 

views (park, lake, 

university campus) 

Economic variables • Land value 

Politic variables • Urban planning 

• Political jurisdiction 

(Source: Clay, 1979; Helms, 2003; Johnson, Drew, Keisler & Turcotte, 2012; Liu et 

al., 2014; ZahirovicHerbert & Chatterjee, 2011) 

 

When a building approaches the final phase of its life cycle, the decision on what to 

do with the building when its life finally comes to an end is attributed to the motives of 

the property owner, the physical quality of the building and market demand (Thomsen 

& Van Der Flier, 2009; 2011). A property owner could consider adaptive use, 

condominium conversion and demolition for new development (IREM, 2011). 

Reinvesting in existing buildings is attributed to perception of value, perception of 

quality, perception of value and quality at the neighbourhood level, cultural heritage 

and landscape (Liu et al., 2014; Ravetz, 2008). Generally, there is evidence of 

common characteristics concerning the determinants of demolition or renovation of 

existing buildings (Clay, 1979; Helms, 2003; Johnson et al., 2012; Liu et al., 2014; 

Zahirovic-Herbert & Chatterjee, 2011).  

 

Whether to adapt or demolish a building that has become obsolete, a property owner 

must take into account building physical conditions, building features, the overall 

context of the situation, and property user demands (Baker, Moncaster & Al-Tabbaa, 

2017; Conejos et al., 2013; Langston, 2008; Rockow et al., 2018). The decision to 

demolish a building is greatly attributed to external factors (Liu et al., 2014; Liu et al., 

2012), but can also be because the property owner or developer simply wishes to 

demolish it (Liu et al., 2014).  

 

Pirounakis (2013: 158) describes one of the vital investment decisions faced by 

commercial property owners; “when to redevelop an existing site, i.e., demolish an 

existing building and raise a new one. A rushed, but wrong, answer might be, ‘at the 

end of the building's physical life’.  
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The correct answer is, ‘at the point in time when the present value of the existing 

building's future net incomes becomes equal to the present value of the future net 

incomes that a new building would bring (minus the cost of demolishing the existing 

building, clearing the site, and rebuilding)’”.  

 

A property owner needs to take into account more than just reviewing financial factors, 

if they are considering demolishing the building for redevelopment (IREM, 2011), This 

includes; accumulated substantial physical deterioration, functional obsolescence, 

locational obsolescence and if a court has declared a building to be a danger to the 

community. An analysis of the highest and best use of a property can assist with the 

decision to retain, modify or demolish the building and structures on the land (Ling & 

Archer, 2017). 

 

The following provides reasons why a building demolition should occur: 

 

• “Possible alternative uses begin to command higher incomes: they enjoy longer 

time horizons in which to bring in rents, increasing capability to satisfy occupier 

needs, and possibly lower maintenance costs. At some point, therefore, the 

present value of net incomes from an alternative use (also taking into account 

the cost of demolition and reconstruction) will begin to exceed the present value 

of net incomes from the existing use. This the ‘break-even’ point between the 

two competing uses would mark the end of the existing building’s economic life, 

even though it might still have a number of years of physical life left” (Pirounakis, 

2013: 158). 

• When buildings become obsolete and should be replaced (Thomsen & van der 

Flier, 2011). 

• When a property is functionally obsolescent and thus needs to be rebuilt to 

meet the current market standards (Brophy & Chen, 2010). 

• Sustainability obligations (Grover & Grover, 2015; JLL, 2013). 

• When town or city needs to accommodate more people, rents rise and property 

owners and developers replace small buildings with profitable larger buildings 

(Hufbauer & Severn, 1973; Liu et al., 2014). 

• Rent gaps (Liu et al., 2014; Smith, 1996; Harvey, 1989). 
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• “At the time of reuse, the value of the site is determined by the new building, 

which is judged to be the highest and best use of the site. If an existing 

improvement already occupied the site, it no longer represented the highest 

and best use of the site. Reuse of an urban site occurs when the site value 

under the new structure is sufficient to permit acquisition of the site and existing 

building at market value and to pay the cost of demolition and preparation of 

the site for the new structure” (Ling & Archer, 2017: 573). 

• Urban renewal (Liu et al., 2014) 

• When an increase in demand, after the occurrence of a recession, is not 

enough to fill poorly located, poor-quality and unlettable space (Barras, 2009; 

Barras & Clark, 1996; Grover & Grover, 2015). 

• When immediate commercial vacant property redevelopment is most likely not 

possible (Eppig & Brachman, 2014). 

• Lack of building maintenance (Rockow et al., 2018) 

• Changes in the city population density and housing preferences (Braid, 2001; 

Brueckner, 1980; Liu et al., 2014; Hufbauer & Severn, 1973; Wheaton, 1982). 

• When there is a need for the removal of new buildings for replacement for a 

public purpose, or private sector profit-motivated decisions (Ling & Archer, 

2017). 

• The lifespan of a buildings ends (Thomsen & van der Flier, 2011; Taylor, 2011). 

• Buildings are generally torn down before they fall down (Derbes, 1998). 

• Blighted buildings for future redevelopment (Eppig & Brachman, 2014). 

• Semi-obsolete buildings traded in the secondary property market (Fisher & 

Gillen, 2005). 

• When redevelopment value is greater than existing-use value (Fisher & Gillen, 

2005). 

 

Looking at Figure 2.10, when redevelopment of commercial vacant property cannot 

be done, possible strategies include; demolition, environmental clean-up, mothballing, 

land banking, land assembly, greening strategies and temporary use (Eppig & 

Brachman, 2014).  
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FIGURE 2.10: MENU OF REDEVELOPMENT AND REUSE OPTIONS 

 

(Source: Eppig & Brachman, 2014: 54) 

 

If the decision by a property owner is to demolish the respective building, further 

decisions need to be made regarding building material recycling and landfilling 

(Rockow et al., 2018). Another option, instead of demolition, is to dismantle the 

building (Antuchevičienė, 2003). Dismantling entails separating building materials for 

reuse and recycling (Antuchevičienė, 2003; Peng, Scorpio & Kibert, 1997). If property 

obsolescence is not addressed, demolition may be an outcome, but there are 

numerous reasons not to demolish. The decision not to demolish is attributed to 

motives, interests, disposition rights and capacities of the party involved (Thomsen & 

van der Flier, 2011). 

 

The following provides reasons why a building demolition should not occur: 

 

• Costs involved (Derbes, 1998). 

• A building has historic or cultural significance (Grover & Grover, 2015). 

• Property are owners willing to wait for an economic upswing (Grover & Grover, 

2013). 
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• New buildings need to conform to current building codes and standards while 

minor remodelling of existing buildings do not necessarily need to (IREM, 

2011). 

• Assuming that the most profitable use for an obsolete building is to scrap it, is 

incorrect (Grover & Grover, 2015). 

• A building can represent a substantial portion of the property owner’s capital 

(Grover & Grover, 2013). 

• Public outcry, the impacts on a neighbourhood and loss of goodwill (IREM, 

2011). 

• Loss of community stability, neighbourhood character and cultural continuity 

(Rypkema, 2002; Stipe, 2003; Tisher, 2013). 

• The option of adapting buildings (Bullen, 2007; Rockow et al., 2018). 

• Environmental sustainability (Bullen, 2007; Rockow et al., 2018). 

• Building re-use and renovation (Grover & Grover, 2015). 

• Adaptive use or building recycling can be more economical than new 

construction (IREM, 2011). 

• Negative environmental, social and economic impacts (Itard, Klunder, & 

Visscher, 2006; Power, 2010; Thomsen & Van Der Flier, 2009; 2011). 

• Improvement, renovation and renewal can be more sustainable (Itard, Klunder, 

& Visscher, 2006; Power, 2010; Thomsen & Van Der Flier, 2009; 2011). 

• Deconstruction and partial or complete dismantling of a building are viable 

options (Cloete, 2007). 

• Building transformation (Thomsen & van der Flier, 2011). 

• The cost of constructing a new building increases the need for the new building 

to generate a high revenue (IREM, 2011). 

• The increase of a building’s lifecycle cost from the perspective of overall costs 

(Dong, Kennedy, & Pressnail, 2005; Liu et al., 2014). 

 

2.3.5 Distressed Properties and Obsolescence Identification 

 

Obsolescence is likely to be a credible threat to most properties (Thomsen & van der 

Flier, 2011) and can cause properties to become distressed (Healy,1989). When cash 

flows are not enough to settle debt payments, it is widely accepted that a distressed 
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situation is likely to emerge (Schweizer & Nienhaus, 2017). Distressed properties are 

characterised by having very low levels of net operating income because of 

overbuilding, poor management, changing consumer preferences and other numerous 

types of obsolescence (Healy,1989). With a distressed property, usually the net 

operating income is too low to cover the property’s debt service (Brophy & Chen, 2010; 

Cornell et al., 1996). According to Geltner et al. (2014), the net operating income of a 

commercial property equals all property income, less all its operating expenses.  

 

Depreciation concerning a fixed asset is the decline of the asset’s useful economic 

life, due to using the asset, time and obsolescence (Effiong & Mfam, 2015; Regulated 

Industries Commission, 2005). Depreciation, with regards to real estate, can be 

divided into capital and rental components. A property’s utility equates to the 

usefulness of the property with regards to property users and occupiers, where 

property users and occupiers produce the rental income for a property, therefore if 

property utility diminishes, demand to occupy the space in the property should diminish 

and, consequently, rental values decline and thus the property’s value is likely to 

depreciate (Mansfield & Pinder, 2008). Hence, properties are valueless when there is 

no utility (Jamila & Nuhu, 2019; Olusegun, 2003).  

 

Property depreciation, occurring over time, that is attributed to physical, functional or 

economic obsolescence is indicated by the property’s cash flows through lower rents, 

higher vacancy allowances over time, higher operating expenses, higher capital 

improvement expenditures and lower resale value in the reversion cash flow (Geltner 

et al., 2014). In times of low inflation and low growth, depreciation becomes a serious 

problem and can be observed via falling rental levels, toughening yields and declining 

capital values (Henderson Real Estate Strategy, 1999; Mansfield & Pinder, 2008). 

 

Obsolescence contributes to a build-facility and property becoming economically 

useless over a period of time (Rider, 2006). A property’s performance is the ability of 

the property to meet requirements set out by the property’s stakeholders (Thomsen et 

al., 2015). Obsolescence will contribute to a build-facility and property losing 

performance over a period of time and will eventually lead to the service life of the 

property, ending, where building demolition might be a likely outcome (Iselin & Lemer, 

1993; Nutt et al., 1976; Thomsen & van der Flier, 2011).  



187 
 

How obsolete a property currently is, is generally shown by market rent. The risk of 

anticipated obsolescence faced by a property that can occur in the future, is generally 

shown by the expected yield and growth rates of the property (Brown, 1986; Grover & 

Grover, 2015).  

 

When there is tenant obsolescence, the property is considered not suitable for tenants 

to occupy. When there is rental obsolescence, existing rental agreements and rental 

rates no longer benefit the property (Nutt & Sears, 1972; Pourebrahimi et al., 2020; 

Raftery, 1991). A property can lose income and see a rise in operating costs if 

locational obsolescence is evident (Reilly, 2012). When the rental income of a property 

bears little relationship to rents usually obtained from that location, this provides further 

evidence of locational obsolescence (Bryson, 1997; Grover & Grover, 2015; Pinder & 

Wilkinson, 2001), normally as a result of the neighbourhood or area becoming and 

being seen as unappealing to existing and potential tenants and property users 

(Bryson, 1997; Pinder & Wilkinson, 2001). Furthermore, rental levels in an area that 

are declining contribute to a hardening of yield rates and can likely make the 

neighbourhood or area unprofitable for potential property developments and 

redevelopments (Mansfield & Pinder, 2008).   

 

Obsolescence is associated with real estate cycles (Barras, 2009; Barras & Clark, 

1996; Grover & Grover, 2015), where overbuilding can result in obsolescence 

(Healy,1989). Overbuilding or over-supply contributes to rent declines and increasing 

secondary and tertiary space vacancies (Grover & Grover, 2015). When a property 

investor does not attain a fair rate of return from their property investment and 

changing real estate industry circumstances negatively impact upon the property’s 

income, profit margins and investment returns, this provides evidence of economic 

obsolescence (Reilly, 2012). Economic obsolescence is likely to contribute to reducing 

the value of the property (Beekmans et al., 2012; Dunse & Jones, 2005; Salway, 

1986), the cost situation of property operations (Bello, 2014) and the inability for future 

rental income to cover property costs (Grover & Grover, 2015).  

 

Functional obsolescence is likely to negatively impact upon the utilisation of a property 

(Popkova et al., 2020; Pšunder, 1999), where utility decline adversely affects property 

value (Pšunder, 1999).  
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The demand for space provided by a property is determined by the property’s ability 

to meet the business objectives of tenants, hence the space’s utility, therefore, the 

rents that tenants are prepared to pay are likely to decline as the utility of the space 

that a property provides, diminishes (Grover & Grover, 2015). Furthermore, the level 

of functional obsolescence is generally revealed when property operating incomes 

decline as a result of excess operating costs (Miller, 2012). 

 

Building obsolescence contributes to the inability of a property to attain satisfactory 

rental and capital growth in the future (Pinder & Wilkinson, 2000; Salway, 1986), as 

building obsolescence results in less productive capability of people and activities that 

are accommodated by a property and increased operating costs required to address 

the mismatch of needs and the capability of the building (BRB, 1993; Pinder & 

Wilkinson, 2000). Innovation can drive groups of similar properties to become 

obsolete, where the more advanced and newer properties are likely to encompass 

new attributes that can drive down their operating costs and improve their incomes, to 

the disadvantage of the cluster of the older, similar properties (Grover & Grover, 2015). 

 

The ability to identify property obsolescence can contribute to preventing 

obsolescence (Pourebrahimi et al., 2020). Thus, the ability to diagnose property 

obsolescence necessitates an open eye for early symptoms and negative trends, 

systematic maintenance and management, systematic and periodical property 

inspections, and maintenance schemes (Harris, 2001; Straub, 2008; Thomsen & van 

der Flier, 2011; Watt, 2007), with the objective of identifying improper use and 

changing circumstances and conditions (Thomsen & van der Flier, 2011). 

 

Identifying asset defects means quantifying to reach an amount that determines 

replacement cost (Gyamfi-Yeboah & Ayitey, 2009). The costs required to address 

obsolescence would generally be reflected by the difference in value that the property 

can be sold at, between an older property versus its modern equivalent. Property 

physical condition, functionality and economic utility must be considered (Grover & 

Grover, 2015). Rehabilitation and renovation are remedy measures that could address 

property obsolescence (Gahr et al., 2017).  
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Replacement and restoration can address obsolete building components that are 

functionally unsatisfactory, incur high maintenance and running costs and are 

aesthetically substandard. Repairs can address building defects (Cloete, 2001). 

Repairs can address building defects  

 

Identifying the reasons and causes of a property becoming distressed can assist with 

identifying opportunities that create value in distressed properties (Azrack, 1995). 

Thus, it can be hypothesised that identifying obsolescence can increase the net 

operating income of a property, by identifying obsolescence in order to determine the 

corrective measures required to rehabilitate and restore a physically obsolete building 

to current standards to earn the desired rental rate, or to implement a ‘change in use’ 

strategy concerning a functionally obsolete building to a use and function that is more 

profitable and which incurs a lower operating cost, or to restore the functionally 

obsolete building so that the building has the capacity to accommodate the required 

function the building was intended to provide and which satisfies user preferences and 

requirements to earn the desired rental rate, or to identify the need to redevelop an 

obsolete building in order to attract and earn a higher rental, even if it means 

demolishing the building completely in order to build new one. 

  

By identifying the various forms of obsolescence, a property owner is able to identify 

the significant root causes of the property distress and, thereby, is able to make 

credible decisions and plans in order to address the problems and achieve the desired 

rental level and income, and which should positively influence the financial recovery 

of the net operating income of a distressed or problem property to a level that is 

sufficient to cover debt service for a number of repeated and consecutive time periods. 

 

2.4 PROPERTY LEASES 

 

The following section briefly discusses the independent variable Triple Net Leases. 

The different types of lease agreements, lease negotiations and other important lease 

factors are discussed. Furthermore, the possible link between triple net leases and 

distressed properties is provided using present literature, by showing how triple net 

leases can reduce operating cost inflation incurred by a property owner and thus, can 

contribute to likelihood recovery of a distressed property.  
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2.4.1 Property Lease Agreements  

 

According to Robinson (1999), the options available for the providing of 

accommodation for commercial activities include:  

 

• Remain in the existing building. 

• Lease space, thus becoming a tenant. 

• Acquire a property, where surplus space is used for future expansion, or leased 

out. 

• Acquire land and develop a purpose-built building. 

• Acquire an existing property and modify the building, or acquire land and 

develop a building, occupy the building in either case and sell the property fully 

leased to release funds for expansion. 

• Take out a loan on owned property to release funds for business activities. 

 

Businesses that do not own their own properties will have to a pursue a lease contract 

in order to attain accommodation (Brounen & Eichholtz, 2005). A lease contract 

provides a business with the right to use an asset entailing property, plant and 

equipment, without having to make a substantial upfront cash payment for the asset 

(Bright & Dixie, 2014). Leases can reduce capital burden and can increase flexibility 

for businesses (Brounen and Eichholtz, 2005). 

 

Leases differentiate properties from other types of investments (Hamilton et al., 2006; 

Hoseli & MacGregor, 2000). The value of a commercial property is attributed to the 

property’s leases, where the leases are attributed to the type of tenant or tenants 

involved (Coppola, 2014). Lease contracts provide understanding of commercial real 

estate markets, cycles and participant behaviour (Clapham and Gunnelin, 2003; Gabe 

et al., 2019; Ibanez and Pennington-Cross, 2013; Whetten, 1987).  

 

Leases are essentially contracts or contract rights and are regarded as personal 

property rights, where the requirements for a lease are the same as a legally 

enforceable contract (Kyle, 2013). Lease contracts occur between property owners 

(lessors) and tenants (lessees) (Ling & Archer, 2017; Robinson, 1999).  
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As indicated by Ling & Archer (2017: 561), a lease contract, “transfers exclusive use 

and possession of the space to the tenant under the terms of the lease in return for 

rent or other considerations”. Lease contracts are subject to offer and acceptance 

(Robinson, 1999).  

 

As described by Ling & Archer (2017: 579), “as with any valid contract, parties to a 

lease must be legally competent, the objective of the lease must be legal, there must 

be mutual agreement between the tenant and landlord to enter into the lease 

agreement, and something of value (i.e., consideration) must be given or promised by 

both parties”. A lease will generally describe the rights and obligations of the property 

owner and the tenant (Ling & Archer, 2017). The importance of leases for property 

owners include; protection, assured occupancy, assured income and for preventing 

losses attributed to sudden vacancies (Cloete, 2001). A lease contract allocates 

financial and property maintenance responsibilities (Lizieri, 2003). 

 

The objective of leasing is to maximise property income (Cloete, 2002). Leases 

contribute to property values and are a critical factor that derives a property’s rental 

income (Ling & Archer, 2017). Property income stability is attributed to the terms of a 

lease and market lease rates versus actual lease rates (Cloete, 2005). The goals and 

objectives of the property owner should always be established in the leasing plan 

(IREM, 2011). As properties are investments by the property owner, it is critical that 

lease agreements contain rental arrangements that derive the required rate of return, 

at the lowest possible risk, for the property investor (Muhlebach and Alexander, 2008). 

Thus, the objective of the lease agreement should be to minimise property expenses 

compared to the property’s rent revenue (IREM, 2011).  

 

A lease agreement is likely to be the most important document for a property owner, 

property lenders and property investors and thus greatly contributes to the property 

being a desirable investment option (Wehrmeyer, 2013). Property investors are likely 

to pursue properties in good locations with lease agreements that contain long 

unexpired terms, strong covenants and adequate property income security (Harvard, 

2000; McCluskey et al., 2016).  
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2.4.1.1 Property Lease Negotiations  

 

A crucial objective of property owners is making sure that their properties are fully 

leased, existing tenants are retained, and all lease agreements entail the most 

preferred lease terms and conditions (Sing & Tang, 2004). Property owners must have 

a vision of goals and objectives for their properties. A badly negotiated lease can incur 

losses for both the property owner and tenant, therefore a lease must be negotiated 

with care (Muhlebach and Alexander, 2008). Furthermore, property lenders insist on 

seeing a sincere commitment to a negotiated lease that indicates the rental 

arrangement and the allocation of property operating expenses (Wehrmeyer, 2013). 

The legal owners of a property are not necessarily involved in a lease negotiation as 

this function is generally allocated to property management (Portman, 2008). Every 

lease contract is unique in nature due to different negotiating outcomes (IREM, 2011). 

 

Negotiating skills are crucial for successful commercial property leasing (Coppola, 

2014). A lease negotiation will require thorough preparations on the part of the 

property owner and the tenant (Muhlebach & Alexander, 2008). Property owners need 

to pursue good relations with their tenants, thus requiring pursuit of even-handed 

leases, negotiating leases fully and fairly and the avoidance of pursuing short-term 

advantages in the negotiations Addae-Dapaah & Yeo, 1999; Saltz, 1990).  

 

When a prospective tenant expresses a clear interest in a marketed space, the 

negotiation process begins. The lease negotiation involves negotiating lease terms 

with a prospective tenant that meet the owner's requirements, thus persuading the 

tenant as must as possible to accept the terms, but compromises on the part of the 

property owner are likely to occur (Kyle, 2013). The property owner and the 

prospective tenant bring their respective needs and preferences to the table. While the 

property owner may be seeking a good fit and a good property return, a potential 

tenant is likely to be seeking a good fit and a lease that will be compatible with his or 

her business plans (Coppola, 2014). Thus, commercial property lease negotiations 

should be characterised by the give-and-take and concessions between property 

owners and their prospective tenants (Portman, 2018). 
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The outcomes of commercial lease negotiations greatly depend on the state of the 

real estate market, particularly the level of available appropriate space in the market 

(Portman, 2018). Oversupply, diminished demand and falling rental levels allow 

tenants to rebalance their leasing positions (Mansfield & Robinson, 2007; McCluskey 

et al., 2016). A commercial property market that is in oversupply works to the benefit 

of the prospective tenant providing greater leverage to negotiate favourable lease 

terms, more and better incentives, more flexibility and reduced risk (McAllister & 

O’Roarty, 1999; McCluskey et al., 2016). 

 

In order to conduct a successful negotiation, several ideas should be presented and 

then accepted, rejected, or compromised. In order to develop effective leasing 

strategies and tactics for the negotiation, it is recommended that those involved in the 

negotiation from both sides are well-versed about the conditions of the market and are 

well aware of each other’s strengths and weaknesses (Muhlebach & Alexander, 2008).  

 

According to Harroch (2016), tactics for negotiations include; taking the time to listen 

to and understand the other party's concerns and points of view, taking the time to 

review and understand the other party's business in great detail, obtaining a 

background check on the person representing the other party, identifying similar deals 

that have been completed by the other party and analysing their terms, maintaining a 

professional and courteous attitude during negotiations, establishing who has 

leverage in the negotiation, finding out what the other party's timing constraints are, 

identifying the alternative options available to the other party, drafting and formulating 

the first version of the agreement, being prepared to walk away from a bad ultimatum, 

keeping the concessions to a minimum, responding quickly to maintain momentum, 

avoiding the tendency to fixate on one option and thus ignoring the alternative options, 

keeping focus on a solution rather than getting stuck on a difficult problem, determining 

who is the real decision-maker for the other party, refusing to accept the first offer 

received, making the right inquiries, the preparation of a letter of intent or term sheet 

in accordance with the agreement and obtaining advice from advisors.  

 

For effective negotiations, it is recommended to first determine the items everyone 

agrees with to begin with and only then deal with the disputed items. Avoid ending a 

negotiation too early until all positions and alternatives have been presented 
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(Muhlebach & Alexander, 2008). Adversarial relations during negotiations between the 

property owner and tenant can likely lead to either side losing, thus, in these situations, 

it is recommended to consider flexible lease terms that can restructure the adversarial 

relationship (O’Roarty, 2001). 

 

Taking the different objectives of the property owner and tenant into account during 

the negotiation can facilitate a win–win situation. While the property owner wants to 

maximise property returns, the property owner should also understand the space 

needs and objectives of the tenant, thus presenting an opportunity for the property 

owner to offer a menu of space options to the tenant, that could likely seal a deal 

(O’Roarty, 2001). 

 

Lease negotiations are likely to occur when a lease expires and would involve the 

negotiation of new lease terms, unless there is an option to renew with existing terms. 

A negotiation may begin with the parties' willingness to renew the lease and conclude 

with the agreement of the proposed terms (IREM, 2011). Concluding and signing a 

lease agreement means that terms and conditions are set in stone and cannot change 

(Wehrmeyer, 2013). Lease terms essentially determine the relationship between the 

property owner and the tenant and thus the clauses contained in the lease should be 

clear and unambiguous (Mansfield, 2009). 

 

With leasing, the objective is for the property owner to attain the highest possible rental 

rate and the most favourable terms (Muhlebach & Alexander, 2008). Commercial 

property leases contain terms that affect tenant occupation (McCluskey et al., 2016) 

which are normally negotiable (McCluskey et al., 2016; Pfrang & Wittig, 2008). Lease 

negotiating points includes; rent increases, term length, extent of repairs, extent of 

service and the extent of rehabilitation (IREM, 2011).  

 

Coppola (2014), notes that when negotiating lease points, a property owner must have 

a set of objectives and the determine the objectives of the tenant, determine lease 

types, minimise exposure and liability to taxes, negotiate who covers utilities, negotiate 

rental rates, negotiate concessions, negotiate the lease term, negotiate early 

occupancy, negotiate renewal options, negotiate conditions of the space at the end of 

the lease term, negotiate holdover penalties, negotiate the use clause, negotiate the 
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security deposit, negotiate provisions regarding tenant improvements such as lien 

protection, negotiate required investments provisions, negotiate alterations provisions, 

negotiate provisions regarding tax implications, negotiate common area maintenance 

responsibilities, negotiate insurance responsibilities, negotiate provisions on 

defaulting, negotiate cancellation fees, negotiate late fees, negotiate interest on past-

due monies and negotiate retained security deposit and, lastly, negotiate as much 

control over sub-letting as possible.  

 

In summary, lease negotiations must consider day-to-day management, repair and 

improvement clauses, service charge provisions, rent reviews and tailor-made clauses 

that address problems raised (Hinnells et al., 2008). Property owners will try their best 

to negotiate lease contracts that are long-term, only entail upwards-only rent reviews 

(Reed & Sims, 2014) and require the tenant to reimburse the property owner for all or 

a share of operating expenses (Ling & Archer, 2017). 

 

2.4.1.2 Property Lease Structures  

 

A lease must indicate responsibilities, eliminate misunderstandings and contain 

provisions that are clearly understood (IREM, 2011). Lease clause and provisions can 

influence the level of net operating income attainable, and the risks involved (Ling & 

Archer, 2017). Property owners must understand how various lease provisions affect 

building operations and property value (Muhlebach & Alexander, 2008). Rent 

attainable and lease value is attributed to the space itself, the tenant, date and term of 

lease, rent, concessions, lease covenants and lease options (Geltner et al., 2014). 

 

A non-exhaustive list of lease clauses includes; the initial term, renewals, rent, 

restrictions on use, alterations, signs, destruction, condemnation, assignment, sub-

letting, priority of lien, default, bankruptcy, termination due to other events, termination 

due to new leases, arbitration, notices, modifications and cancellation (Cloete, 2005). 

According to Fisher (2007), most leases structures contain the following elements:  

 

• Date of execution 

• Lessor or landlord name 

• Lessee or tenant name 
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• Guarantor, if any, name 

• Amount of rent and date on which the rent is to be paid. 

• Start date and end date of the lease 

• Size and use of premises 

• Prohibited activities 

• Responsibilities for repairs and maintenance and who pays for repairs and 

maintenance. 

• Addresses for legal notices 

• Tenant improvement responsibilities 

• Liability insurance issues, amount of coverage, who is covered by the insurance 

and who pays for the coverage. 

• Default or bankruptcy provisions 

 

A lease must suit the type of lettable space (IREM, 2011). For commercial properties, 

leases are likely to differ for each tenant, generally due to the size of the tenant (Füss 

et al., 2012; Crosby et al., 2006). A valid lease should always include the parties to 

the lease, property description, the term or duration, rent and charges paid, description 

of use of the space, the rights and obligations of both parties (Muhlebach & Alexander, 

2008) and how rent payment is made (IREM, 2011).  

 

According to Fisher (2007), divisive lease issues include; lease term, occupancy date, 

rent, tenant improvements, options, repair and maintenance and sub-leasing. Likely 

negotiating points include; tenant improvements, rent increases and escalations, 

pass-through charges, lease term and extensions, tenant options, insurance 

requirements and indemnification clauses (IREM, 2011). 

 

2.4.1.3 Property Lease Terms  

 

Leases can be characterised as perishable assets (Ling & Archer, 2017). Leases 

generally entail extended periods (Muhlebach & Alexander, 2008). The term of the 

lease indicates lease length, starting date, ending date (Portman, 2018) and renewal 

or cancellation clauses (IREM, 2011).  
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Negotiations will establish the starting date (Coppola, 2014). Lease lengths can be 

month-by-month or for years (Fisher, 2007). Lease lengths are attributed to market 

conditions, supply and demand, changes in business practice or organisation, 

volatility, innovation in products and services and changing functional and locational 

advantages (Hamilton et al., 2006; Lizieri, Gibson, Crosby & Ward, 1998).  

 

Month-to-month leases allow property owners to change lease terms each month to 

suit the prevailing market conditions, but risk early lease cancellations (Muhlebach & 

Alexander, 2008). Short leases allow both property owners and tenants to take 

advantage of favourable movements in market rents (Geltner et al., 2014). Short 

leases allow property owners to easily replace poor tenants with good tenants 

(Muhlebach & Alexander, 2008). If a tenant does not want a long lease the tenant 

might be prepared to pay more for a lease that meets their requirements (Crosby, 

Gibson & Murdoch, 2003). Tenants can prefer short leases for flexibility purposes 

(Muhlebach & Alexander, 2008). Businesses that are growing, downsizing, or 

performing poorly, prefer short-term leases, due to the rapidly changing space 

requirements (Fisher, 2007). Additionally, shorter leases may provide additional 

flexibility, including options, provisions for subleasing, and the possibility of 

redevelopment (Geltner et al., 2014). 

 

However, as noted by Pirounakis (2013: 173), “short leases imply higher tenant 

turnover, i.e., more tenants arrive – and go – in a given time span than otherwise. In 

turn, the prevalence of short leases means that the market has digested the possibility 

that the chances of a mismatch between property and tenant characteristics are high. 

A perennial mismatch of this type, however, increases the probability that, ceteris 

paribus, at any one time, the number of vacancies will be relatively large”. Short leases 

are likely to increase the cost of vacancy, due to lag vacancy on renewal, higher costs 

in searching for information, further negotiations and redrafting of documentation. 

Furthermore, since short leases imply higher tenant turnover (Pirounakis, 2013), they 

can result in higher tenant credit risk and tenants are likely not to look after the space 

(Tse, 1999). 
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Investors generally pursue properties with long-term leases (Crosby et al., 2002; 

Hamilton et al., 2006). Long leases with escalator clauses are beneficial to property 

owners (Kyle, 2013). Property owners who expect a moderate rise in rental rates will 

enter into a long lease and if the property is risk adverse, a long lease can reduce 

vacancy risk (Tse, 1999). Long leases offer future capital growth potential (Hamilton 

et al., 2006; Lizieri, 2003). Long leases provide a property owner with a secure income 

for a long period of time (Fisher, 2007). Long leases establish a situation for the 

property owner where the property can be treated as a financial asset, since a long 

lease will likely generate a bond-like income stream for the property (Hamilton et al., 

2006; Lizieri, 2003). Long leases that are non-cancellable can reduce uncertainty for 

the property owner (Tse, 1999).  

 

Long leases can keep maintenance and administration costs and expenses minimal 

(Hubert, 1995; Tse, 1999). Long leases prevent tenants from spontaneously and 

immediately walking away. Long leases establish stability for the property owner and 

tenant and delay costs associated with the re-leasing of vacant space (Ling & Archer, 

2017). Long leases can allow a property owner to recover money due to tenant 

improvement expenditure incurred by the property owner (Kyle, 2013). Long leases 

will benefit property owners when they can be extended at an above-market rental 

rate, particularly in a real estate cycle downswing (Gahr et al., 2017). Treating a 

property as an investment will generate incentives to maintain long lease structures 

(Hamilton et al., 2006; Lizieri, 2003).  

 

Long leases are preferred by companies in good shape in order to avoid moving costs, 

avoid tenant improvement expenditures, attain possible fixed rental rates and avoid 

rent increases (Fisher, 2007). Property lenders prefer properties with long leases, 

particularly if the property is a new development, as a long lease provides greater 

assurances for loan payments (Muhlebach & Alexander, 2008). However, with long 

leases, property owners won’t be able to sell the property over the lease term, 

redevelop the property over the lease time, will likely pay greater leasing fees to 

brokers and cannot adjust the rental rate to meet changing market conditions (Fisher, 

2007). 
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As noted by Ling & Archer (2017: 589), “optimal lease terms reflect the trade-offs 

between the desire for the flexibility inherent in short-term leases and the reduction in 

risk and re-leasing costs associated with longer-term leases”. For a tenant, the ideal 

lease term will depend on tenant future space requirement expectations (Geltner et 

al., 2014). For a property owner, the optimal lease term will entail maximising expected 

property income (Tse, 1999). 

 

2.4.1.4 Property Rentals 

 

Lease agreements require tenants (the lessee) to pay a rental rate (Rymarzak & 

Siemińska, 2012). For commercial properties and their owners to be successful, it is 

imperative that rented space is leased at competitive rental rates to tenants (Ling & 

Archer, 2017). The most valuable asset to a property is its tenants, since income-

producing properties rely on tenants to pay the rent which generates the property’s 

income to cover the property’s operating expenses and debt service obligations, thus 

generating the property’s cash flow and investment returns (Muhlebach & Alexander, 

2008). A lease will indicate the rental rate required for the space itself, generally 

according to the size (Portman, 2018). Furthermore, leases will indicate the rent 

amount for each period, the due date to pay the rent and provisions for rent increases 

(IREM, 2011). 

 

When undergoing a lease negotiation, the rent amount is a vital negotiating point in 

the negotiation (Fisher, 2007). The amount of rent that a tenant is willing to pay for 

space is known as the rental rate. The rental rate is attributed to property size, property 

quality, lease duration and market conditions (Gahr et al., 2017). As a result of 

changing market conditions over prolonged periods of time, market rental rates can 

change, in response to changes in the local rental market's supply and demand 

conditions. Tenants must eventually bear the costs of any changes to property 

operating costs, thus causing changes to market rental rates. Market rental rate 

changes may also result from pressures on rents caused by factors related to the 

national economy (Ling & Archer, 2017). 
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Since leasing rates generally vary amongst regions, cities, submarkets and buildings 

and are determined by the market conditions, the property owner’s needs and the 

tenant's obligations, it is usually difficult to determine a going market rental rate 

(Coppola, 2014). Property owners will establish a rental rate based on the various 

market ranges of rental rates and on how property owners operate and maintain their 

properties (Muhlebach & Alexander, 2008). The property owner’s asking rental rate is 

unlikely to be agreed upon, due to possible concessions, thus the deal-making rental 

rate is generally the outcome (Muhlebach & Alexander, 2008). In general, the base 

lease rate is the underlying rent a tenant will pay for the property’s space (Wehrmeyer, 

2013). 

 

Long commercial property leases need to indicate the way rent is specified to change 

during the lease’s term (Geltner et. al., 2014), since rent and increases in rent during 

the lease’s term are crucial to commercial property leases (Robinson, 1999). A 

property owner will always want to maximise rent income while the tenant wants to 

minimise the rent expense (Fisher, 2007). The factors that determine the exchange 

point in a marketplace is what a space’s rental rate should be based on (French, 2001). 

During a lease negotiation, the property owner can quote market-based rental rate, to 

lessen objections from prospect tenants. When there is market oversupply, property 

owners need to compete with competitor properties and thus is likely to lower rental 

rates. The opposite applies when there is a shortage of space in the market (Fisher, 

2007). 

 

Tenants face the risk of rent reviews during a lease’s term (Robinson, 1999). Rent 

increases and rental escalations are vital to property owners, investors, buyers and 

lenders (Wehrmeyer, 2013). Rent reviews will assist in determining the new rental rate 

over the course of the lease term, where the review needs to consider prevailing 

market conditions (Pratten, 2005). Rent reviews are crucial for property owners as a 

rent review can adjust the lease’s existing rental rate to current market rates 

(Mansfield, 2009). 

 

As described by Geltner et al., (2014: 786), “rent changes serve several purposes. 

The most basic purpose is the reflection of changes in the relevant space market that 

cause the equilibrium rent to change for new leases being signed on the market. 
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Another purpose in the case of a gross lease is to help protect the landlord from 

inflation in operating expenses of running the building. A third purpose, which is 

important in retail leases, is to allow the landlord to share in the tenant’s operating 

profits, as these profits are typically attributable in part to the store location and/or to 

the landlord’s management of the shopping centre of which it is a part”. 

 

According to Robinson (1999), the ways of dealing with rent reviews include: 

 

• Standard review with a rental underpinning clause. 

• A review with no underpinning clause. 

• Review with cap and collar. 

• Rent structure where no reviews are required. 

 

According to IREM (2011), the property owner and tenant can determine a rent 

increase in the following ways: 

 

• During initial negotiations, where a fixed annual increase over the lease’s term 

can be established. 

• At a fixed future date, rent is agreed upon to increase to the prevailing market 

rate. 

• Using a third party. 

• It is agreed to refer to a standard index. 

 

A property owner should strive to include annual and regular increases in the lease 

rental rate (Wehrmeyer, 2013), where rent can either increase as a percentage of the 

old rental rate or an agreed upon amount (Portman, 2018). Commercial property 

leases, that are long term, are recommended to include rent escalation clauses (IREM, 

2011). Escalation clauses are usually based on an index or an agreed upon 

percentage (Cloete, 2005).  

 

Escalation clauses can keep the base lease rate in line with inflation (Wehrmeyer, 

2013). Leases can incorporate the Consumer Price Index or fixed upward lease 

escalators (Brady, 2016). The Consumer Price Index changes over time, thus property 
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owners are recommended to incorporate regular rent increases into a lease to cope 

with inflation (Grandfield & Willerton, 2015) and this is recommended to be year-on-

year (Portman, 2018). The rent escalation clauses observed in most leases are usually 

tied to the Consumer Price Index (Fisher, 2007) but rent increases are still best 

determined via negotiation as opposed to the Consumer Price Index (Muhlebach & 

Alexander, 2008). 

 

Escalation clauses can also be tied to other factors and not an index (Kyle, 2013). The 

use of fixed rent increases can limit potential income increases and thus can be 

unpopular with property owners, since the inflation rate could exceed the fixed rental 

rate, generating greater inflated operating expenses for the property owner to incur. In 

this situation, it is recommended that the property owner negotiates to incorporate a 

cost-of-living adjustment provision in the lease, to pass the affects of inflation on to the 

tenant (Fisher, 2007). 

 

Overall, property owners prefer fair market value approaches (Fisher, 2007). Rent 

increases can also be determined by an objective standard that measures growth 

(Portman, 2018). Furthermore, rent increases can be established by referring to a 

base year (IREM, 2011). Having shorter lease terms can also provide the property 

owner with the opportunity to renegotiate the rent at the end of the lease term, where 

premium rental rates can be attained when there is a shortage of space in the market 

and concessions can be granted to keep the tenant when there is an oversupply in the 

market (Fisher, 2007). In periods of market space shortage, higher rents are attainable 

and escalation clauses are generally more accepted by tenants (IREM, 2011). 

 

In a retail commercial property, depending on the type of store, a store's ability to 

generate customer traffic may vary (Carter & Allen, 2012). Property owners of retail 

commercial properties are recommended to grant rent subsidies to those tenants that 

generate the most customer traffic and charge premium rents to those tenants who 

hardly contribute to generating any customer traffic (Carter & Allen, 2012).  
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2.4.1.5 Property Space Improvements for Tenants 

 

As requirements change with time, tenants need to adapt (Brand, 1994; Becker, 

Quinn, Rappaport & Sims, 1994; Kaya, 2004). A tenant may be required to incur costs 

to adapt the desired space for their business needs (Rymarzak & Siemińska, 2012; 

Dziworska & Rymarzak, 2011). Therefore, in order to adapt space to meet the usage 

needs of the tenant, tenant improvements are likely to be required (Wehrmeyer, 2013). 

Tenant improvements are important negotiating points during lease negotiations 

(Fisher, 2007). This is particularly true with commercial and industrial property tenant 

improvement negotiations, since such properties attract tenants with very specific 

requirements for space (Kyle, 2013). 

 

A tenant is likely to want improvements done to the respective space (Puleo, 2003). 

Who bears the costs for the improvements is decided during lease negotiations. If it is 

decided that the property owner will bear the costs, the amount the property owner will 

contribute will depend on how badly the property owner needs to lease the space, as 

well as on property market trends (Coppola, 2014). 

 

Due to components of commercial properties wearing out, property owners are likely 

to often replace various components of the property (Ling & Archer, 2017). As noted 

by Ling & Archer (2017: 485), “investors typically expect to incur ‘re-tenanting’ 

expenses when leases expire, and the vacant space must again be made ready for 

occupancy. These tenant improvements may be relatively minor. To re-lease an 

apartment, for example, owners may simply apply a fresh coat of paint and clean the 

carpet. However, in some situations these replacements and re-tenanting 

expenditures can be quite large but difficult to forecast”. Property owners prefer 

general improvements to the property over single-purpose improvements as general 

improvements contribute to property value, but single-purpose improvements are not 

of value to future tenants (Fisher, 2007). 

 

If a property owner is responsible for the tenant improvement costs, such a cost is 

considered a capital expenditure (Ling & Archer, 2017). With regards to a lease 

agreement, tenant improvements concerning commercial and industrial properties are 

generally the biggest cost for a property owner (Muhlebach & Alexander, 2008).  
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Property owners can provide a tenant improvement allowance to tenants (Portman, 

2018). Property owners would want to negotiate a minimal value for tenant 

improvement but maximise the return on investment the improvement can generate. 

Tenants want to avoid paying for improvements that are not associated with their 

specific needs. Thus, the tenant improvement allowance in a lease must indicate 

exactly what the allowance is applicable to (Puleo, 2003). The tenant improvement 

allowance can be very costly for the property owner and thus, should strive to get the 

tenant to pay for some of the costs (Muhlebach & Alexander, 2008). If the property 

owner is to bear the cost of the tenant improvement, the property owner could possibly 

amortise the cost over the lease term and include the cost in the rental rate (Fisher, 

2007). 

 

Property owners are generally responsible for various building shell costs, including 

main building systems, heating, ventilation, air conditioning, water, electrical, sewer, 

other services to the distribution point of the premises, core improvements, elevators, 

common bathrooms, common area, exterior improvements, landscaping, hardscaping 

and parking facilities (Puleo, 2003). 

 

Property owners must appreciate that markets and business patterns change over 

time, thus stubborn property owners need to change their personal positions and adopt 

more flexibility concerning their properties and prospective tenants, as tenants are 

likely to pay more for flexibility (French, 2001). It is highly recommended that property 

owners analyse a potential tenant’s business plan, do financial and credit checks on 

them, before agreeing to any tenant improvements, due to the risk of the tenant’s 

business going under and thus the tenant vacating the property (Muhlebach and 

Alexander, 2008). 

 

2.4.1.6 Tenant Lease Options 

 

During lease negotiations, tenants may pursue other rights and special conditions to 

be included in the lease agreement, notably, known as options (IREM, 2011). Future 

rent and price are focal issues concerning options (Fisher, 2007). Pricing of options 

will depend on prevailing rental market conditions and the relative negotiating abilities 

of either side (Ling & Archer, 2017).  
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Options can provide flexibility for tenants and can place restrictions on the property 

owner (Geltner et al., 2014). Options, unless there is an agreed upon cash payment 

to the property owner, will always be beneficial to the tenant.  

 

Thus, property owners, during lease negotiations, will attempt to avoid granting too 

many costly options as possible, but this will depend on how necessary it is for the 

property owner to lease the space out as quickly as possible, likely during periods of 

market oversupply (IREM, 2011). Tenants are likely to negotiate for multiple options 

(Wehrmeyer, 2013). 

 

Identified lease options as per numerous authors are as follows: 

 

• Option to expand (Ling & Archer, 2017; Geltner et al., 2014; Kyle, 2013; IREM, 

2011; Fisher, 2007). 

• Right of first refusal (Geltner et al., 2014; IREM, 2011; Cloete, 2001; 2005). 

• Right of first offer (IREM, 2011; Fisher, 2007; Cloete, 2005). 

• Relocation option (Ling & Archer, 2017). 

• Option to extend lease (Kyle, 2013; Fisher, 2007; Cloete, 2001). 

• Option to renew (Cloete, 2001; 2005; Geltner et al., 2014; Grenadier, 1995a; 

IREM, 2011; Kyle, 2013; Ling & Archer, 2017; Sing & Tang, 2004; Wehrmeyer, 

2013;). 

• Space reduction (Kyle, 2013). 

• Surrendering (Cooke & Woodhead, 2008). 

• Sub-letting (Cooke & Woodhead, 2008). 

• Asignment (Cooke & Woodhead, 2008). 

• Break options (Cooke & Woodhead, 2008; O’Roarty, 2001; Pirounakis, 2013; 

Sing & Tang, 2004). 

• Option to cancel (Clayton & Eichholtz, 2014; Grenadier, 1995a; IREM, 2011; 

Ling & Archer, 2017; Sing & Tang, 2004). 

 

The cost to replace a current tenant could be greater than to retain existing tenants 

(Li, 2003; Matzler & Hinterhuber, 1998; Palm & Palm, 2017) and can be particularly 

true with larger tenants (Palm & Palm, 2017).  
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When a tenant vacates, space can lie vacant for a long period of time. Moreover, new 

tenants could mean agreeing to lower rental rates than existing tenants, during lease 

negotiations (Sing & Tang, 2004).  

 

Costs associated with not renewing a lease include; loss of base rent, pass-through 

charges, potential tenant improvement expenses, concessions, potential leasing 

commissions, loss of a key tenant, inferior new tenants, high tenant turnover damaging 

the property’s image and vacancy costs (Muhlebach & Alexander, 2008). 

 

Restructuring and renewing a lease is generally done on a case-by case basis. A 

tenant is likely to restructure and renew a lease provided the tenant knows the future 

position of their business, knows their long-term space needs, it makes economic 

sense for the tenant, and it meets their business objectives and strategic plan (Dow & 

Porter, 2004). 

 

Tenants who have renewal options have the option of renewing their leases (Ling & 

Archer, 2017). Property owners can also benefit from lease renewals, since lease 

renewals are the cheapest way to fill a vacancy. A property owner will look at market 

conditions, tenant use, tenant mix, financial performance, lease requirements and 

violations, occupancy, cost, time, co-tenancy and sales performance, before 

considering lease renewal (Muhlebach & Alexander, 2008). 

 

Tenants will most probably want the option to renew on the existing lease terms and 

conditions, but property owners are likely to be reluctant to grant this as a property 

owner could miss out on changing market advantages (IREM, 2011). Property owners 

can also lose out with renewal options as the future intention of tenants is not known 

until lease expiration date (Portman, 2018) and property owners may have to renew 

the lease at a rental rate that is below the current market rate (Ling & Archer, 2017). 

A property owner must pursue higher rental rates regarding renewal options (Kyle, 

2013). Therefore, a property owner should incorporate into the lease during 

negotiations that the renewal option includes that the base lease rental rate is 

extended on a fair market value rental rate (Muhlebach & Alexander, 2008; 

Wehrmeyer, 2013).  
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In addition, a renewal option prevents the property owner from attracting a tenant that 

is better suited for the property owner’s marketing and leasing strategy (Ling & Archer, 

2017).  

 

2.4.1.7 Property Operating Expenses Allocations 

 

Depending on the lease structure negotiated, either the property owner or the tenant 

will benefit from savings concerning property operating expenses (Gabe et al., 2019). 

Property operating expenses covered by a tenant can substantially impact upon the 

property’s income potential (Ling & Archer, 2017). Property owners will strive to 

negotiate to allocate as much of the operating expenses as possible to the tenant 

(Portman, 2018). But it is likely that there will be a compromise reached in the lease 

negotiations (Fisher, 2007). Who pays for what expenses, how such expenses are 

calculated and who is responsible in ensuring that utilities are functioning as required, 

is determined during the lease negotiations, where the outcome of the negotiation will 

depend on market conditions (Coppola, 2014).  

 

Property owners would likely want the following expenses covered by the tenant; 

taxes, insurance, common area maintenance, building security, capital expenses, 

legal costs and expenses related to leasing out the rest of the building (Portman, 

2018). Property owners can negotiate to incorporate an operating expense escalation 

clause in a lease agreement, which passes operating expenses on to tenants on a pro 

rata basis (IREM, 2011). An operating expense escalation clause can be based 

relative to a base year (Ling & Archer, 2017). When the base year is agreed upon, a 

tenant it required to pay for increases over the amount of the base year’s operating 

expenses (IREM, 2011). 

 

A property owner can also pursue an ‘expense-stop’ provision in negotiations, which 

limits operating expense escalations that the property owner would have to incur 

(IREM, 2011), thus operating expenses that are in excess of the expense stop need 

to be covered by the tenant (Ling & Archer, 2017). Expense-stop provisions can 

protect a property owner from inflation and can motivate a tenant to minimise operating 

expenses (Geltner et al., 2014).  
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Tenants may seek to negotiate a limit on the amount of operating expenses that the 

tenant needs to reimburse the property owner for, and generally entails operating 

expenses that are those least partially controllable by the property owner (Ling & 

Archer, 2017). 

 

Tenants are likely to be more willing to cover operating expenses if the overall property 

is kept in good condition (Muhlebach & Alexander, 2008). Lease negotiations will likely 

include the maintenance, costs and improvements of property common areas. 

Covering various property taxes will also need to be negotiated. In addition, the 

responsibility of property insurance and associated costs are negotiable points 

(Coppola, 2014). An adequate level of insurance coverage for tenants is necessary to 

ensure the continuation of the business as well as in meeting lease obligations should 

a disaster occur (IREM, 2011). 

 

There are existing types of commercial property lease agreements that require a 

tenant to reimburse the property owner for a portion or all of the operating expenses, 

and which a property owner is recommended to pursue (Ling & Archer, 2017), but 

some commercial property lease agreements, such as gross leases, have the property 

owner responsible for covering operating expenses. The owner will then need to try 

and recover these costs through the rental rate and pass-through charges (IREM, 

2011).  

 

When tenants directly pay for some of their own operating expenses, the lease 

agreement generally entails a net lease arrangement (IREM, 2011). Triple net leases 

place responsibility on the tenant to cover all operating expenses but achieving this 

type of lease agreement could be a challenging negotiation (Rider, 2006). If a property 

owner is able to negotiate a lease agreement where the tenant is responsible for 

covering all operating costs and includes upwards only rent review provisions, one can 

essentially establish a property-backed bond to the property owner’s benefit (Ellison, 

Squires & Dempsey, 2015; Evans, 2013). 

 

 

 



209 
 

2.4.1.8 Property Sub-Leasing and Assignments  

 

A tenant is able to sub-lease under a sandwich lease agreement (Cloete, 2005). 

Tenants who sub-lease transfer a subset of rights to another tenant (Ling & Archer, 

2017), where the tenant leases their space to a sub-lessee (Fisher, 2007).  

 

The tenant is liable for the lease and acts as the middleman between the property 

owner and sub-lessee (Muhlebach & Alexander, 2008), but this presents a problem as 

the property owner and sub-lessee will not have direct contractual rights, or remedies, 

with each other (Fisher, 2007). 

 

When a tenant wants to transfer all their rights and obligations to an assignee, a lease 

assignment is undertaken, where the assignor is liable for the agreed terms and 

conditions of the lease (Ling & Archer, 2017). Should the assignee default, the 

property owner will look to the assignor to fulfil the lease terms and conditions 

(Muhlebach & Alexander, 2008). 

 

Property owners generally do not support sub-letting or assigning leases, since the 

property owner essentially is in competition with the tenant (Muhlebach & Alexander, 

2008) and property owners prefer managing which tenants do business in the building 

and want to be the ones that make the additional profit from the building’s space 

(Portman, 2018). Furthermore, other risks could emerge which include; defaults, 

unsafe and hazardous business operations and disruption to the property’s tenant mix 

(Ling & Archer, 2017).  

 

Property owners will likely include sub-letting and assignment provisions in a lease 

(Muhlebach & Alexander, 2008), which will entail negotiating to refuse a request to 

sub-let or assign, profits made on sub-lease or assignment and sub-leasing and 

assignment restrictions (Portman, 2018). If given the choice, property owners are likely 

to be better off agreeing to an assignment, with suretyship (Cloete, 2001). 
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2.4.1.9 Tenant Default and Leasing Risk 

 

Bad tenants are likely to be risky (Tse, 1999). The risk of tenant default is a leasing 

risk that has negative consequences for property performance and profitability (Sing 

& Tang, 2004). Before deciding to lease to a tenant, it is highly recommended that the 

property owner checks the potential tenant’s reputation, financial stability and business 

style (Portman, 2018). A property owner should also access the potential tenant’s 

financial history and other pertinent credentials (IREM, 2011).  

 

A property owner is also advised to undertake a credit check on a potential tenant 

(Muhlebach & Alexander, 2008). A property owner should consider the profit and loss 

record of the potential tenant’s business over the past couple of years (Kyle, 2013) 

and consider analysing the financial statements (Muhlebach & Alexander, 2008). 

When the potential tenant is a commercial or industrial tenant, the property owner 

should consider the corporate structure of these tenants (Kyle, 2013). 

 

Lease agreements with reputable tenants will provide assurances to property owners 

and investors (Wehrmeyer, 2013). Property owners need to be assured that tenants 

will pay their rent and on time, comply with lease obligations and not create problems. 

In addition, property owners need to lease their space to the best possible tenants, 

where property owners should reject lease proposals when a tenant is not suitable for 

the property owner’s objectives (Muhlebach & Alexander, 2008). A property owner 

must be well versed in all aspects of lease agreements; thus a property owner must 

know every detail contained in a lease, in order to avoid potential losses and problems 

(Fisher, 2007). 

 

When a tenant fails to pay rent, a termination of the lease could be triggered (IREM, 

2011). Breaking any other lease clauses can trigger termination, but a property owner 

should first attempt to pressurise the tenant into compliance, as a lease termination 

will negatively impact upon the property’s income stream (Portman, 2018). 

Termination is advised to be only considered when there is a substantial violation, 

usually abandonment (Taylor, 2010). 
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A property owner must ensure that a lease agreement contains remedies to deal with 

defaults, such as owner rights associated with evictions, obtaining possession, 

collection of debt and other expenses. The lease agreement should also have a 

provision to allow the tenant to correct the default situation within a given period of 

time (IREM, 2011). Remedies as indicated, should be such that they will deter tenants 

from defaulting in the first place, but property owners are advised not to be too harsh 

on the tenant, as that can lead to vacancy instead of correcting the problem. Harsher 

measures should only be considered if the problem cannot be cured. The last resort 

will likely be litigation (Portman, 2018). Property owners should include a default 

clause into a lease agreement, to determine what constitutes a notice (IREM, 2011). 

Property owners should include survival clauses into leases, which allows the property 

owner to re-let the space and retain liability, should a tenant abandon the property 

(Taylor, 2010). In lease negotiations, tenants are likely to pursue the option to cancel, 

or a termination right, allowing tenants to walk away from a lease before the lease 

expires, but property owners might only grant this provided when there is a financial 

penalty involved (IREM, 2011). These options are also known as break-options 

(Pirounakis, 2013). Tenants are likely to exercise a break-option when there is a 

downswing in the market with falling rents, thus allowing the tenant to enter into a new 

lease at a different property, with a more favourable rental rate (Sing & Tang, 2004). 

Tenants could also use break-options as leverage to force the property owner to 

accept a downward rent review, so that the break-option would not be exercised by 

the tenant and the lease can continue as normal (Baum, 2003; McAllister, 2000; 

McCluskey et al., 2016). 

 

Property owners are only likely to offer break-options during negotiations when the 

owner is struggling to find potential tenants (Banfield, 2014). Break-options can 

generally negatively impact upon the value of a property due to the risk to potential 

loss of property income (O’Roarty, 2001). Property owners could opt to include 

cancellation options, lease termination clauses and ‘kick-out’ clauses, into a lease 

agreement during negotiations, and which a property owner will exercise when tenants 

are perceived to be performing poorly (Ling & Archer, 2017). 

 

 



212 
 

2.4.1.10 Lease Negotiating Strength and Flexibility 

 

In a market upswing, property owners would want to lease all their available space, 

negotiate long leases with favourable rent and terms and concede less to tenant 

demands (Muhlebach & Alexander, 2008). Thus, in a market upswing, the negotiating 

strength of the property owner outweighs the strength of the tenant, where pre-

recession lease terms and conditions are likely to prevail in negotiations (Hamilton et 

al., 2006). However, in a recovering market, tenants could argue that the flexible terms 

granted during the downswing greatly improved their profitability, thus persuading the 

property owner to keep the existing flexible terms.  

 

Furthermore, changing business trends are driving the need for greater property 

flexibility (Crosby et al., 2002; DETR, 2000; Gibson & Lizieri, 1999; Hamilton et al., 

2006). Many factors are pressuring property owners to agree to more flexible lease 

terms, where flexibility can include; incentives, shorter terms, exit mechanisms, and 

the moving away from institutional style lease terms (McCluskey et al., 2016; Pfrang 

& Wittig, 2008).  

 

2.4.2 Types of Property Leases 

 

The following section discusses the different types of leases in commercial real estate, 

notably gross leases and net leases, followed by other lease types.  

 

2.4.2.1 Gross Leases 

 

In the context of commercial real estate, a variety of lease types are available and will 

vary across each market, sub-market and property type (Coppola, 2014). Leases are 

categorised according to the liability for property operational charges over the lease’s 

term and thus range from gross leases to net leases, based on this principle (Gabe et 

al., 2019). As shown in Figure 2.11, commercial property leases are categorised as 

gross, net, net-net, and triple net leases (Ling & Archer, 2017). Net, net-net, and triple 

net leases differ, based on how many extra expenses a tenant will need to cover in 

each category of lease agreement (Kyle, 2013). 
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FIGURE 2.11: RESPONSIBILITIES OF THE TENANT REGARDING OPERATING 

EXPENSES OF REAL ESTATE 

 

(Source: Ling & Archer, 2017) 

 

A gross lease entails a tenant paying a flat rental rate each month, with no extra 

calculations (Portman, 2018). Therefore, a gross lease only includes a regular 

payment amount that needs to be paid to property owners (Cloete, 2005). Gross 

leases can also be called full-service leases (Coppola, 2014) and straight leases (Kyle, 

2013). Residential property owners that rent out the property for residential 

accommodation purposes, generally utilise gross leases (IREM, 2011). A gross lease 

requires the property owner to cover all the property’s operating expenses (Ling & 

Archer, 2017), in other words, the property owner covers all expenses related to 

utilities, building upkeep, maintenance (Coppola, 2014), property taxes, insurance 

(IREM, 2011), structural and exterior maintenance and repairs, common area 

maintenance and repairs, unit maintenance and repairs, and janitorial costs (Matos, 

2014).  

 

With a gross lease, property owners attempt to recover operating expenses via the 

rental rate, thus the expected level of operating expenses over the lease’s term that is 

predicted to occur is built into the rental rate charged to tenants, but the property owner 

takes on all the risk of unanticipated changes in operating expenses (Ling & Archer, 

2017). Operating costs are estimated by the property owner and who then proceeds 

to amortise the costs into the rental rate (Wehrmeyer, 2013). With a gross lease a 

property owner will contract building services out to outside contractors, but not charge 

the tenant for these services (Adamshick, 1995).  

 

A modified gross lease is categorised between a gross and net lease (Matos, 2014). 

With a modified gross lease, the tenant pays the base rental rate, however, in later 

years may be required to cover the expenses of the space that the tenant is leasing, 

which can include maintenance, repairs, utilities and janitorial costs (Matos, 2014). 
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The property owner contracts building services to outside contractors and passes on 

those costs and escalates the costs to the tenant, who then reimburses the property 

owner, but only the costs applicable to the tenant (Adamshick, 1995). The property 

owner continues to cover all other operating expenses that are not related to the 

tenant’s space (Matos, 2014).  

 

Since gross leases mean that the tenant does not cover operating costs, gross leases 

are preferred by tenants as tenants are not exposed to operational cost inflation risk 

(Gabe et al., 2019; Wiley et al., 2014). Gross leases are likely to be preferred by 

commercial property tenants that profoundly consume operational services and mostly 

utilise office space (Chinloy & Maribojoc, 1998; Gabe et al., 2019).  

 

From the property owner’s perspective, a gross lease is undesired, as the property 

owner is exposed to the operating cost inflation risk (Portman, 2018). Property owners 

would need to have information on expected consumption before considering agreeing 

to a gross lease (Gabe et al., 2019; Mooradian & Yang, 2002). A property owner might 

be more willing to offer a gross lease if there are stops that force the tenant to start 

covering some of the operating costs should operating costs exceed a threshold 

agreed upon (Portman, 2018). 

 

2.4.2.2 Net Leases  

 

Gross leases can be problematic for property owners. Real estate taxes could 

potentially increase beyond the rental rate (Muhlebach & Alexander, 2008), especially 

with long leases where unexpected significant rises in property taxes is possible (Kyle, 

2013). In addition, insurance premiums can also present problems (Muhlebach & 

Alexander, 2008). 

 

Property owners need to persuade tenants to help cover the property’s operating costs 

(Portman, 2018). Operating costs include real estate taxes, property insurance and 

building maintenance and operation expenses (Portman, 2018). The treatment of 

operating expenses in commercial properties can vary according to the commercial 

property lease agreement negotiated (Geltner et al., 2014). With net leases, tenants 

cover a defined share of the property’s operating expenses (Ling & Archer, 2017), 
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entailing utilities, upkeep and maintenance (Coppola, 2014), as additional rent plus 

the required base rent (Thomson Reuters, 2015) and rents can be fixed or increased 

over time (Hamilton et al., 2006). Cost allocations between the property owner and 

tenant depends on what was agreed on during the lease negotiation (Thomson 

Reuters, 2015). Net leases can entail property owners covering property management 

fees and leasing costs (Geltner et al., 2014). Net leases are mostly applicable to retail, 

office and industrial properties (IREM, 2011). Each net lease will differ due to the terms 

of the lease contract (Cloete, 2005).  

 

The base rental rate of a net lease generally declines as the lease moves from a 

single-net lease to a triple net less agreement (IREM, 2011), but property owners 

prefer net leases, for the reason that the risk of property operational costs inflation is 

reduced with net lease agreements (Gabe et al., 2019; Wiley et al., 2014). 

 

When the net lease is a single-net lease contract, the tenant is responsible to cover 

minimal direct expenses (IREM, 2011). Single-net leases require a tenant to pay the 

base rent and cover real estate taxes (Muhlebach & Alexander, 2008). A single net 

lease can be categorised as a ‘pass-through’ lease (Matos, 2014). A double-net lease 

requires a tenant to pay the base rent and cover real estate taxes and insurance 

(Muhlebach & Alexander, 2008). A strict net lease requires a tenant to pay the base 

rent and cover utilities, real estate taxes and special assessments levied against the 

property (Kyle, 2013).  

 

Triple net leases are the most common commercial property lease (Grandfield & 

Willerton, 2015), are also known as net-net-net leases (Coppola, 2014), are known to 

generally be long leases (Kyle, 2013) and entail minimal work for the property owner 

(Coppola, 2014). Triple net leases are commonly used with single-tenant properties, 

retail properties (Coppola, 2014), specialised properties and industrial properties 

(Kyle, 2013).  

 

It is an ideal situation for a property owner to have a tenant cover all the property’s 

operating expenses (Grandfield & Willerton, 2015). With a triple net lease, tenants are 

expected to cover the greatest number of direct expenses (IREM, 2011).  
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A triple net lease requires a tenant to pay the base rent and cover real estate taxes, 

insurance, maintenance (Muhlebach & Alexander, 2008) and common area 

maintenance (Matos, 2014). The costs that a tenant needs to cover with regards to a 

triple net lease are usually estimated for the year ahead and prorated as additional 

rent every month (Wehrmeyer, 2013).  

 

The property owner on the other hand is only responsible the property’s structure and 

capital elements, with a triple net lease (Coppola, 2014). Since a triple net lease 

agreement shifts some or all the operating expense burden to a tenant, the property 

owner will have some protection against inflation concerning operational costs 

(Geltner et al., 2014), but tenants thus take on the risk of unanticipated changes in 

operating expenses (Ling & Archer, 2017). Thus, a triple net lease can present a 

significant disadvantage for the tenant (Sanderson & Devaney, 2017). 

 

With an absolute triple net lease, the tenant covers everything but gains substantial 

control of the property (Coppola, 2014). Furthermore, an absolute triple net lease 

removes all legal defences that a tenant has, should the tenant fail to cover the 

required expenses (Wehrmeyer, 2013). Modified triple net lease require the property 

owner to cover structural repairs, capital repairs to the building and management fees 

concerning common areas (IREM, 2011).  

 

With industrial triple net leases, the tenants contract building services out to outside 

contractors and pay for everything. With an office triple net lease, services are 

contracted out by the property owner to outside contractors and the expenses are 

incurred by the property owner, but the property owner will pass through the costs to 

the tenant and then the property owner is reimbursed by the tenant. Tenants need to 

be careful with office triple net leases if they are not aware of the property’s cost history 

(Adamshick, 1995). 

 

A tenant covering the share of operating expenses can be the most unanticipated cost 

factor of a lease for the tenant (Adamshick, 1995). Both the property owner and tenant 

must clearly understand how pass-through charges are calculated and what is to be 

included in the pass-through charges (Muhlebach & Alexander, 2008).  
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Pass-through costs can include; operating expenses, taxes, insurance and other 

additional building costs. If the tenant is leasing the entire property, then the tenant will 

pay the costs directly to all the relevant service providers. If the tenant is leasing a 

portion of the property, then the tenant will pay the property owner the portion of costs 

based only the leased space (Thomson Reuters, 2015). Itemised pass-through costs 

will also be calculated based on the leased space only (IREM, 2011).  

 

When there are negotiated caps and exclusions in the triple net cost items, fewer 

expenses are covered by the tenants and thus will possibly negatively impact upon 

the property’s net operating income. Triple net costs can be equated to additional rent 

that a tenant needs to pay, thus it is the ethical duty of a property owner to identify 

service providers that provide good service at good prices. Triple net costs can be 

reduced by re-bidding services and pursuing cost-effective insurance, where driving 

costs down will improve a property owner’s relationship with the tenants (IREM, 2011). 

 

Tenants may be willing to accept covering operational costs if the rental rate is reduced 

enough (Gabe et al., 2019; Mooradian & Yang, 2002). With net leases, tenants pay 

less rent in exchange to cover a share of operational costs (Gabe et al., 2019). A 

single-net lease will generally have a lower rental rate than a gross lease, but the 

tenant will have to cover some operating expenses. A double-net lease will generally 

have a lower rental rate than a single-net lease, but the tenant will cover more 

operating expenses. A triple net lease should have the lowest rental rate but will 

require the tenant to pay most of the operating expenses, if not all (IREM, 2011). A 

problem with net leases is that a property owner will be unlikely to invest new capital 

into the property to make it more efficient, if the property owner is mainly profiting due 

to the transfer of operational costs to the property’s tenants (Gabe et al., 2019; Pivo, 

2010). 

 

2.4.2.3 Other Types of Property Leases 

 

With a percentage lease, generally a tenant pays a fixed minimum rental amount plus 

a percentage of the gross sales generated by the tenant in excess of the fixed 

minimum rental amount (IREM, 2011). However, according to Addae-Dapaah and Yeo 

(1999) percentage lease agreements can take numerous forms: 
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• Percentage of sales only 

• Percentage of sales or a fixed rent, whichever is lower. 

• Fixed base rent plus a certain percentage of sales 

• Fixed base rent plus a certain percentage of sales when sales exceed the 

breakpoint which is negotiated. 

 

Percentage leases contain all the necessary clauses of any normal property lease 

(Addae-Dapaah & Yeo, 1999; Colam, 1981; Downs, 1975) and include clauses that 

indicate how to calculate the correct rent to be paid (Addae-Dapaah & Yeo, 1999), 

where the clauses deals with the definition of turnover, etc. (Addae-Dapaah & Yeo, 

1999; Alexander & Muhlebach, 1990; Goodchild, 1986; Downs, 1975), thus the 

relationship between the sales volume of a tenant’s business versus the value of the 

space, is established (Addae-Dapaah & Yeo, 1999; Alexander & Muhlebach, 1990; 

Downs, 1975), where the relationship is shown as a percentage (Addae-Dapaah & 

Yeo, 1999). The percentage rate will depend on the property’s location, the type of 

business the tenant is and macroeconomic conditions. Percentage leases are also 

known as overage leases (Kyle, 2013). 

 

Properties could contain parcels of empty land on them that could be developed or 

leased out, generally known as pads (FNRP Editor, 2020). Pads can include; the 

ground lease, build-to-suit, or sale of the site (Muhlebach & Alexander, 2008). Build-

to-suit is generally when a tenant works with the landowner to develop a building on 

the parcel of land that is specific to the tenants needs, where the tenant becomes the 

occupant and lessee of the new building (Chaussee & Sterling, 2019).  

 

Ground leases involve leasing out land to a tenant who then undertakes a property 

development on the leased land (Geltner et al., 2014). The tenant who is leasing the 

land is governed by obligations and restrictions placed by the landowner (Tyvimaa, 

Gibler & Zahirovic-Herbert, 2014). The term of the ground lease needs to be long 

enough for the tenant’s property development to be feasible (Kyle, 2013) and long 

enough for to allow third-party loan financing. Furthermore, the ground lease contract 

must be structured so as to provide enough potential financial reward to the tenant 

who is developing the land (Tyvimaa et al., 2014).  
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Ground leases are also known as land leases (Kyle, 2013). A ground lease can benefit 

the landowner with long-term, inflation-protected income and should the tenant default, 

the landowner gets the land back with the improvements (Ling & Archer, 2017). 

 

Lease agreements generally do not include terms that contribute to sustainability 

(Rameezdeen, Zuo, Paniagua, Wood & Do, 2019). Enhancing environmental 

performance of buildings would require the lease structures to incorporate provisions 

that would govern a building to function in an environmentally efficient way (Hinnells 

et al., 2008). Thus, green provisions should be incorporated into lease negotiations 

(Roussac & Bright, 2012). Furthermore, sustainability goals and allocation of 

implementation responsibilities should be included in these lease agreement (Deloitte, 

2014; Jones et al., 2015).  

 

A green lease recognises environmental sustainability (Janda, Rotman, Bulut & 

Lennander, 2017; Rameezdeen et al., 2019), which can be an additional agreement 

to a lease or can form part of a new lease (Bonde, 2012; Hinnells et al., 2008). Green 

leases should create incentives for both the property owner and tenant to adopt energy 

efficiency measures, eliminate the split-incentives, drive co-operation between the 

property owner and tenant with regards to property-related environmental factors 

(Bonde, 2012), govern the property owner and tenant to meet shared environmental 

standards (Muhlebach & Alexander, 2008) and drive practices that ensure the better 

environmental performance of buildings and their use (Bright & Dixie, 2014). Green 

leases can contribute to social responsibility, improved efficiency, a reduction in costs, 

the mitigation of obsolescence risk, positioning a building to capture government green 

incentives, attracting tenants, retaining tenants and better tenant behaviour 

(Muhlebach & Alexander, 2008). 

 

Green lease drivers include; increased rental return, stakeholder demand for 

environmental accountability, energy savings, environmental responsibility to reduce 

carbon emissions and water conservation (Burroughs, 2011; Rameezdeen, et al.; 

2017; 2019). According to Bonde (2012), common issues that green leases address 

include; benchmarks and targets, ecologically sustainable development principles and 

regulations, performance standards, dispute resolution mechanisms and 

environmental management planning.  
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Index leases apply to professionally-related tenants that cannot adopt a percentage 

lease, where increases or decreases in rent are tied to an economic-related index 

(Kyle, 2013). A sale-and-leaseback agreement entails the property owner selling a 

property to a property investor and then leasing the property from the investor. 

Sandwich leases provide a tenant with the right to sub-lease (Cloete, 2005). 

Graduated or escalation leases involve the property owner and the tenant agreeing to 

rent increase amounts occurring at specific times over a period of time. With 

reappraisal leases, rent is determined by independent appraisers and adjusted 

periodically (Kyle, 2013). 

 

Hybrid leases combine elements of gross and net leases. Both the property owner and 

tenants share the operating expenses, where a specific set of operating expenses are 

designated for the property owner and another set is designated for the tenant. 

Another method for the hybrid lease is to use expense stops where the property owner 

covers all the operating expenses up to an agreed upon certain amount and the tenant 

covers only the actual operating expense amount that occurs for a given year and that 

exceeds that agreed upon certain amount (Geltner et al., 2014).  

 

With base year leases, the property owner only covers the property’s operating 

expenses according to an agreed upon base year entailing the actual operating 

expenses amount that occurs during the chosen base year. Any increase in the 

property’s operating expenses in consecutive or future years is covered by the tenant, 

hence, the tenant will only cover the difference between the actual operating expenses 

amount incurred in a given year less the agreed upon base year’s amount of operating 

expenses (Adamshick, 1995). 

 

With expense stop leases, an agreed upon arbitrary, annual operating expenses 

amount (expense stop) is agreed upon which the property owner covers every year, 

and the tenant only covers the increase in operating expenses in consecutive or future 

years, and this is calculated by taking actual operating expenses that occur for a given 

year less the agreed upon expense stop amount. A stipulated base amount lease 

combines aspects of the base year and expense stop leases (Adamshick, 1995). 
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According to Crosby et al., (2000) and Murdoch (2003) an institutional lease entails: 

 

• Long lease term 

• Some degree of property owner control over the tenant disposing the lease  

• Regular, upwards-only rent reviews based on market rental rates. 

• Tenants cover insurance, repairs, maintenance, the replacement of plant and 

machinery and services. 

• The original tenant’s liability is reinforced by imposing an equivalent liability on 

successive assignees with direct covenants. 

 

Institutional leases are ideal for property investors, due to the stable escalating cash 

flow prospects, long unexpired terms, lack of lease options, with a tenant defaulting 

being the only risk (Crosby et al., 2003). Hence, institutional leases pin down tenants 

to a property for a long time and tenants face the risk of paying rental rates that exceed 

the current market rents (Hamilton et al., 2006; McCluskey et al., 2016). 

 

2.4.3 Distressed Properties and Triple Net Leases 

 

Cash flows that are insufficient to cover respective debt payments establish distressed 

situations (Schweizer & Nienhaus, 2017). Distressed properties are characterised by 

low levels of net operating income (Healy,1989), which cannot service the property’s 

debt (Brophy & Chen, 2010; Cornell et al., 1996). According to Geltner et al., (2014), 

net operating income equals to all sources of property revenue, less the property’s 

operating expenses.  

 

Property income is heavily reliant on the amount of space of a property that is leased. 

If enough space is not leased, the property’s income will not be able to cover the 

property’s operating expenses (Pfeifer, 2016). Successful lease negotiations with 

potential tenants are thus crucial in order to improve property’s overall cash flow 

prospects (Szelyes, 2017). In other words, lease contracts with their respective terms 

and conditions establish a property’s cash flow and thus property value (Muhlebach & 

Alexander, 2008). 
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Lease contracts are vital to property owners as lease agreements provide property 

owners with protection, assure occupancy, assure income for the lease period and 

prevent losses attributed to sudden vacancies (Cloete, 2001). Property owners, 

Therefore, have a guaranteed future rental income that generally can be adjusted to 

current market conditions (Reed & Sims, 2014). The lease agreement establishes the 

property’s cash flow that assists with determining the feasibility of a property 

development and will indicate whether the property’s debt service can be covered. In 

addition, the cash flow of a property is of great interest to property investors and 

lenders (Wehrmeyer, 2013). 

 

In a lease negotiation, the property owner is likely to negotiate to minimise expenses 

they need to incur and maximise rental income from the respective tenants (IREM, 

2011). Thus, the property’s net operating income depends on the success of the lease 

negotiations (Muhlebach & Alexander, 2008). The clauses and provisions contained 

in a lease agreement will impact upon the property’s net operating income, the 

riskiness of the property’s income stream, impact upon rent payments and determine 

who is responsible for covering the property’s operating expenses (Ling & Archer, 

2017). 

 

Importantly, the net operating income generated by a lease agreement is also 

attributed to the share of operating expenses that the tenant has agreed to cover (Ling 

& Archer, 2017). This is the reason why property owners are reluctant to agree to a 

gross lease arrangement because the risk of increasing operating costs is placed on 

the property owner (Portman, 2018). Hence, property owners are more likely to agree 

to a net lease arrangement as this will lessen the risk of operational cost inflation 

placed on the property owner (Gabe et al., 2019; Wiley, Liu, Kim, & Springer, 2014).  

 

With a triple net lease, the property owner is only responsible for covering expenditure 

related to the structure and capital elements of a property (Coppola, 2014). Triple net 

leases require a tenant to pay the rental rate and cover certain costs related to the 

property’s operations and which includes; utilities, real estate taxes, assessments, 

insurance premiums, agreed-on items of maintenance and repairs (Kyle, 2013).  
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Property operating costs that the property owner passes on to the tenant or is paid 

directly by the tenant as per the lease agreement, contribute to property investment 

performance, since shifting costs to the tenant will impact upon the property’s cash 

flow for the better, thus increasing the property’s income for investors. This situation 

is a good indicator of a profitable lease contract (Füss et al., 2012). 

 

With the triple net lease arrangement, the tenant takes on the risk of unanticipated 

changes in the property’s operating expenses (Ling & Archer, 2017). By transferring 

all the operational cost burden to the tenant, the property owner will benefit from the 

protection against inflation regarding the property’s operating costs (Geltner et al., 

2014). Triple net leases are very desirable for investors as such leases provide 

consistent and predictable cash flow and reduce the amount of management required 

to manage the property. Furthermore, properties that entail national credit tenants with 

triple net leases that are long term, with minimal property owner involvement are most 

sought after by investors, particularly global passive investors with large global 

property portfolios (Thomson Reuters, 2015). In summary, triple net leases provide 

low risk and predicable income (Fisher, 2007). 

 

Thus, it can be hypothesised that the use of triple net lease agreements, can increase 

the net operating income of a property, as the landlord gains the obvious advantage 

of some protection against inflation in operating costs, and which should positively 

influence the financial recovery of the net operating income of a distressed or problem 

property to a level that is sufficient to cover debt service for a number of repeated and 

consecutive time periods. 

 

2.5 PROPERTY OWNER CONCESSIONS  

 

The following section briefly discusses the independent variable Concessions. 

Different types of concessions identified in the literature are provided, specifically 

focusing on rent concessions, lease flexibility and tenant improvements. Furthermore, 

the possible link between concessions and distressed properties is provided using 

present literature, by showing how concessions can entice a tenant to sign a lease 

during unfavourable market conditions, thereby leading to a reduction in vacancies 

and thus, can contribute to a likelihood of the recovery of a distressed property.  
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2.5.1 Lease Concessions 

 

Lease negotiations are likely to entail concessions (Coppola, 2014). According to 

Grandfield and Willerton (2015), the reasons why the tenants of the same property 

pay different rental rates include:  

 

• Larger tenants tend to pay less rent. Smaller tenants are likely to pay a rent 

premium. 

• Rental rates are established at the time the lease was signed, subject to market 

conditions and property occupancy.   

• Financial inducements 

• With a newly developed property, the first and last tenants are likely to pay 

different rental rates. 

 

Property occupiers place pressure on property owners, as their businesses are 

affected by changing market conditions (Hamilton et al., 2006). Property owners can 

respond to tenant pressures that entail tactics to persuade the tenant to become an 

occupant of the property (Hamilton et al., 2006; IPF, 1993). Before leasing to a 

potential tenant, a property owner will analyse the type and financial strength of the 

tenant’s business, the term of the lease, rental rate, concessions, tenant 

improvements and the tenant’s interpersonal relationship with the owners or managers 

(Coppola, 2014). 

 

As defined by Ling and Archer (2017: 635), concessions are, “lease clauses, such as 

free rent, that reduce the cost of the lease to the tenant and therefore provide tenants 

with an incentive to lease the space from the owner”. Property owners prefer not to 

offer concessions during lease negotiations but may be forced to for various reasons 

(Muhlebach & Alexander, 2008). Tenants benefit from concessions since the property 

owner concedes to the tenant’s lease demands. Property owners concede to tenant 

demands with the hope of persuading the potential tenant to become an official tenant 

(Kyle, 2013). Thus, concessions in lease negotiations are offered and occur to attract 

tenants to fill new space (Robinson, 1999), to encourage the leasing of existing space, 

or to encourage lease renewal (IREM, 2011).  
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Generally, tenants prefer not to relocate their businesses to other properties due to 

costs, risks and different landlords (Rasila, 2010; Rasila & Nenonen, 2007). Property 

owners tend to offer concession in a tenant’s market situation in order to successfully 

get leases signed (Muhlebach & Alexander, 2008). As noted by Geltner et al., (2014: 

788), “landlords provide concessions to tenants as ‘sweeteners’ to get them to sign 

leases that they otherwise would not agree to, with provisions that are beneficial to the 

landlord, or at the time when the rental market is unfavourable to the landlord”. Thus, 

concessions are likely to be offered to potential tenants when there is an oversupply 

of available commercial property space in the market and region, for rent (Bellamy & 

Barkoczy, 1998). If a property owner wants a very high rental rate, the property owner 

can offer other types of concessions to potential tenants so that the tenant will sign the 

lease at those rental rate levels (Muhlebach & Alexander, 2008). Concessions can 

also be offered to persuade a potential tenant to sign a long-term lease (Dröes, 

Ziermans, & Koppels 2017; Geltner et al., 2014). Concessions are generally offered 

to potential tenants seeking office, retail, or industrial space (IREM, 2011). Property 

owners can utilise concessions as a marketing tool (Powers, 1984), to attract tenants, 

via favoured marketing initiatives, financial incentives and tenant-oriented lease terms 

(Kirkup & Rafiq, 1994). 

 

It is most likely that offering and agreeing to a concession or concessions will 

negatively impact on the net cash flow a lease generates for the property owner 

(Geltner et al., 2014). Though concessions can attract potential tenants, property 

owners should only offer concessions when traditional techniques have failed 

(Powers, 1984).  

 

In the present research effort, the terms ‘concessions’, ‘lease inducements’, ‘lease 

incentives’, ‘tenant inducements’ and ‘incentives’ have the same meaning. The 

following list indicates, according to various authors, identified concessions offered by 

landlords to tenants: 

 

• Tenant-oriented lease terms (Kirkup & Rafiq, 1994) 

• Flexible lease terms (Coppola, 2014; IREM, 2011) 

• Flexibility (Portman, 2018) 
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• Monies expended to influence or persuade a tenant to sign a lease (Gahr et al., 

2017) 

• Shorter leases (Hamilton et al., 2006; IPF, 1993; Kirkup & Rafiq, 1994) 

• Picking up the prospect existing lease (Powers, 1984) 

• Options (Fisher, 2007; IREM, 2011) 

• Break clauses (Banfield, 2014; Hamilton et al., 2006; IPF, 1993; Kirkup & Rafiq, 

1994) 

• Buying out existing leases (Kyle, 2013; Muhlebach & Alexander, 2008) 

• Financial incentives (Kirkup & Rafiq, 1994) 

• Other restrictive or financial provisions (IREM, 2011) 

• Very attractive rent (Muhlebach & Alexander, 2008) 

• Rent-free periods (Coppola, 2014; Hamilton et al., 2006; IPF, 1993; IREM, 

2011; Kirkup & Rafiq, 1994; Kyle, 2013; Ling & Archer, 2017; McCluskey et al., 

2016; Muhlebach & Alexander, 2008; Portman, 2018; Powers, 1984; RICS, 

2006; Robinson, 1999; Sing & Tang, 2004; Tse, 1999; Wehrmeyer, 2013). 

• Rent rebates (Kyle, 2013) 

• Later higher rent (McCluskey et al., 2016; RICS, 2006) 

• Rent abatements (Gahr et al., 2017; Geltner et al., 2014) 

• Delayed rent payments (Wehrmeyer, 2013) 

• Free occupation for a certain period in lieu of lower rates (Cloete, 2006) 

• Reduced rent for a specified period (Kyle, 2013; Ling & Archer, 2017; IREM, 

2011) 

• Rent discounts (Dabner, 1998) 

• Rent subsidies (Dabner, 1998) 

• Base rent reduction (IREM, 2011) 

• Turnover rents (Kirkup & Rafiq, 1994) 

• Percentage rent (IREM, 2011; Muhlebach & Alexander, 2008) 

• Rack-rentals (Kirkup & Rafiq, 1994) 

• Phased rentals (Kirkup & Rafiq, 1994) 

• Lower rent over the term of the lease (Muhlebach & Alexander, 2008) 

• Future rental credits (Muhlebach & Alexander, 2008) 

• Cap on CPI-based rent escalation (IREM, 2011) 
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• Capital payments (Hamilton et al., 2006; IPF, 1993; Kirkup & Rafiq, 1994) 

• Payment of penalties for breaking a former lease Ling & Archer, 2017; IREM, 

2011) 

• Tenant improvement allowances (Gahr et al., 2017; Geltner et al., 2014; IREM, 

2011; Muhlebach & Alexander, 2008; Portman, 2018; Wehrmeyer, 2013) 

• Over-standard improvements (Muhlebach & Alexander, 2008) 

• Financing a tenant improvement (Wehrmeyer, 2013) 

• Payment for above-standard tenant improvements (IREM, 2011) 

• Upgrading the tenant improvements (IREM, 2011) 

• Contributions to fit-out costs and expenses (McCluskey et al., 2016; RICS, 

2006; Robinson, 1999) 

• Free fit-outs whether paid directly by the lessor or by way of reimbursement of 

the lessee for fit-out expenses (Dabner, 1998). 

• Free professional space planning (Powers, 1984) 

• Advance of funds that allows the tenant to invest in certain improvements or 

incur other costs initially and pay the money back to the owner over the term of 

the lease (IREM, 2011). 

• Cash (Gahr et al., 2017; Robinson, 1999) 

• Cash payments with no attendant obligations on the lessee, in particular no 

restrictions on how the funds can be expended (Dabner, 1998). 

• Interest free loans (Dabner, 1998) 

• Removal expenses (Robinson, 1999) 

• Moving allowances (Coppola, 2014; Gahr et al., 2017; Ling & Archer, 2017; 

Geltner et al., 2014; Kyle, 2013; Muhlebach & Alexander, 2008; Powers, 1984). 

• Move-in allowance (Portman, 2018) 

• Reimbursing part or all of their moving costs (IREM, 2011). 

• Financial assistance with moving from the former location (IREM, 2011) 

• Improving costs (Powers, 1984) 

• Pass-through charges (Muhlebach & Alexander, 2008) 

• Free pass-through charges (IREM, 2011) 

• Caps on pass-through expenses (IREM, 2011) 

• Gifts (Robinson, 1999) 

• Special requests (Muhlebach & Alexander, 2008) 
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• Non-competing tenant restrictions (Kyle, 2013) 

• Name of the tenant on the building (Wehrmeyer, 2013) 

• Assigned, exclusive or covered parking (Wehrmeyer, 2013) 

• Signage (Coppola, 2014; Wehrmeyer, 2013) 

• Security (Coppola, 2014) 

• Vacation trips (Anglyn, 2005) 

• Free or reduced-cost amenities (Anglyn, 2005) 

• Hours tenants are allowed to operate per day (Coppola, 2014). 

• Assumptions of existing lease liability (Robinson, 1999) 

• Caps on future rental growth at future reviews or structured rentals with no 

reviews (Robinson, 1999) 

 

According to Jefferies (1994), the types of incentives found in the office market are 

listed as follows: 

 

• Abnormal rent-free periods 

• Cash payments 

• Rent subsidies 

• Free hard fit-outs 

• Free soft fit-outs 

• Take-out of existing space 

• Payment of relocation costs 

• Put options on additional space 

• Caps on, or limits to, rental increases on review 

• Free naming rights 

• Free holidays, vehicles or other incentives 

 

Anything related to the terms and conditions of a lease, and more, is usually up for 

negotiation (Kyle, 2013). A tenant will prefer a concession that is applicable to their 

specific context and situation (Muhlebach & Alexander, 2008). Concessions are 

generally monetary incentives but do not always mean reducing the rental rate (IREM, 

2011). Cash payments are considered the most appealing concession to offer, due to 

flexibility and application (Dabner, 1998), but cash-up-front can be a risky incentive as 
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tenants may take the money, default on their lease agreement and disappear 

(Muhlebach & Alexander, 2008). Furthermore, if a tenant’s business is proven 

unprofitable, even monetary incentives are likely to be ineffective (Muhlebach & 

Alexander, 2008). 

 

Concessions are likely to depend on market conditions, how appealing space is to a 

potential tenant and how desirable the potential tenant is to the property owner (IREM, 

2011). Tenants are likely to have negotiated leverage in a tenant’s market, and when 

a property owner is faced with a low occupancy rate and few potential tenants lined 

up. Therefore, the property owner would likely have to start offering concessions in 

lease negotiations under these conditions (Muhlebach & Alexander, 2008). 

Unfavourable market conditions for the property owner is one of the most common 

reasons that property owners offer concessions, since high vacancy levels are a 

serious concern for property owners and concessions provide a way to fill those 

vacancies. A property owner may offer concessions during favourable market 

conditions in order to justify a higher rental rate (McCluskey et al., 2016).  

 

Certain times may offer opportunities to tenants to pursue greater concessions (IREM, 

2011). When a property has a low occupancy rate, potential tenants will pursue lower 

rental rates and concessions from the property owner (Kyle, 2013). Unprecedented 

market pressures, over-supplied markets, diminishing demand from prospective 

tenants (Jefferies, 1994), high vacancy rates, a poor economy and lots of competitive 

space present opportunities for potential tenants to push for concessions from a 

property owner (IREM, 2011).  

 

Property owners are likely to offer fewer concessions in an orderly market (Powers, 

1984). Commercial real estate markets are cyclical in nature and the point of the cycle 

when demand for commercial space is high, presents an owner’s market, where 

property owners are able to attain greater rental rates and generally do not need to 

offer concessions. But when the cycle turns, an oversupply of commercial properties 

emerges, due to development that occurred during the upswing, and thus demand is 

less than the supply, resulting in an oversaturated market and the balance of 

negotiating power shifts to tenants. Therefore, property owners will be forced to ask 

for lower rental rates and offer concessions (Coppola, 2014).  
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In summary, in a property market where concessions are commonly observed, it is 

most probably because the tenants have greater negotiating power to achieve flexible 

lease agreements (McCluskey et al., 2016; Pfrang & Wittig, 2008). There are situations 

where, in a tenant’s market, a property owner will offer concessions that provide the 

potential tenant with a rental rate that is less than the break-even rental rate. This may 

be attributed to the property owner preferring to receive some rent rather than no rent 

and also a property with a high vacancy rate can be perceived by potential and existing 

tenants in a negative manner, therefore potentially increasing the existing vacancy 

level, and the vacancy rate could last for much longer (Muhlebach & Alexander, 2008). 

 

Up-front concessions can alleviate a tenant’s moving and start-up expenses, as a 

tenant’s business at the beginning of the lease once they have moved into the 

premises may not be able to generate enough income. Therefore, up-front 

concessions will thus establish a better timing of rental expenses with the tenant’s 

income generation. In addition, concessions can conceal the rental rates of other 

tenants from potential tenants who are busy with lease negotiations. Concessions can 

also hide how soft the demand is for the property (Geltner et al., 2014). 

 

According to Portman (2018), a property owner may want to rent space quickly and 

offer concessions because of a number of reasons:  

 

• The building is new or being developed and the property owner desperately 

needs cash. 

• The building is vacant, where the tenancy of a tenant will benefit the building’s 

image, attracting potential tenants. 

• The space lacks usefulness for most tenants. 

• The lease agreements of other tenants of the building limit the type of tenant to 

which the property owner can rent space to. 

 

According to Kyle (2013), the following factors can indicate how far to go in granting 

concessions: 

 

• The financial and strategic position of the property owner 
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• Competition in the area’s property market 

• The level of urgency of the potential tenant needing to relocate 

 

According to Portman (2018), the property owner’s ability to offer concessions is 

attributed to the lease terms of other tenants occupying the property, property lender 

demands, and property insurer demands. As indicated by Kyle (2013: 130), “while a 

worthwhile concession alleviates a basic problem or specific financial pressure felt by 

a prospect, every concession costs the owner money and affects the total economic 

value of the lease to the owner”. Property owners should be aware of concessions that 

are perceived to be of great value to the tenant but are inexpensive for the property 

owner to offer. Moreover, a property owner must not concede too much too easily, in 

order to make tenants believe that whatever small concession they managed to attain 

can be seen as a big victory for them (Kyle, 2013). 

 

2.5.1.1 Concessions and Property Rents 

 

Leases involving uneconomical rental terms are regarded as a lost opportunity to 

enhance the property’s value (Hayman & Ulrick, 1995; Tse, 1999). A reduction in the 

rental rate or rent income will probably reduce the value of a property. Property 

owners, therefore, must strive to maximise property rental rates and income, but when 

market conditions are unfavourable to the property owner where rents are generally 

declining, this presents a problem for the property owner. Concessions can be used 

to address this situation (Muhlebach & Alexander, 2008). A property owner that is 

reluctant to lower a rental rate should consider various other options (Portman, 2018). 

 

As described by Sirmans, Sirmans and Benjamin (1990: 141),  

 

…since demand for rental space is not perfectly predictable, some vacancies 

may be desirable so as to satisfy unpredictable demand fluctuations. Thus, the 

presence of vacancies does not necessarily indicate a disequilibrium state that 

might warrant rent reductions. Equilibrium exists when the landlord cannot 

lower rent and at the same time have a more-than-offsetting reduction in 

vacancy costs. It is likely that this state could be achieved before rent is lowered 

sufficiently to induce full occupancy at all times. Thus, in competing for tenants, 
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landlords cannot simply lower rent; the increase in revenue resulting from the 

increased occupancy would be less than or equal to the amount by which rent 

is lowered. That is, if the landlord is operating at equilibrium, any increase in 

marginal revenue should be accompanied by greater (or, at least, an equal) 

increase in marginal cost. This effect would prompt landlords who desire 

increased occupancy and revenues to seek alternatives other than lowering 

contract rent; in other words, a concession. (Sirmans et al.,1990: 141), 

 

It must be noted, even if a property owner can command rental rates that are greater 

than the market average, granting too many concessions to tenants can make their 

leases unprofitable (Coppola, 2014). Rental rates are generally set to cover the 

property’s debt obligations and provide the property owner with a return on investment. 

But differences are likely to arise between the face rental rate and the net effective 

rental rate due to concessions. The face rental rate is what is quoted on the lease 

agreement and the net effective rental rate is the face rental rate less real estate 

commissions, concessions and incentive packages, improvements to the commercial 

space, and more (Grandfield & Willerton, 2015). Free rent, tenant improvement 

allowances and other concessions thus reduce the face rental rate (Muhlebach & 

Alexander, 2008). 

 

Concessions are very costly for property owners, particularly when the concession 

impacts upon rental income (Dröes et al., 2017). Property owners are advised and 

recommended to pursue concessions that will not lower the quoted rental rate (IREM, 

2011). However, Cloete (2006) notes that gross income can be improved by providing 

free accommodation for a set period and by reducing rental rates, provided such 

measures successfully attract tenants. Rent deviations are generally undesired but 

may be required and necessary in a competitive property market situation (Kyle, 

2013). Furthermore, granting free rent can be seen as a no-cost item since the vacant 

space was not producing any rental income to begin with. Property owners are 

advised, when offering free rent as a concession to a tenant, to do so with the 

requirement of billback payments or common area charges to be covered by the tenant 

(Muhlebach & Alexander, 2008). 
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Free rent can be an expensive concession for the property owner to offer, but with 

unfavourable market conditions and competitor property owners offering rent-free 

periods, a property owner may be left with little choice. However, the effect of a free 

rent concession on the property’s long-term income prospects will likely not be as great 

as the effect of reducing the rental rate, thus a free rent period can be a better option 

than dropping rental rates. In addition, the concession should only be offered when 

there is evidence that more damage will occur to the property’s net operating income 

prospects if the concession is not granted (IREM, 2011).  

 

Concessions generally do not entail a reduction in the rental rate and would normally 

preferably involve a temporary rental holiday (Dabner, 1998). Caution should be taken 

before granting too much free rent, as tenants may become accustomed to not paying 

rent and this may affect their ability to pay when rent is eventually due (Muhlebach & 

Alexander, 2008). 

 

Property owners will generally grant free rent when there is a good prospect that the 

lease term will be extended, so as to cover the lost rent from the free rent period 

(Wehrmeyer, 2013). As a rule of thumb, if the tenant is an industrial or commercial 

tenant, the bigger the tenant and the longer the lease’s term, the more viable it is to 

grant a rent-related concession (Kyle, 2013). 

 

2.5.1.2 Concessions and Property Lease Flexibility  

  

Flexibility can contribute to the tenant’s ability to be profitable (Portman, 2018). 

Therefore, tenants will try and negotiate as much flexibility as possible during lease 

negotiations (Coppola, 2014). Legislative changes, technological changes, business 

practice changes, new market entrants (O'Roarty, 2000), greater volatility, innovation 

in products and services, rapidly changing functional and locational advantages 

(Hamilton et al., 2006; Lizieri et al., 1998), new business patterns, changing 

occupational requirements and separate requirements for core and peripheral space 

(French, 2001), are driving the need for tenants to attain more flexible lease terms 

(Hamilton et al., 2006; French, 2001; Lizieri et al., 1998; O'Roarty, 2000). 
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As indicated by Ling and Archer (2017: 580), “in general, the more uncertain a tenant’s 

future space needs, the greater the value associated with flexibility”. Flexible lease 

terms are considered concessions by property owners (Coppola, 2014). Property 

owners are usually not in favour of offering flexible lease terms (Portman, 2018), 

because property owners struggle to determine how costly the flexible lease terms will 

be for the owner and this increases uncertainty for maintaining a stable property cash 

flow (French, 2001).   

 

If a tenant is uncertain about space requirements and flexibility can benefit the tenant, 

the tenant is likely to pay for greater flexibility (French, 2001). As noted by Portman 

(2018: 226), “from the landlord’s point of view, a flexibility option is a concession given 

to you personally, because you’re worth the concession. The landlord will not give 

these rights to an unknown quantity who might turn out to be an unsatisfactory tenant”. 

For a property owner, flexibility can be costly, but beneficial in certain circumstances 

and should only be considered when deemed necessary and required (Woollam, 

2004). 

 

Property owners are advised and recommended to only offer flexibility, when the 

market is undergoing structural change and not because negotiating strengths and 

power have shifted to the tenant (French, 2001). Offering lease flexibility can entail, 

tenure, lease length, break options (O’Roarty, 2001), exit or renewal options and sub-

leasing (O’Mara, 1999). 

 

2.5.1.3 Property Tenant Improvements as a Concession 

 

A property owner can offer a concession which entails providing money to a tenant 

upfront to invest in configuring and improving the space the tenant plans to lease, so 

that the space suits the business needs of the tenant. It can be further negotiated by 

the property owner to recover the improvement costs from the tenant over the course 

of the lease’s term. Offering the money for tenant improvements, is a strategy that the 

property owner adopts to keep the quoted rental rate as high as possible (IREM, 2011). 

In a tenants’ market, when tenants are in strong negotiating positions, tenants can 

negotiate for the property owner to undertake capital expenditures for the improvement 

of the space the tenant intends to lease, at no extra cost to the tenant (Muhlebach & 
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Alexander, 2008). With unfavourable market conditions for the property owner, 

property owners may provide increased tenant improvement allowances as 

concessions to speed up the leasing process (Dewey & Yiu, 2003). Money provided 

by property owners to tenants to modify the leased space before the tenant occupies 

the space is called a ‘tenant improvement allowance’ (IREM, 2011). 

 

The size of the tenant improvement allowance that a property owner might offer as a 

concession will depend on negotiations, surrounding area market and what other 

property owners are offering for similar types of properties (Wehrmeyer, 2013). With 

commercial properties, tenant improvements are the most widely used concession, 

considering new tenants will more than likely always require improvements to the 

space they plan to occupy (Muhlebach & Alexander, 2008). 

 

Architects, developers and investors have a duty to ensure that workspace layouts are 

in line with the current and future needs of the tenant (Halvitigala & Reed, 2015; 

McGregor, 2000). During a time of negative economic conditions, property investors 

are inclined to place emphasis on sorting out the space requirements of tenants, 

usually because of the negotiating power that tenants have under these circumstances 

(French & Jones, 2010; Halvitigala & Reed, 2015; Rasila, 2010).  

 

Property owners are likely to prefer offering internal fit-outs as a concession as appose 

to offering free rent, since the up-front payment of money to cover the tenant 

improvements will guarantee rental income from the tenant from the minute the tenant 

occupies the space (McCluskey et al., 2016; RICS, 2007). In addition, fit-out packages 

are widely viewed as more important than the base building design (Harris, 2016). 

However, according to IREM (2011), free rent could be a feasible concession 

alternative to tenant improvement allowances, since offering free rent means that the 

property investor will not have to put down a large upfront sum of money to prepare 

the space for the tenant. 

 

Due to wear and tear, property owners inevitably will replace components of a 

commercial building multiple times over the economic lifespan of the building (Ling & 

Archer, 2017). As noted by Ling and Archer (2017: 485), “investors typically expect to 

incur ‘re-tenanting’ expenses when leases expire and the vacant space must again be 
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made ready for occupancy”. Property owners should be willing to invest in capital 

improvements, particularly those kinds of improvements that benefit the operational 

efficiency of tenants (Gabe et al., 2019; Heinzle, Yip & Xing, 2013; Janda, Bright, 

Patrick, Wilkinson & Dixon, 2016; Schleich & Gruber, 2008). 

 

Tenant improvements can be minor or require large replacement expenditure. Tenant 

improvements are generally categorised as capital expenditures (Ling & Archer, 

2017). Various building types and building functions that have a short, useful lifespan, 

notably retail and industrial buildings, will require regular refurbishment to meet market 

expectations and satisfy the ever-changing needs and requirements of tenants 

(Thomsen & Van Der Flier, 2011). 

 

2.5.2 Distressed Properties and Concessions 

 

When cash flows cannot cover required debt payments, a distressed situation is likely 

to emerge (Schweizer & Nienhaus, 2017). Distressed properties are faced with very 

low levels of net operating income (Healy,1989), that cannot cover the property’s debt 

service (Brophy & Chen, 2010; Cornell et al., 1996). According to Geltner et al., (2014), 

a commercial property’s net operating income is calculated by taking all the property’s 

sources of revenue less all the property’s operating expenses. 

 

It is widely viewed that a distressed property owner can alleviate the distressed 

situation by offering lower rents and offering concessions to tenants (Anglyn, 2005). 

The cost of obtaining new tenants can be more costly than the cost to retain existing 

tenants (Li, 2003; Matzler & Hinterhuber, 1998; Palm & Palm, 2017). In addition, if 

there is a possibility that an existing tenant might be willing to lease more space from 

the property, a property owner should consider effective retaining strategies (Palm & 

Palm, 2017). Therefore, it is crucial that property owners negotiate with existing 

tenants in order to prevent them from vacating, for cost reasons (Li, 2003; Matzler & 

Hinterhuber, 1998; Palm & Palm, 2017). Vacancies in a property can lead to more 

tenants possibly vacating. Furthermore, volatile lettings and long-term vacancies will 

impact upon future leasing prospects (Kirkup & Rafiq, 1994). 
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As noted by Cloete (2006), a property’s gross income can be increased by offering 

free occupation for a certain period and offering lower rental rates, with the objective 

of attracting new tenants. A tenant will prefer a concession that makes sense for their 

specific situation (Muhlebach & Alexander, 2008). When a property owner deems that 

offering a financial concession is necessary, the property owner must attempt to 

mitigate the negative impact that the concession will have on the property’s net 

operating income, while also appreciating that if the concession is not offered, the 

impact on net operating income could be predicted to be far worse, therefore the 

property owner should consider a concession in this scenario (IREM, 2011). 

 

When demand declines in the property market, market rents for new leases decline, 

because of the inelasticity of supply reduction, where falling rents can be attributed to 

property owners offering potential tenant concessions that are meant to entice the 

tenant to sign a lease, preferably long leases (Geltner et al., 2014). Long leases 

prevent tenants from immediately vacating (Ling & Archer, 2017). 

 

As indicated by Geltner et al., (2014: 788), “landlords provide concessions to tenants 

as ‘sweeteners’ to get them to sign leases that they otherwise would not agree to, with 

provisions that are beneficial to the landlord, or at the time when the rental market is 

unfavourable to the landlord”. The expected cost of vacancy is equated to the 

expected lag vacancy multiplied by the property’s rental income. The cost of vacancy, 

therefore, is an important factor for a property owner to take into account, especially 

when vacancy rates are comparatively high (Tse, 1999). A property owner can 

encourage a potential tenant to lease space or encourage an existing tenant to renew 

a lease, by means of offering a concession or numerous concessions during lease 

negotiations (IREM, 2011). 

 

Thus, it can be hypothesised that offering concessions to tenants can increase the net 

operating income of a property, as concessions encourage the leasing of space at a 

time when the rental market is unfavourable for the landlord and, therefore, leading to 

a reduction in vacancies. Concessions also induce potential tenants to sign long-term 

leases which will influence the net operating income of the property. The encouraging 

of leasing space and signing of long-term leases should positively influence the 

financial recovery of the net operating income of a distressed or problem property to 
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a level that is sufficient to cover debt service for a number of repeated and consecutive 

time periods. 

 

2.6 PROPERTY TENANTS  

 

The following section briefly discusses the independent variable Tenant Mix. The 

section starts of discussing the role of tenants and the requirements and expectations 

of tenants, followed by important aspects of the tenant mix of a property and the 

contribution that a tenant mix has in increasing customer traffic to a property and 

customer traffic amongst the tenants of the subject property. Furthermore, the possible 

link between the tenant mix and distressed properties is provided using present 

literature, by showing how the tenant mix can increase revenues for the tenants of a 

property, which assists the ability of tenants to pay the required rental rate and thus, 

can contribute to a likelihood recovery of a distressed property.  

 

2.6.1 Tenants and Property Occupier Requirements 

 

This section discusses the important role of property occupiers and tenants. The 

section further provides the different types of expectations that tenants have regarding 

properties in terms of the gap between tenant perceptions and expectations of the 

services delivered by a building, changing workstyles, location, accessibility, flexibility 

and lastly, occupier satisfaction. The section is followed by the important aspects of a 

tenant mix. 

 

2.6.1.1 Property Occupiers and Tenants 

 

As described by Ling and Archer (2017: 9), “real estate user markets are characterised 

by competition among users for physical locations and space. This competition 

determines who gains the use of each parcel of land and how much they must bid for 

its use. The primary participants in user markets are the potential occupants, both 

owner occupants and tenants, or renters. Ultimately, the demand for real estate 

derives from the need that these individuals, firms, and institutions have for convenient 

access to other locations, as well as for shelter to accommodate their activities”. 
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Property users or occupiers view properties as resources (Gibson, 1994) and as factor 

of productions (Harris & Cooke, 2014). Occupiers can entail tenants or the property 

owner (Reed & Sims, 2014). It is the occupants of a building who are the end users of 

the building and one of the most important stakeholders in the life cycle of any building 

(Baird, 2010; Reed and James, 2014). Consequently, occupiers are considered 

market drivers of demand for real estate since they are the consumers and customers 

of occupying space in properties (Jones et al., 2015; Van de Wetering, 2009). Owner-

occupiers acquire properties for occupancy, but occupiers who do not intend to be 

owners will seek to lease a property for occupancy (Lizieri, 2003). 

 

Occupants in general, will encompass countless groups of different people from 

diverse backgrounds and demographics, with their own views and perceptions. 

Therefore, it is important to note that buildings are constructed based on the future 

needs and requirements of occupants and can be customised for each occupant 

(Reed & Sims, 2014). A building with substandard specifications may not be 

acceptable to prospective occupants, either in a new building or in an older building 

(Grover & Grover, 2015).  

 

Tenants are business owners who require the best space to suit their operations, the 

right location and acceptable rental terms, in order to be profitable (Muhlebach and 

Alexander, 2008). However, modifying properties to meet market demands is not easy 

and is costly (IREM, 2011). 

 

Tenants are a building’s most valuable asset as tenants generate the property’s rent 

income (Muhlebach and Alexander, 2008). Since value is customer-driven and tenants 

are the customers of a property, it makes sense to say that it is not the property itself 

that generates the property’s income, but the tenants do (Palm & Palm, 2017). A 

property market cannot exist without tenants (Oyedokun, Oletubo and Adewusi, 2014). 

Tenants contribute to the property owner’s investment goals and property performance 

(Oyedokun et al., 2014; RICS, 2007). 

Tenants must be treated like any other customer from any industry (Sanderson and 

Devaney, 2017; Silver, 2000; Valley, 2001; Worthington, 2015). There is a common 

perception that the property owner’s and tenant’s relationship is confrontational 

(Sanderson and Devaney, 2017; Halvitigala, Murphy, & Levy, 2011; Crosby, Gibson 
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and Murdoch, 2003). Property owners and tenants naturally have different objectives, 

where property owners are concerned with the property’s value, tenants are 

concerned with their business profitability (Gibson, 1994), but generally the objectives 

of tenants are not opposed to the objectives of the property owner (Muhlebach & 

Alexander, 2008). 

 

2.6.1.2 Tenant Expectations of Properties 

 

Tenant expectations are attributed to needs, past experiences, the rental market, 

physical comparisons and media communications (Grover & Grover, 2015). A property 

owner must position the property to be superior to competitor properties in order to 

attract potential tenant and meet their needs (Coppola, 2014). It is vital that those 

managing the property align property owner objectives with tenant expectations 

(Oyedokun et al., 2014) and have a comprehensive understanding of the needs of 

tenants (Palm, 2013). 

 

With regards to retail properties, both tenants and property owners see foot traffic as 

essential (Bruwer, 1997; Greenspan, 1987). Retail tenants are likely to demand space 

that can maximise their sales, a location where the tenant’s customer base is greatly 

represented, the type and quality of retail property that will make an optimal fit and rent 

and lease terms that produce profits for the tenant (Muhlebach & Alexander, 2008). 

 

Retail tenants generally compete with each other (Marona & Wilk, 2016; Teller & 

Reutterer, 2008). Retail tenants prefer complementary tenants who bring in foot traffic 

(IREM, 2011). Retail tenants are also concerned with the tenant mix of a retail property 

(Muhlebach & Alexander, 2008). Retail tenants want an attractive retail property that 

draws their customers and offers parking, suitable facilities and appealing architecture 

(Marona & Wilk, 2016). 

 

The feasibility of developing a retail building will depend on expected property 

revenues (Bean, Noon, Ryan & Salton, 1988; Bruwer, 1997). Expected property 

revenues will depend on the potential retail tenants. Retail property owners will be 

expected to forecast customer demand for the products or services that will be 

provided by the potential retail tenants (Bruwer, 1997). A retail property’s success will 
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depend on strong tenants and early lettings (Garg & Steyn, 2015; Kirkup and Rafiq, 

1994), from potential retail tenants who have good turnover growth prospects (Garg & 

Steyn, 2015; Kirkup & Rafiq, 1994; Orchard-Lisle, 1985).  

 

Destination tenancies and anchor tenants greatly contribute to a retail property’s foot 

traffic (Cloete, 2002). The presence of anchor tenants can be the backbone of a retail 

property (Bruwer, 1997). Thus, a property owner should pursue pre-lettings with 

effective anchor tenants (Abratt, Fourie & Pitt, 1985; Kirkup & Rafiq, 1994; Lusch, 

Dunne & Gebhardt, 1993). Pre-lettings (Debenham Tewson & Chinnocks, 1990; 

Kirkup & Rafiq, 1994) and anchor tenants (Garg & Steyn, 2015; Kirkup & Rafiq, 1994), 

establish the tone for a retail property and will likely encourage leasing commitments 

from other potential retail tenants (Debenham, Tewson & Chinnocks 1990; Garg & 

Steyn, 2015; Kirkup & Rafiq, 1994). Smaller retail tenants can contribute to variety and 

differentiate the property’s image (Garg & Steyn, 2015; Kirkup & Rafiq, 1994).  

 

Anchor tenants generally enter into long leases (Bruwer, 1997; Halper, 1991) and 

expect to occupy the most space in a retail property (Bruwer, 1997). Anchor tenants 

are known to generate positive externalities for a retail property (Geltner et al., 2014), 

generate foot traffic and control customer movement patterns in the retail property 

(Cloete, 2002). Anchor tenants, through advertising, attract shoppers to the retail 

property (Kyle, 2013), where the image created by anchor tenants is critical to the 

success of other tenants in the retail property (Marona & Wilk, 2016; Mejia & Eppli, 

1999). Since customers are appealed to by anchor tenants in general (Marona & Wilk, 

2016), anchor tenants bring in the foot traffic who then are likely to shop at smaller 

tenants (Geltner et al., 2014; Marona & Wilk, 2016). Certain retail tenants see anchor 

tenants as co-tenants for cross-shopping and complementarity (Muhlebach & 

Alexander, 2008).  

 

Selecting the right anchor tenant is vital for a retail property (Bruwer, 1997). The 

amount of anchor tenants will depend on the size of the retail property, size and type 

of the anchor tenants and the proximity of the competition (Bruwer, 1997; Primo, 

1988). The attractiveness of anchor tenants from their customer’s perspective means 

that the distance separating multiple anchor tenants in a retail property, is a non-issue. 

The distance between anchor tenants benefits smaller tenants, due to customers 
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passing by the smaller tenants (Marona & Wilk, 2016), where such smaller tenants are 

generally impulse retail tenants (Cloete, 2002).  

 

A property owner will generally start marketing space in a retail property once anchor 

tenants have committed to lease (Kyle, 2013). An anchor tenant vacating the property 

can have negative impacts on other tenants in the retail property (Garg & Steyn, 2015; 

Yeates, Charles & Jones, 2001). A retail property owner must make sure that 

vacancies in the retail property are kept to a minimum, as vacancies can significantly 

impact upon the property’s foot traffic, synergy and marketing (Garg & Steyn, 2015), 

but retail property owners must avoid filling vacancies with tenants that won’t last long 

(Bruwer, 1997; Hazel, 1992) and seek those tenants that have good profit prospects 

(Bruwer, 1997; Volk, 1992). Property management must work with retail tenants to 

match the tenant’s goods and services to with market demand (Cloete, 2002). 

 

Regarding office properties, potential office tenants seek competitive space, 

convenient locations (Muhlebach & Alexander, 2008), accessibility to a pool of 

qualified workers, accessibility to their suitable client base, availability of business 

services and availability of services for employees (IREM, 2011). Office tenants are 

generally not too concerned about the property’s tenant mix (Muhlebach & Alexander, 

2008). For office properties, anchor tenants can contribute prestige to the property 

(Geltner et al., 2014).  

 

The location of an office property for office tenants is vital, since the office tenants 

want to be close to their clients, close to shops and restaurants, close to public 

transportation, close to train stations, close to rapid transit stations and may want to 

be close to an airport.  

 

An office tenant, who is the owner, may also select an office property that is close to 

their home (Muhlebach & Alexander, 2008). Industrial tenants seek industrial 

properties based on where they are located and whether the property can 

accommodate the industrial tenant’s specific and unique needs (Muhlebach & 

Alexander, 2008). 
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Generally, tenants want good locations, the property to be up to standard, affordable 

rental rates (Adnan & Daud, 2010) and suitable lease terms (Muhlebach & Alexander, 

2008). Rental income for the property owner can only be attained via the economic 

activities of the tenants (Lizieri, 2003), so a tenant is likely to sign a lease when they 

are confident that they will be able to produce enough income to cover their costs of 

occupancy (Muhlebach & Alexander, 2008).   

 

All tenants have different property requirements and priorities. Developing a property 

to suit the needs of many tenants is a difficult task (Reed & Sims, 2014), due to 

changing occupier requirements (Lizieri, 2003), changing space size requirements 

and changing demand profiles for properties (Harris, 2016). Changing tenant 

expectations and the emergence of various types of property obsolescence will drive 

a gap between tenant perceptions and expectations of the property’s usefulness in 

terms of serving the tenant’s interests (Grover & Grover, 2015). Property owners need 

to bridge the gap between the static nature of properties and evolving organisations 

(Adnan & Daud, 2010). 

 

All tenants are likely to be influenced by experiences, perceptions and property 

obsolescence. Tenants will establish the quality of a property based on; the property’s 

state and appearance, the reliability of the property’s services, the property’s flexibility 

in meeting changing needs, property security and the potential relationship that will 

transpire with the property owner (Grover & Grover, 2015). The expected tenant use 

of a property will drive base building requirements and the fit-out requirements (Harris, 

2016). Tenant productivity requirements will determine the size and type of property 

required (Adnan & Daud, 2010; Louw, 1998). The demands from businesses of the 

future will require greater performance from properties (Bottom et al., 1997). Tenants 

will only be able to survive if they are able to adapt their space settings to changing 

requirements (Becker et al., 1994; Brand, 1994; Kaya, 2004). Therefore, it is essential 

that property owners understand tenant needs and preferences that are constantly 

changing as markets change (Niemi & Lindholm, 2010). Property owners need to 

undertake investigations into the intentions of potential tenants concerning their 

property requirements, if the property owner wishes to successfully match the needs 

of potential tenants with space supply (O’Roarty, 2001). Hence, property owners must 

conduct systematic research concerning what potential tenants actually want in 
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general (Kaya, 2004). Preferences are attributed to tenant happiness and satisfaction 

(Rothe, Lindholm, Hyvönen & Nenonen, 2011) and are related to property attributes 

that tenants would want in to see and experience in a property (Rothe et al., 2011).  

 

The risk of the emergence of aesthetic, functional, social, legal, economic and 

environmental obsolescence (Baum, 1993; Bottom et al., 1998) is likely to occur due 

to building design and quality, thus, affecting the property requirements of tenants  

(Baum, 1993; Bottom et al., 1998). Tenants cannot survive in a property that is ill-fitting 

or not suitable, requiring property owners to constantly adapt their properties to 

changing tenant requirements (Bottom et al., 1997; Powell, 1991). Properties that 

supply readily available space at affordable rental rates will be able to accommodate 

tenants with ease, while properties that are inappropriate, outdated and are not flexible 

will not be able to (Lizieri, 2003). 

 

Commercial properties in general are changing with the changing requirements of 

tenants (Adnan & Daud, 2010). With pre-letting, potential tenants can work with the 

property developer to design the property that will meet the needs of the potential 

tenants (Pirounakis, 2013), or the potential tenant can exercise influence over the 

property development outcome (Pirounakis, 2013).  

 

Generally, tenants make long-term decisions concerning the space they require (Niemi 

& Lindholm, 2010). Tenant property requirements are affected by short-term business 

cycles, long-term structural changes to the underlying general economy, advances in 

technology, evolving operational working practices, physical property requirements 

(Reed & Sims, 2014) and shifting market conditions (Bottom et al., 1998). Continuous 

change requires buildings to transform (Bottom et al., 1997).  

 

The demand for real estate, property locational requirements and how properties 

should be managed are changing due to tenants focusing on quality management, 

removing hierarchical structures, concentrating their core business, outsourcing non-

core activities and increasingly using technology that alters working practices (Lizieri, 

2003). 
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Mobile technology and changing workstyles have contributed to retail and community 

spaces becoming places where people conduct their work, hence tenants are 

increasingly requiring property owners to develop public spaces that enhance the work 

experiences for their workers and properties that facilitate diverse work and life needs 

(Harris, 2016). In addition, tenants require properties that accommodate work practice 

characteristics that are essential to the tenant’s competitiveness (Bottom et al., 1998) 

and, therefore, require innovative workplaces (Schwede, Davies & Purdey, 2008; 

Haynes & Price, 2004) and spaces that support flexible working trends (Worthington, 

2001). 

 

A property that lacks adaptability may struggle to retain tenants and is likely to see 

substantial tenant turnover. Property owners need to ensure that their properties are 

adaptable in order to retain tenants and keep those tenants for longer (Ellison et al., 

2007). Flexible space concerning commercial properties contributes to supporting the 

business models of many smaller tenants and is particularly appealing to large tenants 

(Harris, 2016), since the space that tenants need to invest capital into and may require 

in the future will require flexible solutions (Lizieri, 2003), as it is widely viewed that 

tenants consider flexibility more important than the costs of occupancy  (Gibson, 2003; 

Levy & Peterson, 2013; Lizieri, 2003) and this is vital in order for tenants to strategically 

manage their space requirements (Dettwiler, 2008; Levy & Peterson, 2013). In 

addition, the demand for flexibility is further amplified due to the time it takes in general 

to develop new space (Lizieri, 2003). If a property lacks flexibility that a property owner 

cannot easily address, the owner can look to improving and enhancing the amenities 

that the property has to offer (Sanderson & Edwards, 2016). 

 

A property’s location remains an important factor that influences tenants (Livingstone 

& Ferm, 2017), thus, tenant preferences are likely to entail a property’s location (Niemi 

& Lindholm, 2010). Tenants may generally have limited knowledge about the 

conditions of the market leading to possible sub-optimal location decisions (Leishman, 

Dunse, Warren & Watkins, 2003; Alexander, 1979). In order for economic activity to 

take place, factors of production must be present as well as market proximity, thus 

property location is vital (Lizieri, 2003). Location is linked to spatially changing outlays 

that are incurred during property construction, where tenants decide on a location that 
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is of strategic importance to them concerning present and future requirements 

(Rymarzak & Siemińska, 2012).  

 

Tenants consider the location of a property when wanting to establish a new business, 

or relocate an existing one (Rymarzak & Siemińska, 2012; Mariotti, 2005) and suit 

their needs of planned operations (Rymarzak & Siemińska, 2012). Properties that 

possess too many push factors are likely not to meet the needs of tenants (Remøy & 

Van der Voordt, 2014). Tenants consider the location of another property, due to 

growth, limited expansion space at their current location, limited accessibility at the 

present location, limited representation at the present location, deterioration of the 

existing building at the present location, environmental considerations, limited labour 

supply and high location costs (Adnan & Daud, 2010).  

 

Tenants view properties as essential contributors to their core activities (Reed & Sims, 

2014). Properties that possess many pull factors are likely to be an attractive 

alternative option for tenants (Remøy & Van der Voordt, 2014). A property will pull 

tenants that have enough space, accessibility to deliverers, accessibility to suppliers, 

accessibility to customers, accessibility to the labour market, representation, low costs 

and locational amenities (Adnan & Daud, 2010; Pellenberg, Wissen & Dijk, 2002). If a 

property possesses too many reject factors, tenants will be reluctant to seek 

occupation in these properties (Remøy & Van der Voordt, 2014). Suitable property 

availability that exists in a market also contribute to tenant location decisions (Daniels 

& Holly, 1983; Levy & Peterson, 2013). Tenants will also consider demand 

considerations, their vision and strategy, financial evaluations and return on 

investment, when deciding on the location of their operations (Leishman & Watkins, 

2004; Niemi & Lindholm, 2010).  

 

In summary, property availability, quality (Dixon, Ennis-Reynolds, Roberts & Sims, 

2009; Livingstone & Ferm, 2017), flexibility (Levy & Peterson, 2013; Livingstone & 

Ferm, 2017; Van de Wetering & Wyatt, 2011), accessibility (Ellison et al., 2007; Levy 

& Peterson, 2013; Livingstone & Ferm, 2017; Van de Wetering & Wyatt, 2011) and 

location (Levy & Peterson, 2013; Sanderson & Devaney, 2017; Sanderson & Edwards, 

2014; Van de Wetering & Wyatt, 2011), are generally prioritised by tenants 

(Livingstone & Ferm, 2017).  
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Potential tenants also consider the property’s form, function, rent (Sanderson & 

Devaney, 2017; Sanderson & Edwards, 2014) and satisfaction with property 

management (Sanderson & Devaney, 2017; Sanderson & Edwards, 2016). Tenants 

must receive good service from the property owner and management, as good service 

will impact upon lease renewal rates, reputation and fewer void periods (Sanderson & 

Edwards, 2016). Attracting new tenants is far more expensive than keeping existing 

ones (Appel-Meulenbroek, 2008; Li, 2003; Matzler & Hinterhuber, 1998), thus, 

satisfying existing tenant needs via customer relationship management is highly 

recommended (Appel-Meulenbroek, 2008). It is widely viewed that tenant satisfaction 

and retention can be greatly improved if the property owner interacts more closely with 

tenants (Halvitigala & Reed, 2015; Sayce, Ellison & Parnell, 2007). 

 

How satisfied a tenant is with a property will depend on the property’s ability to facilitate 

the tenant’s core function, in comparison to competitor properties (Ellison et al., 2007). 

A property owner can improve tenant satisfaction with refurbishment and changes to 

the property that support the tenant’s needs (Schwede et al., 2008). Tenant needs 

likely involve work processes, activities and workplace setting (Brunia & Hartjes-

Gosselink, 2009; Rothe, Lindholm, Hyvönen & Nenonen, 2011). Tenants that are 

satisfied remain committed to staying in and loyal to the property (Appel-Meulenbroek, 

2008; Dogge, 2002; Dogge & Smeets, 2004).  

 

However, even the best service is not guaranteed to keep a tenant, no matter how 

satisfied they are (Sanderson & Edwards, 2016; Venkateswaran, 2003). Buildings 

become obsolete due to changing occupier requirements, which can render the 

usefulness of a property in the eyes of the tenant to be obsolete and this can happen 

in a short period of time (Ellison et al., 2007).  

 

Buildings can become obsolete when they no longer meet the functional, economic 

and social requirements of tenants (Chilton & Baldry, 1997; Halvitigala and Reed, 

2015). Tenant satisfaction with properties evolves with changing occupier 

requirements, but dissatisfaction is only likely to emerge when there are alternative 

properties available. Competitor properties may require a property owner to undertake 

regular refurbishments in order to keep their tenants satisfied (Ellison et al., 2007). 

Property owners cannot expect to attain long profitable leases if their tenants are 
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dissatisfied with the property, therefore, it is advised that property managers pay close 

attention to the satisfaction levels of tenants (Oyedokun et al., 2014). 

 

Property owners need to identify methods in order to fully understand tenant needs 

and preferences (Niemi & Lindholm, 2010). Evaluating tenant preferences requires a 

property owner to consider physical, social, virtual and financial elements (Niemi & 

Lindholm, 2010). The satisfaction of a tenant’s employees is crucial to the tenant; thus, 

a property owner needs to understand how they can enhance their properties to 

accommodate a tenant’s physical, virtual and social work environment (Rothe et al., 

2011). Property owners will need to consider enhancing the property’s tangible 

environment, enhancing information and technology tools, enhancing infrastructure, 

enhancing joint mental spaces (Niemi & Lindholm, 2010) and the willingness to pay 

(Nenonen & Kärnä, 2008; Niemi & Lindholm, 2010). 

 

Property owners should make use of quantitative and qualitative research techniques 

that can assist with being proactive when dealing with property complexities and 

uncertainties that may arise (Leishman & Watkins, 2004; Kummerow, 2000). Including 

tenants into briefing and design decisions can assist property owners with predicting 

the future use of space (Kaya, 2004), where continuous briefing is highly 

recommended (Worthington, 2001). Tenants that partake in processes concerning 

changing the design of a property can contribute to the property’s ability to attain 

successful environments for tenants (Schwede, 2008; Speckelmeyer, 1993).  

 

User-based systems (Becker, 1990; Bottom et al., 1998), focus on analysing tenant 

satisfaction by means of surveys, interviews, questionnaires (Bottom et al., 1998) and 

post-occupancy evaluations (Bottom et al., 1998; Schwede et al., 2008). Data 

gathered from tenants should be collected in person to be fully understood and 

interpreted correctly (Palm & Palm, 2017; Petersen, 2004). Expert-based appraisals 

can indicate the gap between tenant requirements and the property’s attributes 

(Bottom et al., 1998). User-orientation requires a property owner to identify precisely 

what the actual tenant preferences are rather than observing how tenants are adapting 

to and experiencing the existing situation (Rothe et al., 2011). Property managers may 

not appreciate the importance of tenant demands (Appel-Meulenbroek, 2008; 

Leishman et al., 2003).  
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Agency problems may arise from property managers when they have private 

knowledge, non-verifiable information and opinions that cannot easily be conveyed to 

a third party, regarding a tenant (Palm & Palm, 2017), where opportunistic behaviour 

from the property manager may involve neglecting information that cannot be 

quantified. Property managers are expected to keep the property owner up to date on 

everything concerning tenants (Palm, 2016). 

 

Sustainable and green properties can provide positive outcomes for tenants 

(Livingstone & Ferm, 2017; Dixon et al., 2009). Property owners should ensure that a 

property’s design incorporates modern and sophisticated attributes that contribute to 

the property’s sustainability and that mitigates negative impacts on the property’s 

tenants (Jailani, Reed & James, 2015; Kohler, 1999). Tenants are increasingly 

concerned with the natural and social environment, climate change, environmental 

damage, energy security, legislation and incentives concerning energy efficiency, 

carbon dioxide emissions and the growing public awareness of green issues (Van de 

Wetering & Wyatt, 2011). Enhancing the level of sustainability concerning commercial 

properties is crucial for all stakeholders of the built environment (Jones et al., 2015; 

Warren-Myers, 2012). 

 

Issues around sustainability are increasingly becoming a location decision for tenants 

(Levy & Peterson, 2013; Miller & Buys, 2008). Tenants may relocate to green buildings 

due to better quality of work life, work output and customer relationships (Levy & 

Peterson, 2013; Heerwagen, 2000). Thus, owners of commercial properties should 

appreciate the extent to which green buildings can contribute towards attracting 

tenants (Deloitte, 2014; Jones et al., 2015). Properties high in operational energy 

consumption are likely to be unappealing to potential tenants, where such properties 

may also face lengthening tenant void periods (Ellison et al., 2007). 

 

Tenants decide to locate to green buildings for cost savings (Levy & Peterson, 2013), 

Marketing, corporate culture (Levy & Peterson, 2013; Wiley et al., 2008), energy 

efficiency, corporate social responsibility (Levy & Peterson, 2013; Parnell Sayce & 

Sundberg, 2009), building safety, improved health for tenant employees, improved 

well-being for tenant employees and improved comfort for tenant employees (Jones 

et al., 2015). Property investors may face barriers when wanting to invest in green 
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buildings, including; financial considerations, split incentives, lack of knowledge and 

an experienced workforce and a lack of incentives (Jones et al., 2015; Bond & Perrett 

2012). 

 

2.6.1.3 Property Tenant Quality  

 

Property tenants with a poor reputation can impact on the demand from other 

investors, property reputation and the property’s ability to function as required (Ellison 

et al., 2007). It has been shown that successful retail property turnarounds involve 

renewing the leases of profitable high-volume tenants and weeding out unhealthy ones 

(Feldman, 2004). It is crucial that a property owner identify whether a potential tenant 

will enhance the tenant mix of the respective property (Muhlebach & Alexander, 2008). 

 

2.6.2 Property Tenant Mix 

 

When a property has a diverse group of tenants occupying the building, property 

income stability can be affected (Cloete, 2005). A commercial property’s value can be 

enhanced when the property owner adopts clever mixing and matching of various 

types of tenants and space types (Geltner et al., 2014). When multiple tenants in a 

property are compatible, their businesses are likely to perform, even in challenging 

times (Muhlebach & Alexander, 2008). 

 

In a property, the relationship between the percentage of tenant space that is occupied 

by different types of tenants and types of space establishes the tenant mix of the 

property (Dawson, 1983; Garg & Steyn, 2015; Marona & Wilk, 2016; The Institute of 

Real Estate Management, 1990; Yim Yui & Xu, 2012) and will involve a combination 

of businesses or tenants that are occupying space in a property that together as a 

group produce optimum sales for themselves, increase overall property rental income, 

provide optimal services to the community and contribute to the financial ability of the 

property (Bruwer, 1997; McCollum, 1988), or as Cloete (2002) suggests, involves the 

distribution of tenant types in a property in terms of space taken, price offerings and 

the interaction between them.  
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A property owner must pursue a property tenant mix that guarantees that the chosen 

mixture of tenants ensures that the property has the most complete offerings as 

possible, in terms of goods and services in the eyes of the potential customers of the 

tenants. The tenant mix should encompass anchor and satellite tenants (Cloete, 

2002). 

 

A property owner must develop a tenant mix that ensures the proportion of space or 

number of units, in a property, is occupied by different tenants and service types 

(Dawson, 1983; Garg & Steyn, 2015; Kirkup & Rafiq, 1994), in nature (Brown, 1992; 

Dawson, 1983; Kirkup & Rafiq, 1994; Kyriazis & Cloete, 2018), in size (Bean et al., 

1988; Brown, 1992; Bruwer, 1997; Dawson, 1983; Kyriazis & Cloete, 2018; Kirkup & 

Rafiq, 1994), by location (Bean et al., 1988; Bruwer, 1997), by type of merchandise or 

service offered (Bean, et al., 1988; Bruwer, 1997) by relative placement (Brown, 1992; 

Dawson, 1983; Garg & Steyn, 2015; Kirkup & Rafiq, 1994; Kyriazis & Cloete, 2018) 

and by points of property entry (Brown, 1992; Dawson, 1983; Kyriazis & Cloete, 2018; 

Kirkup & Rafiq, 1994). According to Cloete (2002), the objectives of establishing a 

tenant mix are: 

 

• Meet tenant customer demands in terms of variety of goods and services and 

appeal. 

• Improve foot traffic to the property. 

• Prolong duration that tenant customers spend in the property. 

• Encourage cross shopping between tenants within the property. 

• Reach the productivity requirements of the property. 

 

2.6.2.1 Retail Property Agglomerations and Tenant Mix 

 

A commercial district with an effective tenant mix contributes to shoppers remaining 

patrons of businesses, increasing business sales and making an area more appealing 

for retail tenants looking for premises (Ortiz, 2014). A cluster of retail tenants and 

shops concentrated close together in a geographical area establishes a retail 

agglomeration (Abghari & Hanzaee, 2011; Ingene, 1984). Retail agglomerations 

include; shopping malls, galleries, strip centres, factory outlets, town centres, shopping 
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strips and retail parks (Abghari & Hanzaee, 2011). Shopping centres vary according 

to size from small strip centres to giant megamalls (Bruwer, 1997). A shopping centre’s 

size is attributed to the size of the market that the centre services. Shopping centres 

are classified according to market area, pattern, ownership or merchandising (Kyle, 

2013).  

 

As noted earlier, shopping centres are characterised as an agglomeration (Abghari & 

Hanzaee, 2011; Urban Land Institution, 1999), that consist of different retailers and 

commercial service providers (Abghari & Hanzaee, 2011; Kuruvilla & Ganguli, 2008; 

Marona & Wilk, 2016; Urban Land Institution, 1999) within a well-planned, designed 

and managed property or properties (Abghari & Hanzaee, 2011; Urban Land 

Institution, 1999), or as indicated by Kuruvilla and Ganguli (2008), is planned, 

developed, owned and managed as a single property, or as Marona and Wilk (2016), 

suggest, within a well-planned, designed and managed allocated space. Kyle (2013) 

and Cloete (2002) indicate types of shopping centres to be neighbourhood centres, 

community centres, regional centres and super-regional centres. Shopping centres 

combine a mixture of shops and tenants that offer goods, services and catering 

(Rolbina, Kalenskaya, Novenkova & Ukpere, 2016).  

 

Planned shopping centres involve a group of architecturally unified commercial 

businesses and tenants developed on a single site, that operates as a unit, based on 

balanced tenancy and contains parking facilities that generally surround the property 

(Berman & Evans, 1995; Bruwer, 1997; Cloete, 2002; Garg & Steyn, 2015), where the 

size and mix of tenants are relevant to the trade area they intend to serve (Cloete, 

2002; Garg & Steyn, 2015).  

 

Shopping centres impact on consumer lifestyles (Abghari & Hanzaee, 2011; 

Terblanche, 1999). If shopping centre owners wish to maximise the centre’s profits 

they should effectively and strategically allocate space to a variety of tenants that will 

benefit the centre (Yiu, Xu & Ng, 2008). Thus, a shopping centre owner must 

continuously monitor (Kyriazis & Cloete, 2018; Downie, Fisher & Cheryl, 2002) and 

adjust the centre’s tenant mix, in order to maintain the centre’s property value (Kyriazis 

& Cloete, 2018; Downie et al., 2002).  
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Shopping centre owners must always have a list of desired tenants for the purpose of 

the existing and future tenant mix and in addition, have a list of the right tenants to 

take up vacancies (Muhlebach & Alexander, 2008).  

 

Shopping centre owners must configure the centre to suit the site and the environment 

in which it operates and, therefore, the centre must be kept appealing to the community 

it serves (Cloete, 2002). Shopping centres are faced by constant change involving 

new retail concepts, failing retail chains, changing demographics, changing consumer 

needs and changing consumer wants. These drivers of change present property 

developers and owners with opportunities regarding property development, 

renovations and adaptive uses (IREM, 2011). 

 

Shopping centre success is attributed to quality of location, accessibility (Kyriazis & 

Cloete, 2018; Kirkup & Rafiq 1994; Sanderson & Devaney, 2017), management, lack 

of competition, high customer footfall (Sanderson & Devaney, 2017), catchment area 

size and quality, provision of car parking, internal layout and environment (Kyriazis & 

Cloete, 2018; Kirkup & Rafiq 1994) and the tenant mix (Brown,1992; Bruwer, 1997; 

Garg & Steyn, 2015; Greenspan, 1987; Grenadier, 1995; Kirkup & Rafiq, 1994; 

Kyriazis & Cloete, 2018; Kuruvilla & Ganguli, 2008; Marona & Wilk, 2016; Yim et al., 

2012; You et al., 2008). An ineffective tenant mix can be the downfall of a shopping 

centre (Bruwer, 1997; Brown,1992; Greenspan, 1987; Grenadier, 1995; Kirkup & 

Rafiq, 1994; Kyriazis & Cloete, 2018; Yim et al., 2012), since a shopping centre’s 

tenant mix is crucial to tenants and the tenant’s customers (Cloete, 2002; Bruwer, 

1997; Kirkup & Rafiq, 1994).  

 

Shopping centre location contributes to the centre’s image and will influence the 

centre’s tenant mix (Kuruvilla & Ganguli, 2008; Levy & Weitz, 2007). Shopping centres 

should offer a holistic experience, a pleasant atmosphere and a tenant mix with goods 

and services variety. Furthermore, shopping centre owners must strive to enhance the 

centre’s attractiveness with an optimal tenant mix that better positions the centre 

compared to the centre’s competitors (Tandon, Gupta & Tripathi, 2015). A shopping 

centre’s tenant mix policy must include the monitoring of tenants and improving the 

quality of the tenant mix (BCSC, 1988; Cloete, 2002), which is an important 

responsibility of the centre’s management (Cloete 2002; Downie et al., 2002; 
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Greenspan, 1987; Kyriazis & Cloete, 2018). To be proactive in dealing with potential 

vacancies, shopping centre owners must constantly and closely monitor the tenant 

mix and establish tenant mix objectives and resolutions (Kirkup & Rafiq, 1994). Tenant 

mix monitoring must commence as soon as letting activity occurs and before retaining 

an existing tenant, performance of that tenant must be closely monitored, taking into 

account the value that the existing tenant added to the overall tenant mix, during their 

occupancy (Kyriazis & Cloete, 2018; Greenspan, 1987). A tenant mix should always 

contribute to the marketing positioning of the shopping centre, therefore, shopping 

centre owners are advised to wait for the right tenants to request occupancy and not 

just to accept those who arrive first to request tenancy (Kuruvilla & Ganguli, 2008; 

Prayag, 2006; Singh, 2005).  

 

Tenants are the main contributors of revenue for a shopping centre, in terms of rental 

income, maintenance charges, space selling, sponsored promotions and billboards 

(Kuruvilla & Ganguli, 2008). Tenants will pay good money for space that’s highly 

attractive to them and is predicted to generate sufficient sales for their businesses 

(Abghari & Hanzaee, 2011). When a shopping centre has strong trading performance, 

tenants are likely to afford higher rents (Sanderson & Devaney, 2017). 

 

A shopping centre’s tenant mix must maximise the centre’s rental income (Brueckner, 

1993; Eppli & Shilling, 1993; You et al., 2008). Shopping centres are generally single-

owned, thus the centre’s tenant mix distribution is likely to be related to total bid rent 

(Scott, 1970; Yim Yui & Xu, Brown, 1992a). Space is allocated to those retail functions 

that can afford the highest rental rate, subject to competitive rent bidding (Marona & 

Wilk, 2016), hence higher-order functions are likely to occupy core locations in the 

shopping centre (Marona & Wilk, 2016; Reimers & Clulow, 2004). Shopping centres 

that are larger, newer, with more national chain tenants (Carter & Allen, 2012), less 

vacancies and with greater market area purchasing power, command higher rental 

rates (Carter & Allen, 2012; Gatzlaff et al., 1994; Sirmans & Guidry 1993). 

 

Generally, the bigger the tenant size in a shopping centre, the less rent per square 

metre is charged (Carter & Allen, 2012; Carter & Vandell, 2005). Tenants that produce 

positive externalities in a shopping centre should receive rent subsidies, while rent 

premiums should be charged to those tenants who contribute little to the tenant mix 
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(Carter & Allen, 2012). Anchor tenants usually contribute to positive externalities and 

are thus charged a lower rental rate (Eppli & Shilling, 1993; Yim et al., 2012), but much 

of this lower rental rate is recovered by charging non-anchor tenants higher rental 

rates, where non-anchor tenants are usually prepared to pay a higher rental rate 

because of the benefits gained from the positive externalities (Geltner et al., 2014). 

Anchor tenants generally sign long-term leases with a favourable rental rate (Geltner 

et al., 2014). When anchor tenants vacate a shopping centre, the rental income earned 

by the centre usually drops substantially for some time (Carter & Allen, 2012; Gatzlaff 

etal., 1994).  

 

A concentration of store types can decrease rents and revenues (Carter & Allen, 2012; 

Eppli & Shilling, 1995). Shopping centre owners should avoid selecting too many 

competitor tenants (Donnellan, 2013), but a tenant mix should include some level of 

competition, but with varying price points, so shoppers can benefit from choice (BCSC, 

1988; Cloete, 2002). Shopping centre owners should be cautious of intra-category 

retail concentration, as bargaining power can decrease rental rates (Carter & Allen, 

2012). Shopping centre owners sometimes make the mistake of taking in tenants that 

pay the highest rental rates rather than those tenants that contribute to the tenant mix 

and enhance the shopping centre as a whole (Bruwer, 1997; Garg & Steyn, 2015; 

Sullivan, 1988; Sullivan & Adcock, 1988). 

 

Some shopping centre developments lack control over the centre’s tenant mix 

(Kuruvilla & Ganguli, 2008), resulting in centres looking empty long after they open up 

for business, thereby affecting the popularity of the centre (Kuruvilla & Ganguli, 2008; 

Prayag, 2006). Shopping centre owners need to eliminate the obstacles that prevent 

access to the centre’s tenant mix (Abghari & Hanzaee, 2011; Ingene 1984). Shopping 

centres develop an image through the combined promotional efforts of the centre 

owners, management and tenants (Cloete, 2002). Customers are likely to choose to 

shop at a shopping centre with an effective tenant mix and friendly atmosphere 

(Marona & Wilk, 2016). 

 

Shopping centre owners can develop a tenant mix by considering the nature of the 

competition between tenants (Donnellan, 2013). Shopping centre owners need to find 

a good balance between retail tenants and non-retail tenants, including those tenants 
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involved with entertainment, when developing the centre’s tenant mix (Marona & Wilk, 

2016; Ojouk, 2010). A shopping centre’s tenant mix must entail a balance of traders 

that contribute to optimum trade (BCSC, 1988; Cloete, 2002). Retail tenants are likely 

to benefit from strong and well-placed traders, that contribute to foot traffic, type of 

footfall and micro-retail linkages (Kirkup & Rafiq, 1994; Brown, 1989). One-stop 

shopping trends are also driving the need to establish an effective tenant mix (Yim et 

al., 2012), since one-stop shopping generally develops patronage (Yim et al., 2012; 

Reimers & Clulow, 2009; Kaufman, 1996).  

 

New shopping centres depend on early lettings and strong tenants, in order to attract 

tenants from other shopping districts, develop a successful image, establish effective 

market positioning and take market share from competitor centres (Kirkup & Rafiq, 

1994). Identifying key tenants is vital for market penetration (Altoon, 2010). First 

impressions count with new shopping centres, so the first line-up of tenants will be 

crucial in the first customers having good experiences (Kirkup & Rafiq, 1994; 

Worthington, 1988). An effective tenant mix will drive shopper excitement, shopper 

spending, longer visits by shoppers and shoppers returning in the future (Kyriazis & 

Cloete, 2018; Wakefield & Baker, 1998).  

 

Shopping centre owners are required to know the extent that their centres are 

attractive to shoppers in general (Abghari & Hanzaee, 2011; Wong, Lu & Yuan, 2001). 

Shopping centre owners should always try to establish the best selection and 

configuration of tenants (Garg & Steyn, 2015; Borgers, Brouwer, Kunen, Jessurun & 

Janssen, 2010), as the composition of a tenant mix will contribute to the centre’s 

attractiveness (Garg & Steyn, 2015; Teller & Reuterer, 2008). Shopping centre owners 

must ensure that the tenant mix adopted is consistent with the desired centre image 

and type of customer that needs to be attracted to the centre (Donnellan, 2013).  

 

The attractiveness of a shopping centre can be improved with an effective 

composition, i.e., the number and type of retail and non-retail tenants that satisfy 

customer wants and needs and lessen shopping logistics hassles (Abghari & 

Hanzaee, 2011; Teller & Reutterer, 2008; Wakefield & Baker, 1998). Since customers 

choose to shop at a shopping centre based on the availability of alternative shopping 

centres (Singh & Sahay, 2012; Tandon et al., (2015), it is vital that a shopping centre 
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is attractive to customers, so that the centre can benefit from re-visit intentions, facility 

evaluation and word-of-mouth communications (Joseph-Mathews, Bonn & 

Snepenger, 2009; Saarijärvi, Rintamäki & Kuusela, 2013; Tandon et al., 2015).  

 

Shopping centre attractiveness dimensions that should be considered by a shopping 

centre owner include; entertainment facilities, ambience, location, tenant mix, parking, 

employee behaviour, price, quality, customer service, promotional activities, mall 

amenities, food and refreshments and safety (Banerjee, 2012; Bloch, Ridgway & 

Dawson, 1994; Gilboa & Vilani-Yavetz, 2013; Shim & Eastlick, 1998; Tandon et al., 

2015). 

 

2.6.2.2 Tenant Placement, Foot Traffic and Tenant Mix 

 

There are tenants that are able to generate positive externalities for the shopping 

centre, allowing other tenants close by to become more profitable (Geltner et al., 

2014). The successful management of a shopping centre’s tenant mix will enhance 

pedestrian flow inside the centre (Kyriazis & Cloete, 2018). Tenant management 

(Tandon et al., 2015; Teller & Reutterer, 2008) and a tenant mix (Abratt, Fourie & Pitt, 

2001; Garg & Steyn, 2015) can contribute to shopping centre success by attracting 

more patrons, increasing foot traffic, that generates more sales for tenants (Abratt et 

al., 1985; Alexander & Muhlebach, 1989; 1990; Brown, 1992b; Garg & Steyn, 2015; 

Greenspan, 1987; Ibrahim, Sim & Chen, 2003; Tandon et al., 2015; Teller & Reutterer, 

2008; Yim et al., 2012). Increased customer traffic improves the profitability of a 

shopping centre (Miceli, Sirmans & Stake, 1998; You et al., 2008).  

 

Shopping centre owners must develop a tenant mix that fits the centre’s location, the 

centre’s size, customer needs and the demographic profile of the catchment area 

(Tandon, Gupta & Tripathi, 2016; The Institute of Real Estate Management, 1990). 

Shopping centre owners must have knowledge of all the centre’s tenants in terms of 

sales, sales history, sales trends, merchandise mix and price points (Muhlebach & 

Alexander, 2008). When a shopping centre owner develops a tenant mix, it will likely 

entail locating individual stores inside the centre (Marona & Wilk, 2016), since the 

location of tenants within a shopping centre is an important factor to address (Brown 

1992; Kyriazis & Cloete, 2018). Tenants should be arranged in such a way that the 
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convenience relating to searching, locating and accessing stores or other tenants, is 

improved (Abghari & Hanzaee, 2011). Convenience shopping experiences depend on 

the distance between stores, where corridors with more stores will likely lead to more 

cross-shopping amongst then tenants (Ortiz, 2014). 

 

An ineffective tenant mix lowers foot traffic in a shopping centre, thus reducing tenant 

sales (Garg & Steyn, 2015). Shopping centre owners are required to know if the 

location allocated for each tenant suits the tenant and at the same time suits the 

centre’s tenant mix and foot traffic flow (Muhlebach & Alexander, 2008). Shopping 

centre traffic flow is attributed to the location of tenants (Kyriazis & Cloete, 2018). 

Tenants must be located to positions inside and around the shopping centre that 

contribute to pedestrian flow circulation (BCSC, 1988; Cloete, 2002). Tenants that are 

located close to high traffic flow areas inside the shopping centre are likely to pay the 

highest rental rates (Kyriazis & Cloete, 2018; Lam & Chua, 2012).  

 

In a shopping centre, the most foot traffic is widely viewed to occur at the centre of the 

shopping centre and gradually diminishes moving away and with distance from the 

central point (Carter & Allen, 2012; Carter & Vandell, 2005; Marona & Wilk, 2016). The 

convenience for customers to enter and exit a shopping centre is crucial, since if the 

customers struggle to easily access the shopping centre at the given location, the 

customers will likely shop elsewhere, hence a shopping centre owner must ensure 

that there will be a smooth traffic flow (Muhlebach & Alexander, 2008).  

 

A tenant’s ability to generate customer traffic will depend on store type (Carter & Allen, 

2012). Tenants that compete with each may actually complement each other by 

increasing traffic flow and increasing turnover, in a specific area in the shopping centre 

(Downie et al., 2002; Greenspan 1987; Kyriazis and Cloete, 2018), but a shopping 

centre owner must place tenants so that the traffic generated by one tenant, benefits 

all other tenants, making sure that competition amongst the tenants is not detrimental 

to themselves and the centre (Kyle, 2013). A shopping centre owner is advised to 

avoid a tenant mix that involves too many tenants in competition with one another, 

with the risk of a tenant driving another one out (Rider, 2006). If a tenant can benefit 

from the customers of another tenant, then the tenants should be placed close 

together. Shopping centre owners must consider that a certain location that might work 
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for one tenant might not work for another tenant. Key tenants should be placed where 

parking, entrances and exit points make it convenient for customers to access them 

but at the same time exposing the customers to as many other tenants as possible 

(Cloete, 2002). 

 

A shopping centre owner needs to develop a merchandising mix, which entails the 

placement of tenants. Developing a merchandising mix, requires the following factors 

to be considered; tenant types, customer types, logical purchase patterns and 

dependent purchases, natural customer instincts, zoning of merchandising categories 

and centre configuration, with needs to be identified and addressed (Cloete, 2002). 

Locating and placing tenants effectively can increase the likelihood of impulsive 

behaviours of customers. Tenants that trigger impulsive behaviours should be located 

on the lower floors of a shopping centre, where foot traffic is expected to be higher 

(Marona & Wilk, 2016; You et al., 2008).  

 

More traction is likely to occur around anchor tenants (Ortiz, 2014). Developing a 

tenant mix will include matching anchor tenants with non-anchor tenants (Geltner et 

al., 2014). A shopping centre owner must place key tenants at the ends of shopping 

centres and not in the middle of the centre (Cloete, 2002), since where anchor tenants 

and large-space tenants are located in a shopping centre, this will attract customers 

via the centre’s entrances and benefit those tenants between the entrance and where 

the anchor tenants are located, as those non-anchor tenants depend on comparative 

and convenience shopping (Downie et al., 2002; Kyriazis & Cloete, 2018). Therefore, 

a shopping centre owner must place anchor tenants where maximum pedestrian traffic 

flows past supplementary and non-anchor tenants (Cloete, 2002). Furthermore, key 

tenants must not be placed close to each other and a shopping centre owner should 

place as many shops between key tenants as possible (Cloete, 2002).  

 

A shopping centre owner will utilise short-term lease terms, renewal and cancellation 

options, in order to mix, match and place non-anchor tenants for tenant mix 

optimisation (Geltner et al., 2014). Tenants that offer convenience goods should be 

placed close to the parking area and tenants offering comparative shopping, need to 

be placed where they are highly visible and need to be close to each other. Tenants 

offering essential goods can be placed in less visible locations, while tenants that 
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depend on impulse-buying and offer specialised goods and services need to be placed 

in the most visible locations in the centre (Cloete, 2002). 

 

The placement of tenants in a shopping centre should be guided by the following 

considerations: 

 

• Place key and anchor tenants at opposite ends of the centre (Garg & Steyn, 

2015; Dawson, 1983; Kyriazis & Cloete, 2018) and fill the space in-between 

with non-anchor tenants (Dawson, 1983; Garg & Steyn, 2015). 

• Anchors tenants must be far enough from the centre’s entrances to pull the 

shoppers past the non-anchor tenants (Dawson, 1983; Garg & Steyn, 2015; 

Kyriazis & Cloete, 2018). 

• There should be no dead ends inside the centre (Dawson, 1983; Garg & Steyn, 

2015; Kyriazis & Cloete, 2018). 

• Place service-orientated tenants inside the centre and close to the centre’s 

entrances and exits (Dawson, 1983; Garg & Steyn, 2015; Kyriazis & Cloete, 

2018). 

• Pet shops and dry cleaners should be placed far away from food shops 

(Dawson, 1983; Garg & Steyn, 2015; Kyriazis & Cloete, 2018). 

• Food stores must be placed far away from fashion outlets (Dawson, 1983; Garg 

& Steyn, 2015; Kyriazis & Cloete, 2018). 

• Maintain an even distribution of customers within a multiple-storey shopping 

centre with effective vertical access and spread food stores around the centre 

(Abratt et al., 1985; Beddington, 1982; Dawson, 1983; Garg & Steyn, 2015; 

Gruen, 1973; Kyriazis & Cloete, 2018; Sim & Cheok, 1989). 

 

2.6.2.3 Size, Space and Tenant Mix 

 

Over and above the placement of tenants relative to other tenants and the shopping 

centre’s entrances, establishing a tenant mix must take into account the number, 

nature and size of tenants (Garg & Steyn, 2015; Dawson, 1983). The size of a trade 

area will determine a tenant mix, as a larger trade area will allow for greater retail 

density (Ortiz, 2014). A shopping centre owner must ensure that a tenant mix 
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establishes the best and most efficient use of valuable shop frontage and space that 

is less noticeable, so that all the different types of space shapes and sizes will match 

the trading requirements of the respective tenants (BCSC,1988; Cloete, 2002).  

 

When a shopping centre owner allocates space to tenants, it is done by distributing 

space to different categories of shops that will maximise sales for tenants and, thus, 

centre profits (You et al., 2008). As noted by Carter and Allen (2012: 73), “finding the 

distance between stores of the same type would assist in determining the number of 

each store type, since there is a limited amount of space in a mall and only so many 

stores of a single type that could fit into the subject space”. When a tenant mix of a 

shopping centre is characterised by an abundance of tenants of different categories, 

the size of the centre is what matters, as there will be enough space to accommodate 

the variety. Small shopping centres are unable to accommodate a variety of tenants 

as there will not be enough space (Yim, Yiu & Xu, 2012).  

 

Deciding on what size to go with for each tenant will depend on the tenant’s level of 

operating costs and how much floor space they need to successfully conduct 

business, where striking a balance between these two factors is crucial (You et al., 

2008; Sim, 1984). As indicated by Carter and Allen (2012: 73), with reference to the 

journal article of Brueckner (1993), “store space is allocated to stores to the point 

where net marginal revenue is equal to the marginal cost of space, less an externality 

term, all adjusted by each store’s elasticity of demand”. A shopping centre owner 

should avoid giving too much centre space to too many tenants of the same type that 

offer the same product offering, as this may lead to negative externalities that can 

reduce tenant sales performance (Brueckner, 1993; Yim et al., 2012).  

 

2.6.2.4 Research, Marketing and Tenant Mix 

 

No scientific models for a shopping centre exist that can assist with establishing the 

perfect tenant mix, in terms of different trades and distribution of space (Yim & Xu, 

2012). Establishing a tenant mix has generally been based on assuming what 

customer preferences are and the behaviour of customers (Garg & Steyn, 2015), 

although there is research about consumer tenant mix preferences (Borgers et al., 

2010). 
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Although an official model for the perfect tenant mix has not been established (Bean 

et al., 1988; Garg & Steyn, 2015), determining an effective tenant mix can be 

formulated with market research (Bruwer, 1997; Greenspan, 1987; Garg & Steyn, 

2015), common sense (Bruwer, 1997; Garg & Steyn, 2015; Greenspan, 1987; Kyriazis 

& Cloete, 2018), personal experience, and instinct (Kyriazis & Cloete, 2018; 

Hernandez & Bennison, 2000), or, as suggested by Kyriazis & Cloete, (2018) and Yim 

& Xu, (2012), gut feeling and experience and lastly, as suggested by Kirkup & Rafiq 

(1989) and by Yim et al. (2012), past experience and intuition. Formulating a 

merchandising mix is not a science, but a matter of feel (Cloete, 2002).  

 

As indicated by Carter and Allen (2012: 75), “optimum store mix may be a somewhat 

ideal concept. Store locations and sizes will go through iterations over time - that have 

more to do with what management thinks are good results as opposed to what 

management thinks may be the best results at the time.  

 

The perfect outcome may never be realised but best tendencies should be always 

recognisable”. As described by Bruwer (1997: 163), “suitable actual tenants may not 

be found exactly in accordance with the specified ‘ideal’ tenant mix profile, and/or they 

may not be successful in practice”. As suggested by Bruwer (1997: 163), “once the 

centre is up and running, the actual usage of tenants in the mix should be researched 

(ex post), and an assessment made of whether a satisfactory equilibrium mix has in 

fact been obtained. If this is not the case, the necessary actions should be taken”. 

 

Since there is no formula for obtaining ideal tenant mix synergy (Yim et al., 2012), 

extensive research is thus essential (Greenspan, 1987; Kirkup & Rafiq 1994; Kyriazis 

& Cloete, 2018), which is not an easy task and will require in-depth analysis and 

additional market research (Kanayan & Kanayan, 2009; Rolbina et al., 2016). Market 

research assists with understanding customer preferences, with the objective of 

matching the preferences with the tenant mix design (Ortiz, 2014). Needs of customers 

concerning goods and services have to be clarified (Rolbina et al., 2016; Garg & Steyn, 

2015; Gerbich, 1998). Lack of empirical research makes it difficult for shopping centre 

owners to decide on a tenant mix (Kirkup & Rafiq, 1989; 2012).  
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Shopping centre owners will likely be required to undertake tenant mix trial and error 

processes (Yim et al., 2012) and make use of cost-effective research methodologies 

that guide the owners based on scientific evidence (Bruwer, 1997; Kyriazis & Cloete, 

2018). 

 

A good start to establishing a tenant mix is to understand the market (Ortiz, 2014). As 

indicated by Kuruvilla and Ganguli (2008: 208), “the kind of tenants that the mall will 

house and the format to be built is also based on the analysis of the Catchment. The 

Catchment is the geographic area that accounts for a majority of the mall’s visitors. In 

addition to the location of the mall the other factors that define the size and shape of 

the trade area are the type of shopping area, the type of mall and the competition from 

other malls or other retail / entertainment formats”.  

 

Shopping centre owners must consider the following regarding competitor shopping 

centres; tenant mix, vacancies, asking and deal-making rents, lease terms, likely sales 

levels, problems with ingress and egress, who the anchor tenants are, anchor tenant 

performance, quality of centre management, common area costs, are percentage rent 

provisions being used, are there incentives for new tenants and perceptions of the 

centre (Muhlebach & Alexander, 2008). 

 

Data is collected through market research (Rolbina et al., 2016) where the data will 

clearly define the market. Data is collected via surveys, focus groups, interviews, real 

estate listing databases, newspapers and online customer reviewing sites (Ortiz, 

2014). In-person surveys are widely viewed as the most effective method (Rolbina et 

al., 2016). Consumer surveys can identify gaps in retail offerings (Ortiz, 2014). Internet 

sources and a visual survey of a neighbourhood should be considered when assessing 

competitor shopping centres (Kuruvilla & Ganguli, 2008). 

 

With regards to tenant mix research, shopping centre owners must consider utilising 

masterplans of areas, demographic data, research firms, census data, customer 

spotting methods, mystery shopping methods (Kuruvilla & Ganguli, 2008), 

psychographic data, anchor tenant maps (Ortiz, 2014), information on potential 

customer base, information on available retail stores, and information on perceived 

competition (Kuruvilla & Ganguli, 2008; IRN News, 2007; Levy & Weitz, 2007). Up-to-
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date market data and understanding customer preferences will contribute to 

enhancing the tenant mix (Ortiz, 2014). 

 

A shopping centre owner should inspect the tenant mix adopted in comparable 

shopping districts for insight (Ortiz, 2014). Determining which anchor tenants are 

effective at drawing customers will require a market analysis (Cloete, 2002). According 

to Ortiz (2014), after conducting market research, shopping centre owners need to 

identify the groups and categories of retail that is needed. This would be informed by 

the following considerations: 

 

• Customer wants 

• Market and demographic data indicating market opportunity 

• Community wants 

• Space available, vacancies and the size and configuration of retailers that offer 

the goods and services according to category. 

 

Potential tenants and customers of a shopping centre will be influenced by the centre’s 

marketing strategy (Kirkup & Rafiq, 1989). A shopping centre’s marketing strategy 

must take into account the proposed tenant mix (Donnellan, 2013), since the 

marketing success of a shopping centre will depend on various factors and the tenant 

mix (Kirkup & Rafiq, 1989). The tenant mix will contribute to a shopping centre’s ability 

to differentiate itself from competitor centres (Kyriazis & Cloete, 2018; Kirkup & Rafiq, 

1994) and determine the centre’s image (Greenspan, 1975; Kirkup & Rafiq, 1994; 

Nevin & Houston, 1980). A synergistic mix of stores, broad selection of merchandise 

categories, broad selection of brands and services all contribute to marketing a 

shopping centre (Donnellan, 2013). 

 

A shopping centre owner can use the sales generated by tenants in the centre as a 

marketing tool to draw potential tenants (Muhlebach & Alexander, 2008). Having a 

tenant line-up is crucial for attracting and retaining customers (Greenspan, 1975; 

Kirkup & Rafiq, 1994; Nevin & Houston, 1980). Marketing strategies must be adjusted 

to increase the overall attractiveness of a shopping centre (Abghari & Hanzaee, 2011; 

Reilly, 1931).  
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Shopping centre positioning and the centre’s ability to offer a unique value proposition 

become key aspects with the ever-increasing emergence of new competitor shopping 

centres (Kuruvilla & Ganguli, 2008). 

 

It is essential that a shopping centre owner is up to date on the contribution that each 

tenant has made to the shopping centre during their occupancy. Shopping centre 

owners must consider the tenant turnover rate and the sequence of lease expirations 

due in future years, so that shopping centre owners can prepare to implement a 

superior tenant mix when opportunities arise with existing tenants vacating 

(Muhlebach & Alexander, 2008). 

 

2.6.2.5 Effective Tenant Mix  

 

It is widely viewed that a shopping district that offers a variety and unique set of retail 

options for customers will increase its geographic trade area size (Ortiz, 2014). 

Successful shopping centres are characterised by having a complementary tenant mix 

(Bruwer, 1997). A complementary tenant mix increases sales for all tenants, provides 

more convenience for customers and can attract more customers due to the one-stop 

shopping principle (Donnellan, 2013). Shopping centres must strive to have tenants 

that provide effective price-value ratios and offer a variety of goods and services 

(Abghari & Hanzaee, 2011; Teller & Reutterer, 2008). 

 

Different kinds of tenants in a shopping centre are highly interdependent (Yim et al., 

2012). All tenants relate to each other in some way and thus must work together to 

achieve maximum success (Bruwer, 1997; Greenspan, 1987). A shopping centre must 

have a balanced tenancy that complements each other, with the objective of satisfying 

the needs of the customer catchment area (Berman & Evans, 1995; Bruwer, 1997). 

 

Since tenants in shopping centres are interdependent, an effective tenant mix should 

generate cumulative synergy that will contribute to the success of all tenants (Carlson, 

1991; Kirkup & Rafiq, 1994; Sim & Cheok, 1989). The same type of tenants that offer 

comparative shopping should be spread around the shopping centre (Carter & Allen, 

2012; Carter & Haloupek, 2002). There are situations where large, speciality tenants 

can contribute to the sales of smaller speciality tenants, even when both offer similar 
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goods and services (Garg & Steyn, 2015; Mejia & Eppli, 1999). Shopping centres 

should only have minimal amounts of tenants that offer comparative products and 

services, in order to prevent a competitive environment that could be to the detriment 

of the tenants (Carter & Allen, 2012).  

 

A shopping centre’s tenant mix should be structured so that customers do not waste 

too much unnecessary time which could frustrate them (Marona & Wilk, 2016; Ojouk, 

2010). Shopping centre owners should provide a clear management of tenants and 

set up directories so that customers can quickly and easily identify the shops they 

need to go to, easing their shopping endeavour (Abghari & Hanzaee, 2011). A tenant 

mix must include; sufficient public facilities and services, a qualitative shopping 

environment, comfort, entertainment and sensations (Marona & Wilk, 2016; Yuo, 

Crosby, Lizieri & McCann, 2004). Shopping centres can benefit from leisure shopping 

and entertainment provisions (Yim et al., 2012). 

 

An effective tenant mix will benefit large and small tenants (Kyle, 2013). Shopping 

centre owners need to select appropriate tenants and match them to suitable locations 

in the shopping centre (Carter & Allen, 2012). Placing tenants appropriately will 

enhance customer satisfaction (Sim & Cheok, 1989; You et al., 2008). An effective 

tenant mix will include indirectly competing and complementary stores (Donnellan, 

2013). It is advised that shopping centre owners, in a well-contrived, methodical and 

scientific manner, pre-determine the tenant mix before the opening of the shopping 

centre. This will allow shopping centre owners to start the pre-letting process (Bruwer, 

1997). 

 

A tenant mix that is effective for a specific shopping centre could be ineffective for 

another centre (Alexander & Muhlebach, 1992; Casazza & Spink, 1985; Garg & Steyn, 

2015; Yim et al., 2012). Every shopping centre is different due to the area the centre 

services; hence the tenant mix of the centre must suit the catchment area’s 

demographic profile and customer needs (Garg & Steyn, 2015; The Institute of Real 

Estate Management, 1990; Yim et al., 2012). A tenant mix should depend on whether 

the shopping district can entail destination, convenience and comparison-orientated 

offerings (Ortiz, 2014). Comparison-oriented situations need to offer a wider range of 

convenience offerings and general merchandise.  
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Destination-orientated situations need to offer unique retail and dining options (Ortiz, 

2014). A shopping centre owner can place destination tenants anywhere in the centre, 

but impulse tenants need to be placed by high-traffic areas with good visibility 

(Muhlebach & Alexander, 2008). 

 

A tenant mix must create synergism (Bruwer, 1997; Garg & Steyn, 2015; Muhlebach 

& Alexander, 2008; Silverman, 1992), thus creating a win-win-win situation (Bruwer, 

1997; Cloete, 2002). Attracting a wide variety of customers is an indicator of an 

effective tenant mix. Anchor tenants can attract visitors to the centre. A diverse tenant 

mix will contribute to one-stop shopping (Ortiz, 2014). An effective tenant mix will have 

a variety of tenants that work well together (Bruwer, 1997; Greenspan, 1987; Garg & 

Steyn, 2015; Kyriazis & Cloete, 2018; McCollum, 1988) and are compatible and 

complement each other. Furthermore, an effective tenant mix must entail efficient 

space allocation and the right number of tenants that encourages customer 

interchange (Abghari & Hanzaee, 2011). An effective tenant mix must offer unique 

products or services (Bruwer, 1997) and build the shopping centre’s image (Yim et al., 

2012). In summary, an effective tenant mix must be characterised by a compatible 

variety of tenants, effective space allocation, effective tenant placement and enhanced 

interaction with customers (Marona & Wilk, 2016). 

 

According to Kaylin (1973), Bruwer (1997), Cloete (2002) & Garg & Steyn (2015), an 

ideal tenant mix achieves these objectives: 

 

• A balanced diversification of tenants by offering a wide range of products and 

services. 

• Specific image for a property 

• Maximum sales potential from the catchment area 

• A synergy between all tenants, anchor and non-anchor 

• Logical layouts of tenants 

• Pleasant shopping environments 

• A variety of tenants to maximise attractiveness to the population of catchment 

area. 

• Maximising return on property investment. 
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According to Ortiz (2014), the outcome of a selected tenant mix can be tracked with 

the following: 

 

• Changes in vacancy rates 

• Changes in foot traffic counts 

• Tracking leads generated 

• Tracking leases signed and businesses opened 

• Tracking the total tenant sales or revenue on an annual basis 

• Press or coverage of new business openings 

• Testimonials from new business owners 

• Take regular before-and-after photographs of the property, inside and outside, 

over a time period. 

 

To conclude, there is no single, right formula in determining the perfect tenant mix, but 

continuous research on the matter could prove valuable (Carter & Allen, 2012). 

 

2.6.3 Distressed Properties and Property Tenant Mix 

 

Low cash flow levels that are not sufficient to cover debt payments result in distressed 

situations (Schweizer & Nienhaus, 2017). Distressed properties are described to have 

low levels of net operating income, as a result of numerous types of obsolescence 

(Healy,1989), that cannot cover the property’s debt service requirements (Brophy & 

Chen, 2010; Cornell et al., 1996).  According to Geltner et al., (2014), net operating 

income of a commercial property is determined by taking all the sources of property 

revenue and deducting all the property’s operating expenses. According to Kyriazis 

and Cloete (2018) a property’s tenant mix can result in the emergence of 

obsolescence, as a property’s tenant mix might not meet modern trends and factors 

exist that can hinder updating a property’s tenant mix policy. The diversity of tenants 

occupying a property has the ability to impact upon the property’s income stability 

(Cloete, 2005). Tenant compatibility is highly valued for business success, particularly 

during challenging economic times (Muhlebach & Alexander, 2008).  
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Property investors that pursue distressed properties, look for creditable tenants in 

place or who are interested in the respective market (Altoon, 2010). The tenants of a 

property are its most valuable asset, especially for the success of income-producing 

properties. Tenants are responsible for paying the property’s rent, which generates 

the property’s income and which covers its operating expenses and debt obligations, 

resulting in the net cash flow and thus the property investor’s return on investment is 

established (Muhlebach & Alexander, 2008). 

 

A commercial property’s value is substantially affected by its tenant mix (Geltner et al., 

2014). The success of a property can be attributed to its tenant mix and tenant 

placement decisions (Yiu et al., 2008). With an effective tenant mix, customers of 

tenants continue to patronise the tenant’s businesses, thus contributing to tenant sales 

and income (Ortiz, 2014). The combination of tenants that make up a property’s tenant 

mix form an assemblage to generate optimum sales for tenants and rents for property 

owners (Bruwer, 1997; McCollum, 1988). Therefore, the right tenant mix for a property 

is needed to attain a maximum return on investment for the property investor (Garg & 

Steyn, 2015), since property owners can maximise profits by the appropriate allocation 

of space to a variety tenants (Yiu et al., 2008).  

 

For a property to maintain its required value, a property owner is required to 

continuously monitor and adjust the property’s tenant mix (Downie et al., 2002; 

Kyriazis & Cloete, 2018). A property owner needs to allocate space to a mix of tenants 

that have different categories of product and services offerings, in order for the 

property owner to maximise property rental income (Brueckner, 1993; Eppli & Shilling, 

1993; You et al., 2008). 

 

It has been shown that successful shopping centre turnaround includes improving 

visibility of key tenants, constructing new entrances, implementing ways to improve 

shopper circulation throughout the property, intensive marketing programmes geared 

to the local trade area and promotional activities that ensure a constant flow of events 

(Feldman, 2004). A property’s tenant mix can shape its chances of success (Abratt, et 

al., 2001; Garg & Steyn, 2015).  
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An effective tenant mix will attract more patrons that will increase the sales and income 

for the property’s tenants (Abratt et al., 1985; 2001; Alexander & Muhlebach, 1990; 

1989; Brown, 1992b; Garg & Steyn, 2015; Greenspan, 1987; Teller & Reutterer, 2008; 

Yim et al., 2012). An adverse tenant mix generally results in less foot traffic occurring 

within and around the property, thus negatively impacting on the sales and income of 

tenants, and which is likely to translate into increased vacancies and lower rental 

income for the property (Alexander & Muhlebach, 2001; Garg & Steyn, 2015). 

 

Even the best-laid plans, tenant placement and synergy will be negatively impacted 

by vacancies, tenants failing and recruiting ineffective tenants. If a property does not 

have a clear market position and has a tenant mix that does not make sense to 

potential tenants, is likely to make the property unappealing to potential new tenants 

that need to fill up vacancies (Kirkup & Rafiq, 1994).  

 

The wrong tenants can negatively impact upon the property’s appeal and worth to 

potential tenants (Ellison et al., 2007). Successful shopping centre turnarounds have 

been characterised by the renewal of profitable high-volume tenants at required 

market rental rates and the weeding out of unhealthy tenants that are low-volume and 

unprofitable (Feldman, 2004). Property owners need to make sure that unlet space 

and tenant failures are minimised (Garg & Steyn, 2015; Kirkup & Rafiq, 1994). A 

property with a high vacancy rate could imply failure to customers of the tenants, can 

hinder footfall and synergy (Garg & Steyn, 2015; Kirkup & Rafiq, 1994; Wenthe, 

Fredenberger & DeThomas, 1988) and substantially impact upon marketing and 

financial success (Garg & Steyn, 2015; Kirkup & Rafiq, 1994). 

 

A vacancy can negatively impact upon the footfall for surrounding tenants. 

Furthermore, volatile lettings and long-term vacancies will be detrimental to 

subsequent leasing propensity of the property (Kirkup & Rafiq, 1994). A property 

owner needs to minimise vacancies and increase the rental income received from 

each tenant in order to maximise the property’s revenues (Bruwer, 1997; Miller & 

Murray, 1987). Tenants are prepared higher rental rates for space they consider 

attractive and are confident that they can generate enough income from the space to 

meet their objectives (Abghari & Hanzaee, 2011).  
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Property owners should fill vacancies with tenants that are likely to survive for a long 

period of time (Bruwer, 1997; Hazel, 1992), therefore only those tenants that are able 

to generate sufficient income for themselves in order to cover their rental rate, should 

be pursued (Bruwer, 1997; Volk, 1992). 

 

Attaining early lettings and having strong tenants contributes to the financial success 

of a property. Early lettings will ensure immediate income for the property owner and 

strong tenants, with good prospects for sales growth, will provide a long-term secure 

income and rental income growth potential (Garg & Steyn, 2015). According to Kaylin 

(1973) and Bruwer (1997) an ideal tenant mix strives to achieve: 

 

• Maximum sales potential from the catchment area to the benefit of the 

property’s tenants. 

• Maximum return on property investment, due to the maximisation of rental 

income from tenants that have benefitted from the property’s tenant mix. 

 

Thus, it can be hypothesised that having a good tenant mix can increase the net 

operating income of the property, due to a good tenant mix affecting traffic flow and 

customer draw, thereby causing tenants not to move to other buildings; thus reducing 

the risk of vacancies as tenants are eager to stay if there are tenants who contribute 

to the success of other tenants in terms of traffic flow and customer draw.  

 

A proper tenant mix can attract more patrons and thus increase sales for retailers, 

thereby increasing sales earned by tenants, reducing vacancies and increasing rents, 

and which may improve the overall net operating income for a property and should 

positively influence the financial recovery of the net operating income of a distressed 

or problem property to a level that is sufficient to cover debt service for a number of 

repeated and consecutive time periods.  

 

2.7 REAL ESTATE MARKET ANALYSIS  

 

The following section briefly discusses the independent variable Market Analysis. The 

real estate market is discussed, followed by the discussion of the cycles found in the 
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real estate market and lastly the steps involved in a market analysis concerning a 

subject property. Furthermore, the possible link between conducting a market analysis 

and distressed properties is provided using present literature, by showing how 

conducting a market analysis has decision implications for leases in terms of the 

property owner adjusting the rental rate and lease terms of new lease agreements in 

order to meet changing market conditions and, thus, contribute to a likelihood recovery 

of a distressed property.  

 

2.7.1 Real Estate Markets 

 

As defined by Geltner et al., (2014: 2): “a market is a mechanism through which goods 

and services are voluntarily exchanged among different owners”. When there are 

willing buyers and willing sellers for a specific product or service, a market for that 

specific product or service is established (IREM, 2011). As indicated by Kyle (2013: 

30), “a market is created in real estate when two or more parties meet for the purpose 

of leasing or buying space”. Analysing a real estate market increases the prospect for 

property owners and tenants to negotiate an optimal lease contract (Muhlebach & 

Alexander, 2008). 

 

When investing in real estate, an investor can choose to invest in private and public 

real estate markets (Pfeifer, 2016). According to Cloete (2005), property markets may 

entail residential, commercial, industrial, leisure market and community services. 

Construction and real estate markets respectively bring people and businesses 

together with the goal of developing built structures and properties (Worthington, 

2001). Compared to other types of assets and markets, real estate has unique 

characteristics (Ling & Archer, 2017). The space market is the market for property 

space utilisation (Geltner et al., 2014). As noted by Ling and Archer (2017: 9), “real 

estate user markets are characterised by competition among users for physical 

locations and space”. In addition, as indicated by Ling and Archer (2017: 9), 

the primary participants in user markets are the potential occupants, both 

owner occupants and tenants, or renters. Ultimately, the demand for real estate 

derives from the need that these individuals, firms, and institutions have for 

convenient access to other locations, as well as for shelter to accommodate 
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their activities. Based on the financial positions of households and firms and 

their wants and needs, they decide either to own and occupy property or to 

lease property from others.  

 

Property markets indicate required property-specific investment returns, property 

values, capitalisation rates and construction feasibility (Ling & Archer, 2017). Property 

developments cannot take place without the existence of property markets. Property 

markets will affect each individual site differently, subject to the local, physical and 

institutional context (Fisher & Gillen, 2005). According to Harvey (1987) & Mulhall 

(1993) functions of a property market entail: 

 

• The allocation of property resources and interests 

• An indicator of a change in demand for land 

• Induces supply to adjust to the level of demand. 

• Rewards owners of land. 

 

2.7.1.1 Real Estate Demand and Supply  

 

The real estate industry is subject to real estate cycles that are determined by demand 

and supply (Ross & Mancuso, 2011). In a given real estate market, demand and supply 

determine the values of properties in that market, where value is calculated as the 

present value of the future benefits that the property is predicted to generate. Demand 

and supply equilibrium brings about stable property values, given the demand for the 

specific property and land use (IREM, 2011). Demand and supply equilibrium is 

revealed by vacancy rates and current market rent levels (Geltner et al., 2014). Real 

estate market demand and supply changes on a constant basis (Reed & Sims, 2014).  

 

The best situation for a property owner is when demand and supply are in equilibrium, 

with no indications of under-supply or over-supply (Reed & Sims, 2014). According to 

Sirmans et al. (1990: 141), “since demand for rental space is not perfectly predictable, 

some vacancy may be desirable so as to satisfy unpredictable demand fluctuations, 

thus, the presence of vacancies do not necessarily indicate a disequilibrium state that 

might warrant rent reductions. Equilibrium exists when the landlord cannot lower rent 

and at the same time have a more-than-offsetting reduction in vacancy costs”.  



274 
 

Market equilibrium is essential in order for a stable and efficient market to occur 

(Mulhall, 1993). In the investment market, the demand and supply for properties is 

influenced by what the prices of shares and bonds are and how well shares and bonds 

are performing in relation to the property market (Fisher & Gillen, 2005; DiPasquale 

and Wheaton, 1996). In property markets, investors compete to own properties as 

investments (Ling & Archer, 2017). Measuring real estate market demand and supply 

is not an easy task, thus requiring property investors to utilise forecasting techniques 

and models such as econometric modelling, regression analysis and hedonic 

modelling (Reed & Sims, 2014). Property developers are advised to make decisions 

based on forecasts and the behaviour of other property developers (Grover & Grover, 

2013).  

 

Space market supply entails property owners who let out space to their customers 

who are tenants (Geltner et al., 2014). Space supply is affected by the state of the 

national economy, employment rates, housing affordability, availability of credit, 

interest rates (Kyle, 2013), area rentals, area prices (Mohamad et al., 2014; Dobson 

& Goddard, 1996), credit market conditions, construction industry fundamentals, 

localised factors, individual markets, local development and planning policies (Ross & 

Mancuso, 2011).  

 

Construction adds new supply to the space market, where new supply is only reflected 

once construction of a building or buildings is completed and ready to be occupied. 

Demolishing buildings and rebuilding new ones and converting old obsolete buildings 

into useful buildings also adds supply to the space market (Geltner et al., 2014). 

Construction supply is affected by labour and materials costs (Fisher & Gillen, 2005). 

All existing buildings that are useful and can be accommodated, whether occupied or 

not, encompass the total supply of the space market (IREM, 2011). As noted by Ling 

and Archer (2017: 12), “local property markets determine the pace of new 

construction. A primary determinant of the feasibility of new construction is the 

relationship between the current level of property prices and the cost of new 

construction. If current property values are greater than the cost of new construction—

including land costs and a fair developer profit—developers and investors have an 

incentive to add new space to the existing stock in an attempt to capture excess 

profits”. 
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Space supply is increased in a ‘lump’ manner, since buildings are constructed 

according to a required size in order accommodate a function and produce cash flows, 

taking into account what it cost to construct the building and what the land cost was 

(Geltner et al., 2014). Space supply cannot be increased easily or rapidly (IREM, 

2011), since space supply stays temporarily fixed with longish lead times in order to 

adjust to sudden or even gradual changes in the demand for space, thus resulting in 

property under-development or over-development situations to emerge quite easily 

with demand fluctuations (Gahr et al., 2017).  

 

Structural economic changes during times of recession can increase the supply of 

obsolete buildings (Adams et al., 2002; Fisher & Gillen, 2005). Space supply will 

decrease when buildings deteriorate and cannot be used anymore, when building 

demolition occurs and is not replaced with a new building and when hazards and 

natural disasters destroy buildings. Space supply is also reduced when a building of 

particular use to a specific space market undergoes a change in use that adds supply 

to another space market (IREM, 2011). 

 

Property owners need to attain reliable, comprehensive and verifiable data regarding 

supply (Mulhall, 1993). Supply analysis involves analysing construction, rent, rent 

periods, empty space, competition, current and future supply, geography, community 

and services (Cloete, 2006), construction pipeline inventories, all projects under 

construction and projects that are in various stages of planning (Geltner et al., 2014). 

Supply quantitative analysis establishes the amount of existing space in a market and 

the number of development proposals. Supply qualitative analysis establishes the 

number of space under development that is likely to be completed (Reed & Sims, 

2014).  

 

A property owner can attain supply inventory information from brokerage firms, local 

planning agencies and commercial firms that provide such data (Geltner et al., 2014). 

A property owner can attain information regarding property development activity from 

local government authorities, commercial databases, real estate agents, industry 

bodies, other property developers and an analysis of the current development pipeline 

(Reed & Sims, 2014). 
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Space market demand entails individuals, households, businesses and organisations, 

who become the tenants, that need space and want to make use of that space for their 

accommodation, operational or production purposes and requirements (Geltner et al., 

2014). Space demand induces property developers to undergo construction and 

development, as fluctuations in space demand will affect the price of land and rental 

rate potential, and where property developers will respond to the change in space 

demand and add space supply if it is economically feasible to do so (Reed & Sims, 

2014). 

 

Space demand is affected by population, income, credit, personal tastes and 

preferences, governmental actions, taxes, cost savings (IREM, 2011), job growth, 

retail sales, international trade (Ross & Mancuso, 2011), economic factors (Fanning, 

Grissom & Pearson 1994; Fisher & Gillen, 2005; McCluskey et al., 2016), potential 

tenants with varying space requirements (Buttimer & Ott, 2007; McCluskey et al., 

2016), the general business cycle, what people can afford, the state of the national 

economy, housing affordability, the availability of credit, interest rates,  population 

trends, demographics (Kyle, 2013), consumer spending, labour availability and costs 

(Fanning et al., 1994; Fisher & Gillen, 2005). 

 

Space demand analysis involves analysing the national economic situation, the trade 

area, potential demand in a trading area (Cloete, 2006), net space absorption rates, 

net construction and development completions, vacancy declines in the market, 

population, household formation, interest rates, employment growth, local housing 

affordability, aggregate disposable income, aggregate household wealth, traffic 

volumes, employment in office occupations, manufacturing employment, 

transportation employment, air freight volume, rail and truck volume, air passenger 

volume, tourism receipts, number of visitors (Geltner et al., 2014), and underlying 

economic drivers and recent property market transactions within a specific catchment 

area (Reed & Sims, 2014). Demand qualitative analysis establishes occupier real 

requirements and property decisions (Reed & Sims, 2014).  

 

A property owner can attain demand indicator information from desk-based research, 

direct research into tenants, surveys (Reed & Sims, 2014), property transactions, 

recent lettings, forecasted volumes of spending, employment in a particular area, 
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economic forecasts, specialist economic forecasters, regional forecasters (Reed & 

Sims, 2014) and various business segments (Fisher & Gillen, 2005; Harvey & Jowsey, 

2004). Office space demand is affected by office employment (Pirounakis, 2013; 

Wheaton et al., 1997) and rent (Pirounakis, 2013). Retail space demand is affected by 

demand for trade from catchment areas (Pirounakis, 2013), location (Pearson, 2007; 

Pirounakis, 2013), property rents, property prices, property taxes, costs of 

establishment and costs of maintenance (Pirounakis, 2013). Industrial space demand 

is affected by demand for factory space, demand for warehousing, demand for 

research and development space, industrial activity and industrial rents (Pirounakis, 

2013). The demand and supply of the tenant population is shown by the fluctuation in 

occupancy and vacancy rates (Kyle, 2013). 

 

2.7.1.2 Segmenting Property Markets 

 

Property owners, investors and tenants will be required to segment the relevant 

commercial property market (Ling & Archer, 2017). As indicated by Ling and Archer 

(2017: 14), “real estate markets tend to be highly segmented due to the heterogeneous 

nature of the products”. A property owner and investor must clearly define what space 

market they plan to operate and compete in, in order to conduct a market analysis of 

that space market (Geltner et al., 2014) and thus should segment the particular space 

market that is relevant to the property of interest (Ling & Archer, 2017). 

 

Real estate is segmented by property type, property investing strategy (Ross & 

Mancuso, 2011), sub-assets, sectors, tenant use, sub-markets, geographic location 

(Lekander, 2015), location, local market, national market and specialised building 

usage (Geltner et al., 2014). It is widely viewed that real estate markets should be 

segmented according to their local market, as this is where potential tenants and 

competing property owners are likely to operate, due to the short distance that allows 

these property stakeholders to interact (Ling & Archer, 2017), however, competing 

property owners do not necessarily have to reside in the local real estate market 

(IREM, 2011). 

As described by Ling and Archer (2017: 14), “the localised nature of real estate 

markets also contributes to segmentation and explains why rents and prices for 

otherwise similar property can vary significantly across metropolitan markets and even 
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sub-markets within a given metropolitan area”. When a property owner wants to 

segment a property market into a sub-market, the property owner must segment a 

portion of the larger geographic market and take into account numerous attributes that 

makes that sub-market different from other sub-markets and locations (Gahr et al., 

2017). 

 

2.7.1.3 Real Estate Market Rent  

 

For a property owner or investor to conduct a real estate market analysis, they will 

have to characterise the relevant property market by quantifying and forecasting space 

demand and supply and quantify and forecast future rents and vacancies, according 

to the property market segment in which they operate (Geltner et al., 2014). 

Conclusions about projected occupancy levels and rental rate growth must be 

established (Ling & Archer, 2017). 

 

Property market segment circumstances are likely to set the rental rates and lease 

terms for commercial properties. As mentioned on numerous occasions, market rental 

rates are crucial in determining the income prospects of a property (Muhlebach & 

Alexander, 2008). Commercial property investors are likely to first analyse rental value 

expectations before they even consider investing in a commercial property (Mohamad 

et al., 2014; Connellan & James, 1998). Prevailing market rental rates are attributed 

to the competition for space and existing supply of leasable space (Ling & Archer, 

2017) and are established by the level of rental rates quoted on leases, after 

successful lease negotiations, that are currently being signed within the property 

market segment (Geltner et al., 2014). 

 

A property owner will need to identify the perfect balance between the maximum 

income the property can generate and property vacancy level in order to determine 

whether to adjust the current property rental rate to the required level, subject to the 

prevailing rental market conditions (IREM, 2011). It is vitally important that commercial 

property owners clearly understand their property market segment so that they can 

accurately price, in terms of rental rates, the space they are supplying, when 

conducting lease negotiations (Muhlebach & Alexander, 2008). 
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A property owner needs to know what features and attributes competitor properties 

possess. When a property of the property owner contains features and attributes that 

are better and more useful than most of their competitor properties, the property owner 

has an opportunity to adjust the rental rate upwards, but the opposite happens when 

most of the property owner’s competitor properties encompass better features and 

attributes. How much the rental rate will be adjusted by will depend on what the market 

is prepared to pay, in terms of rent, for those features and attributes or lack of. 

Therefore, adjusting the rental rate is likely to occur, based on net adjustments and 

analyses of the rental rates concerning competitor properties, which establishes the 

market rent rate on a per-unit basis (IREM, 2011). 

 

Property owners must collect market information regarding the conditions of the 

property market segment with market surveys, by obtaining asking rental rates, by 

obtaining deal-making rental rates, by obtaining effective rent rates (Muhlebach & 

Alexander, 2008), by tracking commercial property price changes, from transactional 

data and from appraisals (Gibb & Hoesli, 2003). 

 

2.7.2 Business Cycles and Real Estate Cycles 

 

Property markets are characterised by ranging and lasting consequences (Gibb & 

Hoesli, 2003). The real estate market is cyclical in nature, like countless other 

industries (IREM, 2011). The term ‘cycle’ refers to a series of events that are repeated 

on a regular basis (Grover & Grover, 2013) and is applicable to the commercial 

property market, that regularly experiences boom and bust cycles (Reed & Sims, 

2014; Scott and Judge, 2000).  

 

Boom and bust cycles in the real estate market can be attributed to the pace at which 

real estate demand and supply adjusts due to movements in the general economy of 

a country (NEPC, 2010), the nature of a property market, the behaviour of the 

stakeholders and the process of development (Reed & Sims, 2014). When a real 

estate market is experiencing an upswing in the cycle, space supply decreases and 

rents start to rise, and vacancy rates start to drop. When a real estate market is 

experiencing a downswing in the cycle, the projected increase in space supply causes 

vacancies to increase and rental rates to drop (Geltner et al., 2014). 
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Pyhrr et al. (1989) and Cloete (2005) maintain that the value and price of properties 

are greatly influenced by economic, business and political factors. The performance 

of the real estate market is closely related to the performance of the macroeconomic 

environment (Ross & Mancuso, 2011). As indicated by Kyle (2013: 27), “the real estate 

economy is a large, integral part of the general business economy and national real 

estate economy”. Because real estate is part of the business economy, real estate is 

subject to fluctuations, thus, the real estate industry operates in cycles, that are 

correlated with the same cycles as the business economy (Kyle, 2013).  

 

As described by Grover and Grover (2013: 503), “in terms of a business or property 

cycle, the sinusoidal waves pass through a series of peaks and troughs, where the 

economic activity moves from boom phase to bust and back to boom repeatedly”.  

The real estate market and real estate values generally mirror the cycle of the general 

economy; however, real estate cycles have been shown to be more volatile than the 

cycles of the general economy, which can make real estate investments appealing to 

investors, but at great risk (NEPC, 2010). In Figure 2.12 the solid line shows the 

business cycle, and the broken line shows the real estate cycle, which follows the 

business cycle. 

 

FIGURE 2.12: THE BUSINESS CYCLE AND THE REAL ESTATE CYCLE 

 

(Source: IREM, 2011: p156) 
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In Figure 2.12 a slowing in business activity, i.e., a downward slope, indicates 

recession, where in the real estate cycle, new construction declines due to 

overbuilding, shown at the peak and results in a period of adjustment where 

occupancy declines and rents decline. Thus, the deep trough shows depressions, 

where occupancy levels and rental rates are radically diminished (IREM, 2011).  

 

Furthermore, in Figure 2.12 an upward slope indicates growth and recovery, where in 

the real estate cycle, rises in demand for space and induced new construction is 

shown. Thus, the business cycle booms with prosperity towards its peak, which 

eventually results in new levels of overbuilding, leading to the cycle been repeated 

from here on (IREM, 2011). 

 

As indicated by Pirounakis (2013: 170), “‘cycles’ differ in frequency and amplitude 

between property sectors, from one historic period to another, and across places”. 

Since the general economy undergoes business cycles, property markets, due to 

mirroring the general economy movements, will see their market indicators entailing 

economic factors, cash flow variables, rents, prices, building activity, vacancies, 

capitalisation rates, real estate performance, real estate rates of return, all behave in 

a cyclical manner (Pirounakis, 2013).  

 

Movements in the general economy is often used to predict the real estate market 

cycle movement and trend, considering that the real estate market generally lags 

behind the movements of the general economy, where property owners can observe 

real estate market cycle movements by tracking land development, building, sales, 

rentals, finance, investment rental, redevelopment (Kyle, 2013), new housing starts, 

mortgage lending, new construction and space absorption rates (IREM, 2011). Risks 

attributed to property cycles include; leasing risk, financing risks and market timing 

risks (Gahr et al., 2017). 

 

Real estate markets themselves contain several factors that influence real estate 

cycles (IREM, 2011). Throughout the business cycle, structural changes in the general 

economy are reflected in gradual shifts in occupier space requirements (Reed & Sims, 

2014). According to Reed & Sims (2015), property market characteristics contribute to 

property cycle movements in various ways: 
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• Land supply constraints and prevailing demand levels and the nature of 

demand. 

• Data on property is limited in terms of reliability. 

• The time lapse between the completion of the purchaser-seller transaction and 

the release of this information. 

• Due to the unique nature of every parcel of land and each building, examining 

supply and demand may prove difficult. 

• It is important to recognise that property and real estate are lumpy assets. 

• There is a continuous change in the highest and best use of land. 

 

• Land is physically located only in one place and cannot be relocated. 

• Property investments involve individuals who trade infrequently. 

 

Real estate cycles encompass a physical and financial cycle. The physical cycle is 

attributed to demand, supply, occupancy and rent. The financial cycle is attributed to 

the flow of capital into new and existing assets (Corgel, 2004; Mueller, 1995). As 

described by Grover and Grover (2013: 503), “a feature of property cycles is their close 

association with a finance cycle where credit slowly becomes more available, leading 

to a period of credit boom, followed by the tightening of credit availability and rising 

finance costs, and a credit crunch, when finance for development ceases to be 

available”. There are costs associated with credit risk management arising from the 

real estate cycle for property lenders and regulators (Chinloy, 1996; Corgel, 2004). 

Escalating mortgage flows indicate a property market cycle upswing while, conversely, 

diminishing mortgage flows indicate a property market cycle downswing (Clayton & 

Peng, 2011). 

 

Various factors may cause exogenous shocks to property markets (Grover & Grover, 

2013). In terms of supply and demand, the property and real estate market is 

continuously changing (Reed & Sims, 2014). It is unlikely that cycles would arise for 

real estate markets if they were able to perfectly self-correcting (Ling & Archer, 2017). 

Property cycles are attributed to the economy, trade cycles, other property sector 

cycles, shifts in the demand for space, over-optimistic building activity and over-

pessimistic building activity (Pirounakis, 2013). 



283 
 

2.7.2.1 Phases of Real Estate Cycles 

 

A market peak is reached when prevailing demand levels equal the existing supply 

(Grover & Grover, 2013). A market downturn is only likely when there is a demand that 

starts to diminish (Reed & Sims, 2014). After a period of general economic boom in 

the economy, the business cycle enters a market downturn, as tightening monetary 

policy is enforced to address inflation and space demand starts to diminish, while the 

lagging property development cycle approaches its peak (Barras, 1994; Reed & Sims, 

2014). Signs of recession emerges, space demand continues to fall, and indicators of 

an over-supplied space market arises, thus, leading to the start of space supply 

stagnating (Grover & Grover, 2013).  

 

When the construction cycle finally reaches its peak, decreases in space demand have 

already slowed space absorption rates and driven rental rates down, space demand 

falls further, vacancies start to emerge quickly, declining rental rates are observed 

almost everywhere, thus, trigging the property development industry to put all new 

projects on hold (IREM, 2011), since widespread vacancies start to radically increase 

space supply (Barras, 1994; Reed & Sims, 2014). At the cycle peak, the space supply 

is likely to exceed space demand (Kyle, 2013).  

 

During the construction cycle peak, existing property developments and construction 

projects reach completion, adding more space supply to a saturated market and thus, 

space supply exceeds its demand (Grover & Grover, 2013), where property owners 

are competing for tenants and driving rental rates downwards even further (Kyle, 

2013). At this point, as described by Ling and Archer (2017:151), 

builders and developers watch real estate values, and when the market value 

of their product exceeds its construction cost, it is profitable for them to build. 

The resulting increase in supply eventually causes occupancy levels to decline, 

therefore causing real rental rates to decline, lowering market values. Thus, the 

market value of the product eventually falls below construction cost, causing 

further building to become unprofitable, so builders cease to build.  

The lumpy real estate market is unable to reduce supply with haste (Reed & Sims, 

2014). The emergence of oversupply drives down property values everywhere (IREM, 

2011). In summary, oversupply is when new supply from the construction industry 
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accumulates until space supply exceeds space demand (Corgel, 2004), therefore 

prevailing construction costs exceed existing property values (Ling & Archer, 2017) 

and available space is too expense for tenants to rent (Kyle, 2013).   

 

The oversupply could encompass technical and economic oversupply, where there 

are more rentable units available than potential tenants and the tenants cannot afford 

to pay the rental rates for the rentable units available (Kyle, 2013). Oversupply places 

financial struggles on property owners that are likely to default on their property debt 

obligations (Corgel, 2004), where the oversupply market situation is likely to translate 

into some properties becoming distressed (Healy,1989). Oversupply is attributed to 

perceived prosperity during the economic boom of the economy, where oversupply 

indicates that a recession has arisen (IREM, 2011). Recession causes a credit 

squeeze to occur, bankruptcies to increase, and property developments to come to a 

hold (Barras, 1994; Reed & Sims, 2014).  

 

With the recession, lenders pressurise property developers to repay their debts (Reed 

& Sims, 2014). As noted by Grover and Grover (2013: 504), “rising interest rates and 

falling rental income put pressure on the ability of developers to repay loans. Many 

developers are highly geared and lack the financial reserves to finance incomplete or 

vacant developments through a recession and a number go bankrupt”. 

 

An oversupply market essentially becomes a renter’s or tenants’ market; thus, tenants 

have greater negotiating power when it comes to negotiating rental rates and lease 

terms (IREM, 2011). A tenants’ market is characterised by high vacancies, space 

supply exceeding space demand and diminishing rental rates (Muhlebach & 

Alexander, 2008). Rental rates can only decline up to the break-even point where the 

rental rates are just enough to cover a property’s operating expenses and if the 

property owner cannot cover losses when rents drop below the break-even point, then 

the property owner is likely to sell the property at distress prices, or the property is 

repossessed by the lender (Kyle, 2013).  

 

Oversupply is attributed to perceived prosperity (IREM, 2011), delivery lags (Corgel, 

2004; McDonald, 2002), mistakes due to myopic expectations (Corgel, 2004; 

Wheaton, 1999), developers unable to determine which competing projects will be 
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completed (Corgel, 2004; Kummerow, 1999), demand and supply elasticity 

differences (Corgel, 2004; Wheaton, 1999), interest rate volatility (Corgel, 2004; King 

& McCue, 1987), lease contract friction (Corgel, 2004; Grenadier, 1995b), high cost of 

holding land (Corgel, 2004; Wang & Zhou, 2000), false economic signals to developers 

about opportunities (Corgel, 2004; Gallagher & Wood, 1999; McNulty, 1995) and high 

rate of economic obsolescence (Corgel, 2004; Wheaton, 1999). 

 

When prosperity eventually emerges in the general economy, occupancies and rental 

rates start to rise (IREM, 2011). Oversupply eventually approaches a period of 

stabilisation due to the slow pick-up of demand, but construction projects are still kept 

on hold (IREM, 2011). When the cycle bottoms, space demand and supply are in 

equilibrium and there is optimism that rental rates will start to rise and new construction 

projects are likely to commence (Kyle, 2013). As indicated by Ling and Archer (2017: 

12), “if current property values are below construction costs, as in an overbuilt market, 

a combination of reduced construction, normal growth in demand for space and the 

steady obsolescence of the existing stock is required to push market rents and 

property values to their required levels. Only then will developers find new construction 

projects profitable once more”. 

 

Increases in demand due to prosperity returning to the general economy, induces the 

need for new construction (IREM, 2011). As indicated by Grover and Grover (2013: 

504), “the cycle turns again as some investors are able to take advantage of depressed 

prices to buy undervalued assets and investors and financiers anticipate recovery in 

the property market by responding to signs of rising demand”. The new property 

development cycle upswing is characterised by stronger demand, rent increases and 

greater capital values (Barras, 1994; Reed & Sims, 2014). As the general economy 

drastically improves, the rental market starts to flourish, vacancies are becoming 

minimal, properties are once again offering attractive investment returns and more 

space is under construction (Kyle, 2013). Generally, if the business cycle upswing is 

accompanied by a credit cycle upswing, then an economic boom in the economy is 

the likely outcome (Barras, 1994; Reed & Sims, 2014). 

 

As noted by Ling and Archer (2017: 12), “local property markets determine the pace 

of new construction. A primary determinant of the feasibility of new construction is the 
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relationship between the current level of property prices and the cost of new 

construction. If current property values are greater than the cost of new construction—

including land costs and a fair developer profit—developers and investors have an 

incentive to add new space to the existing stock in an attempt to capture excess 

profits”.  

 

The long lead times associated with new property developments cause supply to 

increase at a very slow pace, therefore, existing properties see their values rise further 

(Barras, 1994; Reed & Sims, 2014). Since space demand exceeds space supply, 

higher rental rates are observed everywhere (IREM, 2011), perceived risk of 

development declines and expectations of increasing profitability triggers new property 

investments (Grover & Grover, 2013). As stated by Grover and Grover (2013: 503), 

“in the recovery stage, demand for property grows and profitability increases, which 

generates plans for further developments. Expanding businesses seek larger 

premises and relocations increase”. 

 

Property owners thus have opportunities to improve their properties to enhance 

returns and property values (Muhlebach & Alexander, 2008). The under-built market 

becomes attractive to property investors (IREM, 2011). During the under-built market, 

property owners take on as many tenants as possible and lock them into long leases 

with high rents, favourable lease terms and less concessions (Muhlebach & 

Alexander, 2008). The real estate cycle upswing is attributed to low interest rates, 

availability of finance (Grover & Grover, 2015), the growing economy, the availability 

of land for development or re-development and cheap finance (Mulhall, 1993). With a 

stronger market, property investors are able to broaden their scope and consider 

investing in secondary and distressed properties that require turnaround action 

(NEPC, 2010). Some commercial property owners will see the need to redevelop their 

properties to achieve maximum returns on their properties (Grover & Grover, 2013). 

Structural changes that occur during a recession are likely to lead to many obsolete 

buildings emerging (Adams et al., 2002; Fisher & Gillen, 2005), since property 

obsolescence is associated with property cycles (Barras, 2009; Barras & Clark, 1996; 

Grover & Grover, 2015).  
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Property or building types that are prone to higher rates of obsolescence will 

experience frequent property cycles, due to replacement demand (Corgel, 2004; 

Wheaton, 1999). Secondary and tertiary space, because of poor location and poor 

space quality that is considered unlettable, is likely to be demolished, even with 

demand rising after a recession (Barras, 2009; Barras & Clark, 1996; Grover & Grover, 

2015). As indicated by Grover and Grover (2013: 503), “innovatory developments take 

place as new technologies fuel the need to find more suitable premises rather than to 

try to re-use older buildings or existing locations”. 

 

Property cycles cannot be avoided (Reed & Sims, 2014). A recovered property market 

is characterised by high occupancy levels, high rental rates, strong sales, money 

available to lend, acceptable interest rates, and large volumes of new construction. A 

property market that is depressed is characterised by vacancy increases, increased 

delinquencies, rent declines, sales declining, new construction slowing and the 

number of property loans declining (IREM, 2011). Non-performing property loans will 

likely lead to property foreclosures (Grover & Grover, 2013). Foreclosures of income-

producing properties are generally an outcome of an economic recession (IREM, 

2011).  

 

During a downswing, property developers, to the best of their ability, will have to 

survive and wait out a recession until an upswing (Reed & Sims, 2014). According to 

Grover and Grover (2013), the impact of property cyclical downswings can be 

lessened by the following factors: 

• Institutional factors 

• Long leases 

• Limited break points. 

• Re-let to a more profitable tenant. 

• Redevelopment. 

• Upward-only rent review clauses 

• Built-in rent escalators. 
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2.7.2.2 Real Estate Bubbles 

 

Bubbles are common with real estate markets (Gibb & Hoesli, 2003). Property cycles 

are particularly volatile when there are high levels of speculation occurring (Barras, 

2009; Grover & Grover, 2013; Reed & Wu, 2010; Wheaton, 1999; Witkiewicz, 2002). 

Cycles naturally arise because of over-enthusiasm and misguided beliefs that 

markets, and assets values will always increase (Reed & Sims, 2014). Oversupply real 

estate market conditions can emerge because of speculative bubbles (Mohamad, 

Tawil, Usman & Tahir, 2014; Wyman, Seldin & Worzala, 2011). When market prices 

of properties exceed their fundamental true value, because property investors have 

the belief that they can sell the property at a much higher price in the future, it is likely 

that the property market is experiencing a bubble (Grover & Grover, 2014; 

Brunnermeier, 2008), which is generally associated with periods where lending to 

property owners and investors is increasing at a rapid rate (Grover & Grover, 2014). 

 

As described by Grover and Grover (2014: 220), “the way that commercial real estate 

is financed appears to enhance the inherent bubble-producing factors. Investors 

typically borrow much of the finance to purchase assets, often through special purpose 

vehicles or limited liability companies against which there may be little recourse by the 

lenders in the event of default. This means, in effect, that the upside risk tends to be 

with the borrower and the downside risk with the lender”. As further described by 

Grover and Grover (2014: 220),  

 

optimists are likely to be able to outbid pessimists using borrowed finance. The 

financial system plays an important role in transmitting property bubbles to the 

rest of the economy. Rising property prices increase banks’ capital, enabling 

them to increase their lending as well as giving the impression of reduced risk 

as loan to value ratios fall. Once the bubble collapses, lower prices are 

transmitted to the economy through reductions in bank capital and higher loan 

to value ratios. Property bubbles are not something just of interest to the 

property industry but are important for the economy as a whole.  

 

Commercial property values in the United States witnessed substantial gains until mid-

2007, due to cheap debt, financial products and structured investments that boosted 
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demand for commercial properties, and thereby prolonged a debt cycle that drove 

property values up, until property markets became overheated and resulted in a 

property market bust (Brady, 2016). As indicated by Grover and Grover (2014: 208), 

“the collapse in property prices after the financial crisis of 2008, like previous bubble 

collapses, has inflicted serious damage on the wider economy through losses of 

banks’ capital, reductions in lending, and increased risk aversion”.  

 

The mortgage crisis that overwhelmed the United States after 2007 resulted in 

countless properties being foreclosed (Mallach, 2010). It is also viewed that property 

developers are able to hide their poor decision-making when a market is booming too 

quickly, allowing them to hide inefficiencies (Reed & Sims, 2014). 

 

2.7.3 Analysing a Property Market  

 

It is essential for property owners to lease their properties at rental rates and lease 

terms that attempt to maximise the owner’s return on property investment (Muhlebach 

& Alexander, 2008). Property owners should formulate a marketing plan for their 

properties that takes into account property strengths and weaknesses, that engages 

the market, provides a timeline for execution and incorporates a market analysis 

(Coppola, 2014), where the marketing analysis will indicate to the property owner if 

their property remains competitive (Brophy & Chen, 2010) and will assist the property 

owner with survival strategies to cope with a future property market downswing (Reed 

& Sims, 2014). 

 

In the context of real estate, a market analysis entails identifying and studying a 

property market segment, and investigating property transactions of competitor 

properties (Reed & Sims, 2014), evaluating demand and supply conditions for space 

of a property compared to competitor properties, evaluating rental rates of competitor 

properties, evaluating vacancy rates of competitor properties (IREM, 2011), 

establishing the quantity of new construction started, the quantity of new construction 

completed, the absorption of new space, the vacancy rates and market rent levels 

(Geltner et al., 2014). As described by Geltner et al. (2014: 102), “market analysis has 

as its objective the quantitative or qualitative characterisation of the supply and 

demand side of a specific space usage market that is relevant to a given real estate 
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decision”. As further described by Geltner et al. (2014: 102), “the typical general 

market analysis will focus on a few variables, or indicators that quantitively 

characterise both the supply and demand sides of the real estate space market”. By 

analysing space demand and supply, a property owner will be able to investigate the 

current and future value of their property (Reed & Sims, 2014). 

 

2.7.3.1 Property Market Analysis  

  

A property owner will conduct a market analysis in order to obtain information about 

competitor properties, their features and attributes, where, once obtained, the property 

owner will compare everything about the competitor property to the owner’s property 

(IREM, 2011). In addition, the market analysis will produce an overall picture about the 

geographical area where a property is based (Kyle, 2013). The market analysis must 

take into account the context of the property cycle and the movements of the property 

market as such (Reed & Sims, 2014). 

 

As indicated by Ling and Archer (2017: 133), “conventional market analysis starts with 

national or world conditions and works down by steps to the property”. A regional 

market analysis will entail obtaining information about population statistics and trends, 

significant employers in the area, average incomes, employment data, description of 

transportation facilities, supply and demand trends, economic base of a city and future 

economic prospects.  

 

A neighbourhood market analysis will entail obtaining information about boundaries 

and land usage, local building codes and regulations, transportation and utilities, 

economy, supply and demand and neighbourhood amenities and facilities (Kyle, 

2013). 

 

According to Geltner et al., (2014), a market analysis assists with: 

 

• Where to locate 

• What size and type of building to develop on the site 

• Feasibility analysis for development 

• What type of tenants to attract 
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• Establishing rental rates and lease expiration terms 

• When to begin construction 

• How many units to construct within a period 

• Which urban areas and property types to invest in. 

 

According to Reed & Sims (2014) market research assists with: 

 

• Highest, best use of land 

• Being updated on changing forecasts, future trends and how the trends will 

impact upon a development. 

• Determining the degree of risk connected to a development. 

• Determining the variables and decisions that affect property value. 

• Understanding economic conditions and effects on a property market. 

• Undertaking a sensitivity analysis. 

• Ensuring informed decisions are made about developments. 

• Decision support systems 

• Formulating development and investment strategies. 

• Forecasting property portfolio performance. 

 

According to Institute of Real Estate Management (2011), a market analysis, must 

identify: 

 

• Rent trends, occupancy trends and property market trends 

• Size, age, condition, amenities and rents of vacant buildings in the area 

• An area’s absorption rate, space leased and space available 

• Differences between the subject property and competitor properties 

• Prospective tenant population 

 

Estimating changes to a property’s net operating income can only be established once 

rent and vacancies have been considered and analysed (IREM, 2011). According to 

Kyle (2013), the following must be considered for a successful market analysis. 

 

• Occupancy trends in order to project market growth rate. 
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• Current rental rates in order to get an idea of the status of the property market. 

• Surveying competitor properties to determine the overall change in occupancy 

levels for a given property type. 

• The amount of competitor existing space and vacancy levels in the 

neighbourhood according to property type, age, size, location, features and 

rentals. 

• New construction, preleasing activity and sub-lease space 

• Matching local tenant population to available space, to determine occupancy 

rates, so rental rates can be determined.  

 

2.7.3.2 Leasing Decisions and Real Estate Markets 

 

Property owners must be up-to-date on market rents, market lease terms and property 

market conditions, so that they are prepared for lease negotiations, as analysing the 

market will improve the prospects of the property owner negotiating a good lease deal 

(Muhlebach & Alexander, 2008). How negotiable a commercial property lease will be 

is attributed to how tight the property market is regarding lettable space (Portman, 

2018). A property owner who undertakes a market analysis can enhance the leasing 

decisions to be made, since if the market analysis establishes that the market is going 

to tighten, the property owner will know to negotiate long leases at a low rental rate. 

Thus, a market analysis helps determine what rental rates and lease terms should be 

negotiated regarding new leases (Geltner et al., 2014). 

 

The current real estate market condition is generally indicated by the rental price level 

(IREM, 2011). According to Geltner et al., (2014), forecasting market supply and 

demand enhances decision-making as it will be determined whether the market is 

projected to have space, a shortfall, or a surplus. As indicated by Geltner et al., (2014: 

787), with regards to leasing strategy, “a number of characteristics go into the 

determination of rent that parties agree to in a lease, and also into the value of the 

lease”. Determining the value of a lease requires a property owner to consider the 

value of the space, level of rent, concessions that reduce net cash flow the landlord 

receives in the lease, specific lease covenants or provisions in the lease contract and 

lease options (Geltner et al., 2014). As indicated by Ling and Archer (2017: 11), 
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“competition for space, coupled with the existing supply of leasable space, determines 

current rental rates (let’s call this a space market equilibrium) and current cash flows 

(net operating incomes) of a property”. 

 

A property owner has a better prospect of negotiating a long lease with a tenant when 

market demand exceeds supply (O’Roarty, 2001). When a market upswing is 

expected, the property owner should be ready to sign as many leases as possible that 

are long-term with good rental rates, lease terms and minimal concessions 

(Muhlebach & Alexander, 2008). A tenant gains advantage when a market is cold, thus 

the property owner more than likely takes a chance on whatever tenant shows interest 

in the owner’s property, as the alternative will most probably be a vacant property 

(Portman, 2018). Market oversupply can occur for a long period of time (Mulhall, 

1993). Distressed properties can arise from oversupply (Healy,1989). 

 

In an oversupply market, there is too much space available, so potential tenants have 

the leverage to negotiate lower rental rates and favourable lease terms. An under-built 

market gives the property owner the lease negotiating power over the tenant, since 

demand will be greater than supply, available space will be minimal, therefore, the 

property owner will be able to negotiate higher rental rates as there will be less space 

for which tenants compete. The property owner will have the leverage to negotiate rent 

increases and escalation clauses when leases are due for renewal (IREM, 2011). 

 

As described by Geltner et al., (2014: 102), “a typical general market analysis will focus 

on a few variables, or indicators that quantitatively characterise both the supply and 

demand sides of the real estate space market”. As further described by Geltner et al., 

(2014: 104), “most important market indicator is the current market rent, which refers 

to the level of rents being charged on typical new leases currently being signed in the 

market. Of course, rents on specific leases will vary according to the specific nature of 

the site and space being rented and to the terms of the lease”. 

 

Before considering acquiring a commercial property, a property investor would want 

to know the expected rental value of the property to determine the property’s potential 

(Mohamad et al., 2014; Connellan & James, 1998). As stipulated by Geltner et al., 

(2014: 102), a market analysis, “has as its purpose quantifying and forecasting the 
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supply and demand for space, typically including the forecast of future rents and 

vacancies in a particular geographic real estate market segment”. Hence, it is essential 

for a property owner to conduct a full market analysis of the property market and sub-

market (Coppola, 2014), as the property owner would want to maintain competitive 

rental rates, in either a landlords’ market or a tenants’ market (Muhlebach & Alexander, 

2008). 

 

As indicated by Geltner et al., (2014: 797), “expectations regarding the future trends 

in spot rents in the relevant space market make the opportunity cost of the lease a 

function of the lease term”. As further indicated by Geltner et al., (2014: 797),  

if spot rents are expected to rise, then longer-term leases must have a higher 

lease value annuity than they otherwise would. This is required for landlords 

and tenants to be indifferent between long- and short-term leases. With rising 

spot rent expectations, the expected opportunity cost (to the landlord) or 

opportunity value (to the tenant) of forgoing a strategy of rolling over short-term 

leases is greater for longer-term leases within the horizon of rising projected 

spot rents. If, on the other hand, spot rents are expected to fall, then the 

opposite is the case. 

 

Despite the fact that a long lease can provide property income security for a long time, 

the property owner could loose out if the rental rate cannot be adjusted to prevailing 

market rental rates and conditions (Fisher, 2007). Therefore, it is recommended to 

continuously test and adjust rental rates and lease terms when required.  

The property owner should make use of market surveys for crucial information that 

can assist the property owner with negotiating new leases (Muhlebach & Alexander, 

2008). The market analysis will prepare a property owner for lease negotiations as the 

property owner will understand the context of potential tenants more in terms of tenant 

objections and what lease deal points the property owner is likely to have an 

advantage on (Coppola, 2014). 

 

Tenants can only pay a rental rate that they can afford (IREM, 2011). When property 

owners test a rental rate and lease terms, if the lettable space in the property is rented 

at a fast pace, the property owner will be able to push the rental rate up and pursue 

more favourable lease terms. This process should be a continuous process until the 
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leasing starts to rapidly slow down. Property owners must be cautious about setting 

rents to high in order to avoid vacancies. Furthermore, setting rents too low will reduce 

vacancies, but the property owner will miss out on property cash flow opportunities 

(Muhlebach & Alexander, 2008). The effects of a property market cycle downswing 

can be mitigated if a property owner is able to anticipate market changes, as rental 

rates can be adjusted to what is appropriate, with possible minimisation to the 

property’s vacancy rate, but rental rates are recommended to always be kept at a level 

that covers the property’s operating costs. In addition, a low tenant turnover rate is a 

good indicator that rental rates can be increased (Kyle, 2013). 

 

2.7.3.3 Property Location  

 

Age, design and location contribute to the distinctive attributes of a property (Ling & 

Archer, 2017). Property owners can conduct site-specific research to identify any risks 

and opportunities to pursue (Reed & Sims, 2014). A property owner should always 

undertake a location analysis to identify how the demand for the space of the property 

is likely to be affected by the property’s location (IREM, 2011). A property’s location is 

crucial for attracting potential tenants, retaining existing tenants, and planning for 

property developments (Wehrmeyer, 2013). A property’s location is its broad 

geographical reference point and the land that it occupies (Bruwer, 1997). 

 

A property owner is advised to undertake a market analysis in order to establish if a 

property’s location is a good location. The market analysis concerning a property’s 

location would entail a general area analysis, analysing the location’s surrounding 

market, analysing the location’s surrounding demographics, a target area analysis, 

analysing the market surrounding the specific site and analysing the demographics 

surrounding the specific site (Wehrmeyer, 2013). If there is a property that a property 

owner would like to pursue, the property owner should visit the property at different 

times of a day, particularly during the morning commute, to observe the traffic around 

the property and the traffic situation of nearby properties. The property owner must 

assess if any of the surrounding properties interact in anyway (Ling & Archer, 2017). 

 

Property owners can access a neighbourhood’s circumstances with the help of 

available statistical information, real estate brokers, appraisers, local newspapers, the 
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chamber of commerce and financial institutions in the area (Kyle, 2013). As noted by 

Ling and Archer (2017: 13), “information about a property’s location attributes is much 

more difficult to observe and value because numerous external effects (positive and 

negative) act upon a land parcel at a given location, and these effects are reflected in 

the parcel’s value”. 

 

According to the Institute of Real Estate Management (2011), a commercial property 

owner must gather the following information regarding a specific commercial property 

market area: 

 

• Space square meterage of all commercial property types 

• Age, character and condition of buildings 

• Types of commercial property tenants and large tenants 

• Tenant mix of buildings 

• Public transport accessibility 

• Availability of parking and what it costs to park in those parking spaces. 

• Amenities that serve tenant employees. 

• The current base rental rate per square metre and how the rental rate is quoted. 

• If common areas are included in rental rates. 

• Lease concessions 

• Lease terms and rent escalations 

• Pass-through costs 

• If there are any percentage rent leases 

• Occupancy levels of all commercial space types, in a superior, average and 

inferior market 

• Rental rate and occupancy level trends from previous years 

 

A property owner must assess the circumstances of the neighbourhood that surrounds 

the specific site (Ling & Archer, 2017), since no neighbourhood stays the same, and 

which will impact on the property. Therefore, a property owner must try and find out as 

much as possible about the respective neighbourhood (IREM, 2011). A property owner 

must take note of parks, playgrounds, theatres, restaurants, schools, colleges, places 
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of worship and other social or cultural organisations of the surrounding neighbourhood, 

as these factors are likely to draw potential tenants to the location (Kyle, 2013). 

 

According to Institute of Real Estate Management (2011) potential tenant perceptions 

of a location are likely to be influenced by: 

 

• Transport accessibility 

• Personal and property safety 

• The neighbourhood’s and local facilities’ reputation 

• Convenience of local facilities 

• Business services 

• Access to appropriate workers 

• Range of services for tenant employees 

• Property’s traffic 

• Client base potential 

• Property visibility from the road 

• Complementary tenants  

• Shopper’s profiles 

• Available signage space 

• Ingress and egress 

• Nearby streets, highways and throughfares 

• Size and configuration of the parking areas 

• Accessibility to supplier and tenant’s deliveries  

• Age and condition of amenities 

• Disability compliance 

 

According to Pirounakis (2013), an industrial property owner must consider certain 

factors for a site selection. These include: 

 

• Geographical location concerning supplies and customers 

• Transport links 

• Space and parking space 

• Expansion capacity 



298 
 

• The building itself, taking electrical, plumbing, heating and ventilation systems 

into account. 

• Loading and unloading facilities 

• Site utility services. 

 

2.7.3.4 Competitor Properties 

 

Property investors are likely to pursue distressed properties that lack viable competitor 

properties (Altoon, 2010). As part of the market analysis, a property owner must 

include a property analysis that entails a description of the subject property, collecting 

data on competitor properties in the area, collecting data in order to estimate operating 

costs of the subject property and what needs to be done to enhance the subject 

property’s competitive capabilities when compared to the best properties in the area 

(Kyle, 2013). The competitive position of the subject property ultimately determines 

the property’s potential market value (Reed & Sims, 2014). 

 

A specific site analysis should also be included in the market analysis as that will 

provide the property owner with information regarding potential competitor property 

developments in the area surrounding the specific site (Wehrmeyer, 2013). Crucially, 

a property owner must be well informed about the subject property’s features and 

attributes, as this will allow the property owner to identify competitor properties more 

accurately, where comparisons will indicate competitive advantages and also 

disadvantages (Reed & Sims, 2014). Regional and neighbourhood analyses gather 

data that indicates exactly which properties are the competitors, based on comparing 

features and amenities and also based on property type. The subject property’s 

lettable space must be compared with competitor space on a feature-by-feature basis 

and how each feature contributes to establishing rental rates, so a market rental rate 

can be calculated for the subject property (IREM, 2011). 

 

Identifying competitor properties requires a property owner to identify the property 

market segment, notably, the submarket (IREM, 2011). The property owner then 

physically goes to the area where the subject property is located and visits all the 

competitor properties in the area, defined by the submarket, inspects the physical 

condition and features of those properties and compares those properties with the 



299 
 

subject property (Muhlebach & Alexander, 2008). Comparisons must only be made 

with those competitor properties that are within the neighbourhood and region of the 

subject property and not those properties that are in different areas that are far away, 

or in another region (IREM, 2011).  

 

Information regarding competitor properties and projects in the surrounding area must 

be accurately analysed (Wehrmeyer, 2013). When property owners undertake a 

property comparison, with the use of market surveys, concerning competitor 

properties, property owners can determine a competitive rental rate for the subject 

property, establish its position in the market, can determine what concessions should 

be offered leasing targets and capital improvements or other work that needs to be 

undertaken to improve the subject property’s overall competitiveness. Furthermore, 

the market surveys must attain the following regarding competitor properties; location, 

access, architectural desirability, age, maintenance, rental levels, bill-back 

requirements, management and amenities (Muhlebach & Alexander, 2008). In 

addition, regarding competitor properties; building size, vacancy rates, location, 

construction, special features, condition of premises, building staff and operating 

expenses must all be considered and evaluated (Kyle, 2013). 

 

Competitor rental rates and occupancy levels will assist the property owner in 

establishing a rental rate for the subject property that should be quoted, based on 

quality, services, amenities and other attractions (IREM, 2011). A property owner can 

consult leasing agents who may have rental data on competitor properties (Muhlebach 

& Alexander, 2008). After conducting the market analysis of competitor properties, 

conclusions are drawn that will suggest how to enhance the subject property and its 

performance level (IREM, 2011). 

 

2.7.3.5 Property Market Research  

 

With regards to property developments, market research is vital (Reed & Sims, 2014). 

Market research contributes to making informed decisions and forecasts (Muhlebach 

and Alexander, 2008). A property owner that undertakes market research must make 

use of geographical information systems technology, psychographics and survey 

research (Ling & Archer, 2017).  
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For commercial properties, a property owner needs to collect data from multiple 

sources and consolidate the information (Reed & Sims, 2014). Valuation and appraisal 

firms can provide information on market conditions, property availability, property 

transactions and property performance. Geographical information systems and the 

internet can provide information on property markets (Reed & Sims, 2014). The best 

methodology for collecting information concerning property markets is by means of 

regular market surveys and this is advised before a property owner signs any new 

leases, as market surveys as used to determine leasing targets (Muhlebach & 

Alexander, 2008). 

 

According to Muhlebach & Alexander (2008), these are specific features about a 

market survey: 

 

• Indicates market conditions, indicates competitive rental rates, provides 

information about properties in a defined area and provides information about 

competitor properties. 

• Records the features of competitor properties. 

• Provides market lease term information. 

• Establishes rental rate for a specific property and the prices of different space 

units located inside a building based on space size, space desirability, space 

location and type of tenant. 

• Used for all different types of commercial properties. 

• When market data is required for lease negotiations. 

• When market conditions are changing, and vacancies are increasingly 

emerging. 

 

According to Muhlebach & Alexander (2008), the market survey steps are: 

 

1. National, regional, trade area and micro market analysis 

2. Demographics analysis 

3. Subject property’s rents, lease terms, vacancy factors, tenant mix, trends, 

tenant income and rental collections, are then analysed. 
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4. Competitor property’s rents, lease terms, vacancy factors, tenant mix, trends, 

tenant income and rental collections, are then analysed. 

5. Rental rates for a specific market, the subject property and each space unit 

inside the property, must be established. 

6. Produce a written report. 

 

When a property owner completes the market survey, the data gathered undergoes 

evaluation and then is reconciled to establish the appropriate rental rate for a lettable 

unit of a specific type within a specific market area (Kyle, 2013). Muhlebach & 

Alexander (2008), suggest sources of information for market surveys to include: 

 

• Secondary sources, involving economic development councils, chambers of 

commerce, the Census Bureau, industry reports and university studies. 

• Real estate journals 

• Primary research conducted only for the subject property. 

• A market’s leasing agents and property managers and requesting deal-making 

rates, concessions made in the market and vacancy rates, from them. 

• Economic data from government sources, the internet, local newspapers, 

financial publications and trade journals. 

• Demographic and psychographic services provide information on population, 

incomes, education, spending habits and lifestyle activities, but are costly. 

• Global positioning sites for information on demographics. 

• Brokerage firms provide information on market data, vacancy rates and rental 

rates. 

• Appraisers provide information on rents, lease terms, property values, 

vacancies, growth areas and problems areas. 

• Mortgage companies are likely to have some information on properties in 

general but will not give out information too easily. 

 

As described by Ling and Archer (2017: 131), “the thoughtful real estate analyst 

realises that market analysis cannot be simply facts. Market behaviour, after all, is as 

complicated as the sum of all the economic decisions of all the persons potentially 

participating in a market. No data set—even ‘big data’—will ever account for all of the 
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decisions that ultimately add up to market behaviour”. As many market stakeholders 

and participants as possible should be consulted during market research (Reed & 

Sims, 2014).  

 

As further described by Ling and Archer (2017: 151), 

…real estate market research is a blend of knowledge, skill, and inspiration. 

There are ways to increase one’s effectiveness in the task. First, an effective 

real estate analyst needs to study real estate first hand. There probably is no 

substitute for the habit of observing real estate persistently. This includes 

looking for what is successful, and asking why, but perhaps more importantly it 

includes finding the unsuccessful ventures, and asking why. Discussing both 

extremes with “experts” or other thoughtful observers can be revealing about 

the actual properties as well as how views (“stories”) can differ among experts. 

 

Once the marketing analyses, which include regional, neighbourhood and subject 

property analyses, are completed, the property owner should be able to develop a rent 

schedule and operating budget for the owner’s property (Kyle, 2013). There are 

situations, when a property owner raises the rental rate, but is required to justify such 

rental rate increase by means of changing something in the property’s operations or 

doing some physical change to the actual built structure. Thus, the property owner 

would be required to analyse a range of options (IREM, 2011). Deciding on reuse or 

redevelopment that is appropriate for a property, requires a property owner to 

understand what the property market will respond to. Reuse decisions should be 

based on the property’s location, structure, surrounding market and surrounding 

neighbourhood. A property reuse will only succeed if there is a market demand for 

what is proposed (Eppig & Brachman, 2014).  

 

Retail property owners and investors conduct market analyses to determine how 

demographic trends and changes impact upon retail demand and to identify new niche 

markets (Reed & Sims, 2014). Shopping centre owners rely on their tenants to be 

successful, because tenant success will lead to the success of the shopping centre. 

Therefore, a shopping centre owner needs to be able to forecast consumer demand 

for a tenant’s product and service offerings, to determine the feasibility of taking on the 

tenant to begin with (Bruwer, 1997). 
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Before a retail property investor undertakes a formal market analysis, the retail trade 

area or district of interest must be evaluated, by looking at the merchandise mix offered 

in the trade area, by looking at the anchor tenants present in the trade area, by 

inspecting the physical conditions of various retail properties in the trade area, by 

inspecting the safety situation in the trade area and by consulting with the relevant 

stakeholders (Ortiz, 2014).  

 

A market analysis can assist a shopping centre owner by estimating the trade area 

related to a shopping centre. A shopping centre’s trade area involves its geographic 

sector that can provide sustained support and patronage (Bruwer, 1997). The 

boundaries of a shopping centre’s trade area are established by the shopping centre’s 

nature, accessibility, physical barriers, location of competing centres and traffic 

congestion and distance (Bruwer, 1997; McCollum, 1988).  

 

When there are no natural or artificial boundaries, local zoning restrictions and other 

growth controls, there is opportunity for shopping centre owners to expand into other 

neighbourhoods, but shopping centre owners must make use of a market analysis to 

assess to competition situation in those neighbourhoods first (Kyle, 2013).  

Therefore, a shopping centre owner will be required to analyse all the competitor 

shopping centres within an identified trade area and those outside the trade area and 

identify features that give those competitor shopping centres a competitive advantage 

(Muhlebach & Alexander, 2008). 

 

There is no set formula to establish the perfect tenant mix for a property (Bean et al., 

1988; Garg & Steyn, 2015). Market research can contribute to establishing an effective 

tenant mix (Bruwer, 1997; Garg & Steyn, 2015; Greenspan, 1987). According to Ortiz 

(2014), to develop an effective tenant mix requires the understanding of the market, 

therefore, undertaking a market analysis, and where a property owner is advised to: 

 

• Define the market. 

• Obtain up-to-date market data, demographic data and psychographic data. 

• Use consumer surveys that can identify gaps. 

• Conduct market research to understand consumer preferences. 
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• Identify tenant categories. 

• Make use of the various sources of market research involving; surveys, focus 

groups, interviews, real estate listing databases, newspapers and online 

customer reviewing sites. 

 

2.7.4 Distressed Properties and Market Analysis 

 

When cash flows are too low to cover required debt payments, distress situations may 

arise (Schweizer & Nienhaus, 2017). Distressed properties typically have low levels of 

net operating income (Healy,1989), that cannot cover the debt service of the property 

(Brophy & Chen, 2010; Cornell et al., 1996). According to Geltner et al., (2014), 

commercial property net operating income is established by taking all sources of 

property revenue and deducting property operating expenses.  

 

As indicated by Geltner et al., (2014: 102), “a typical general market analysis will focus 

on a few variables, or indicators that quantitatively characterise both the supply and 

demand sides of the real estate space market”. As further indicated by Geltner et al., 

(2014: 104), the “most important market indicator is the current market rent, which 

refers to the level of rents being charged on typical new leases currently being signed 

in the market. Of course, rents on specific leases will vary according to the specific 

nature of the site and space being rented and to the terms of the lease”. 

 

Tenant rental rates and lease terms are based on what is happening in the market 

(Muhlebach & Alexander, 2008). The current conditions of real estate markets are 

generally reflected by the rental price level. The rental price level changes as property 

market demand and supply changes (IREM, 2011). According to Geltner et al., (2014), 

making projections about space supply and demand will determine whether space 

shortfall or surplus is expected in the near future. This will have various decision 

implications for a property owner. 

 

As stipulated by Geltner et al., (2014: 102), a market analysis, “has as its purpose 

quantifying and forecasting the supply and demand for space, typically including the 

forecast of future rents and vacancies in a particular geographic real estate market 

segment”. Rental value and the property’s future potential is vital for commercial 
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property investors (Connellan & James, 1998; Mohamad et al., 2014). Property 

investors pursuing distressed properties will look for properties with upside potential 

(Altoon, 2010). When space demand exceeds space supply, available space can 

command higher rental rates and, therefore, rent increases are likely to occur with 

lease renewals (IREM, 2011). Overestimating the rental rate can lead to vacancies, 

while pricing the rental rate below the market rate can result in the loss of cash flow 

opportunity. Property owners attempt to lease space at rental rates and lease terms 

that are likely to meet their return-on-investment objectives (Muhlebach & Alexander, 

2008).  

 

As indicated by Geltner et al., (2014: 787), concerning leasing strategy, “a number of 

characteristics go into the determination of rent that parties agree to in a lease, and 

also into the value the lease”. Establishing the value of a lease requires a property 

owner to consider the value of the space, level of rent, concessions that reduce net 

cash flow the landlord receives in the lease, specific lease covenants or provisions in 

the lease contract and lease options (Geltner et al., 2014).  

 

A market analysis can enhance leasing decisions, since the market analysis will 

project the direction in which the market is moving, thereby, informing the property 

owner on what rental rates and lease terms to negotiate during lease negotiations 

(Geltner et al., 2014). How negotiable a commercial property lease will be will depend 

on how tight the market is (Portman, 2018). Successful lease negotiations are crucial 

in determining the net operating income of a property. Analysing the market will 

enhance the prospect of a property owner negotiating a better lease contract 

(Muhlebach & Alexander, 2008).  

 

Market conditions are likely to determine lease lengths that can be negotiated 

(Muhlebach & Alexander, 2008). Property owners must decide on short-term or long-

term leases during lease negotiations. Although long leases provide property income 

security over the long run, a property owner will not be able to adjust the rental rate to 

meet prevailing favourable market conditions with a long lease, where with short 

leases this can be done (Fisher, 2007). As stipulated by Geltner et al., (2014: 797), 

“expectations regarding the future trends in spot rents in the relevant space market 
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make the opportunity cost of the lease a function of the lease term”. As further 

described by Geltner et al., (2014: 797),  

“if spot rents are expected to rise, then longer-term leases must have a higher 

lease value annuity than they otherwise would. This is required for landlords 

and tenants to be indifferent between long- and short-term leases. With rising 

spot rent expectations, the expected opportunity cost (to the landlord) or 

opportunity value (to the tenant) of forgoing a strategy of rolling over short-term 

leases is greater for longer-term leases within the horizon of rising projected 

spot rents. If, on the other hand, spot rents are expected to fall, then the 

opposite is the case”. 

 

Property owners should remain updated on property market conditions and try and 

anticipate what effect the conditions will have on lease negotiations (Muhlebach & 

Alexander, 2008). Anticipating changes in the property market and adjusting the rental 

rate and other lease terms accordingly can assist in mitigating the impact of a property 

cycle downswing (Kyle, 2013). As questioned and answered by Azrack (1995: 106), 

“what does it take to be successful or opportunistic in distressed property investing? 

First, investors have to do their homework.  

 

Then, based on sound research, investors need an opinion about which markets are 

peaking, which markets are emerging, what the cycle is likely to be, what the outlook 

is, and what the indicators of market change are”. Distressed property turnaround 

opportunities arise for property investors when a property cycle bottoms (NEPC, 

2010). It can be hypothesised that quantifying and forecasting the supply and demand 

for space, typically including the forecast of future rents and vacancies in a particular 

geographic real estate market segment, has decision implications for leases that can 

increase the net operating income of the property, as a result of the owner adjusting 

the rental rate and lease terms of new lease agreements in order to meet changing 

market conditions projected by the market analysis and this should positively influence 

the financial recovery of the net operating income of a distressed or problem property 

to a level that is sufficient to cover debt service for a number of repeated and 

consecutive time periods.  
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2.8 DEMOGRAPHICS AND REAL ESTATE 

 

The following section briefly discusses the independent variable Demography. 

Demography and demographics are discussed, where reasons from the literature on 

how demographic changes affect real estate are provided, followed by a discussion 

on how real estate requirements differ between different generations of people. 

Furthermore, the possible link between accessing demographic changes and 

distressed properties is provided using present literature, by showing how 

understanding changing demographics provides guidelines to a property owner, on 

the feasibility aspect of a property development as well as how much space to supply 

and how to configure the specific space to meet real estate demand needs and, thus, 

can contribute to a likelihood recovery of a distressed property.  

 

2.8.1 Demography and Real Estate 

 

This section provides a definition of demography and discusses a number of effects 

that changes in demographics can have on real estate and is followed by a discussion 

on generational demographic trends concerning real estate.  

 

2.8.1.1 Population and Real Estate 

 

When conducing a general area analysis, it is likely that the demographics of the area 

will be studied (Wehrmeyer, 2013). Neighbourhoods constantly change for many 

reasons, but this can also be attributed to the changing numbers of individuals in 

different age and income groups, changes in household sizes and population shifts 

(IREM, 2011). Demographics describes the population of a geographical investment 

area of interest, entailing the number of families, earning power, mean age and growth 

trends (Fisher, 2007). Changing demographics affect real estate in numerous, 

significant ways (Wallace & Durkin, 2013). 

 

Demographics, in other words, population size and composition are considered a 

major driver of real estate markets, since real estate entails buildings that provide 

space for people to work, live and enjoy recreationally (Geltner et al., 2014). 

Commercial property investment opportunities arise when an area is experiencing 
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growth, leading to a higher demand from a bigger population of people who need 

goods and service (Fisher, 2007). Population changes and trends contribute to the 

value of properties, as a result of demand changes that occur with demographical 

changes. In addition, the demographical factors of a given population can alter 

property values for specific, different types of properties (Kyle, 2013). 

 

When studying demographics, statistical analysis is adopted to study the human 

population, population quantities and the unique characteristics of that population, who 

reside in a specific area of interest (Ahmad, Hasmah, & Norhaslina, 2010; Mohamad 

et al., 2014). As defined by Duncan & Hauser (1972: 2) and Hartmann (2009: 13): 

“demography is the study of the size, territorial distribution, and composition of 

population, changes therein, and the components of such changes, which may be 

identified as natality, mortality, territorial movement (migration), and social mobility 

(change of status)”.  

 

As further defined by Duncan & Hauser (1972: 2) and Hartmann (2009: 13): 

“‘population composition’ encompasses consideration of variation in the 

characteristics of a population, including not only age, sex, marital status, and the like, 

but also such ‘qualities’ as health, mental capacity, and attained skills or qualifications. 

Second, interest in ‘social mobility’ is made explicit because population composition 

changes through movements by individuals from one status to another, e.g., from 

‘single’ to ‘married,’ as well as through natality, mortality, and migration.  

 

The term ‘territorial movement’ is preferred to ‘migration’ because the latter ordinarily 

applies to movements from or to arbitrarily defined area units rather than to the totality 

of movements. A commonly used term when demographics is concerned is the term 

‘cohort’, that indicates that a particular group of people within the population share 

common characteristics, such as age, race and national origin (ICAP, 2014).  

 

Statistical methods and procedures are required for demography and demographic 

studies (Hartmann, 2009). Property investors will likely only assess demographic 

projections for up to ten years, as beyond ten years they will have little impact on 

property investment strategies (Wallace & Durkin, 2013). 

 



309 
 

Sources of demographic data and information can include: 

 

• Real estate brokerage firms (IREM, 2011) 

• Real estate-oriented services available on the internet (Wehrmeyer, 2013). 

• Companies that specialise in demographics, can provide data on job growth, 

levels of income, diversity of businesses, types of industries, job outsourcing 

and school districts, but this is likely to be costly to source information from 

these companies (Fisher, 2007). 

• Market surveys can gather information on population size, income levels, 

sources of income, education levels, ethnic mix, family sizes and makeup and 

trends in the population base (Muhlebach & Alexander, 2008). 

 

The following are important facts regarding demographics and real estate: 

 

• Demographic factors such as job growth, the quality of job creation indicated 

by salaries and wages, resident ages, sizes of households, employment and 

other related demographic information, affect demand movements in local 

property markets (Gahr et al., 2017). 

• Unprecedented shifts in population are driving real estate demand, globally 

(PwC, 2014a). 

• Property values are influenced by local population trends and changes (Kyle, 

2013). 

• Land values are directly influenced by population size changes (IREM, 2011). 

• Future population size and age categories need to be projected to determine 

the future demand of properties (Geltner et al., 2014). 

• The changing demographic of the workforce is a driver of change (Haynes, 

2010; JLL, 2008), since multiple generational groups with their unique 

complexities and expectations of the space they work at, are working together 

in the same workplace (Haynes, 2010; IFMA, 2007). 

• Changing lifestyle choices from generation to generation, are demographic 

changes that are impacting upon commercial property success and failure 

(Sachs, 2015). 
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• Demographics is expected to play a vital role concerning the strength of the 

commercial property industry, for far into the future (Sachs, 2015). 

• Commercial property space leasing activities are influenced by population 

changes (IREM, 2011). 

• Changing demographic cohorts impact on types, functionality and location of 

real estate requirements (Wallace & Durkin, 2013). 

• The characteristics of the local population influences the choice of property 

reuse (Eppig & Brachman, 2014). 

• Changing demographic factors such as diverging labour force growth, the 

competing for talent, geographic shifts in outsourcing and changing workplace 

strategy, are impacting upon growth strategies regarding real estate (Cushman 

& Wakefield, 2020). 

• General area analysis, market analysis, or target area analysis and which 

determine whether a property development location is feasible or not, considers 

the demographics surrounding the location and site (Wehrmeyer, 2013). 

• New property types are emerging due to demographic pressures (Schroders, 

2018). 

• Various factors of demographic change are influencing each property type 

differently (Geltner et al., 2014). 

• The working age population influences the demand for office space (Geltner et 

al., 2014). 

• Population size, composition and purchasing power influences the demand for 

retail space (Geltner et al., 2014). 

• To determine the feasibility of new shopping centre developments, 

demographics needs to be considered (Bean et al., 1988; Bruwer, 1997). 

• A shopping centre’s trade area is determined by various factors, including the 

demographic profile of shoppers (IREM, 2011). 

• Retail properties are being influenced by demographic shifts (Wallace & Durkin, 

2013). 

• Opportunities concerning retail property development, renovations and 

adaptive uses are emerging due to changing demographics (IREM, 2011). 
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• Demographics and the psychographics of customers in the trade area are 

factors considered when retailers need to format their store size in a shopping 

centre (Muhlebach & Alexander, 2008). 

• To determine the tenant mix of a shopping centre, the owner that understand 

the customers of an area, the buying habits and lifestyles, has a greater chance 

of impressing potential tenants (Muhlebach & Alexander, 2008). 

• In order to identify ways to improve a tenant mix, demographic and 

psychographic data should be analysed (Ortiz, 2014). 

• A shopping centre’s tenant mix requires consistent monitoring due to the 

changing demographic environment around centres (Kyriazis & Cloete, 2018). 

 

Disposable income, spending patterns and the available workforce are all impacted 

upon by changes in population size and composition (Reed & Sims, 2014). Property’s 

value is greatly affected by its location, thus, demographic factors attributed to the 

location must be clearly understood, in order to determine the affect the location has 

on the subject property’s value (IREM, 2011). Demographic data, along with other 

information, must be collected when concerned with the market context of a specific 

property (Ling & Archer, 2017). People and their economic means are responsible for 

creating demand, therefore, investigating the demand of a region will require analysing 

the people and their economic means in that region (IREM, 2011). Thus, the analysis 

of an area, will require the analysis of the area’s demographics (Wehrmeyer, 2013).  

A shopping centre owner should be well versed regarding a shopping centre’s trade 

area and demographics and psychographics (Muhlebach & Alexander, 2008). A 

demographic profile assessed during a trade area analysis entails assessing social 

and economic statistics of the population, population size, population density, 

population growth, population decline, age, household size, education, income, the 

number of people who are likely customers and their purchasing power, psychographic 

profile and the shopping habits of the people (IREM, 2011). 

 

As indicated by Ling and Archer (2017: 154), “the idea of psychographics is to relate 

a consumer’s activities, interests, opinions, and values—especially as they relate to 

product choices—to a consumer’s demographics. Through the application of complex 

multivariate statistical analysis, an analyst seeks to develop one or more equations 
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that can use observable demographics, to distinguish various market segments”. 

Property owners are advised to stay up-to-date on demographics and psychographics, 

concerning their property’s trade area, since being knowledgeable on a trade area’s 

buying habits and lifestyles of the customers of potential tenants, will most probably 

impress those potential tenants (Muhlebach & Alexander, 2008). 

 

Important socio-economic factors concerning property development entail 

demographic factors, urban growth patterns, housing trends, trends in building 

industry and property market, personal income and expenditure patterns, macro-

economic factors, local economic conditions and national and local political factors 

(Cloete, 2017). As defined by Pirounakis (2013: 216), “‘new development’ refers to 

building on vacant plots (typically in the outskirts of cities), ‘redevelopment’ refers to 

substituting new for old structures (through demolition) and ‘refurbishment’ refers to 

satisfying existing occupiers’ changing space requirements (e.g., through modifying 

the layout of a structure)”. A building project is designed and constructed with the goal 

of attracting a certain type of tenant, user, and customer (Wehrmeyer, 2013). 

 

Developers will assess the feasibility of a proposed project or property development 

during the preliminary feasibility stage (Cloete, 2017). The feasibility of a project must 

be supported by demographic research (Wehrmeyer, 2013). According to Cloete 

(2006), implementing a property development is dependent upon favourable socio-

economic factors that include demographic factors. Existing population, growing rate, 

births, mortalities, immigration, emigration, urbanisation, industrial growth, age 

distribution, household size, household type, household timespan, divorce patterns 

and marriage patterns are general socio-economic factors of importance, in a 

feasibility study of a property development (Cloete, 2006). 

 

2.8.1.2 Generational Cohorts and Real Estate Trends 

 

Populations are on the incline in some countries but on the decline in others (Geltner 

et al., 2014). Forecasts show that the world’s population could grow to ten billion, from 

seven billion in 2010, in just decades ahead. Most of the population growth will come 

from Africa, while Europe’s population is set to decline from 2020, followed by Asia 

and South America in later years (Wallace & Durkin, 2013). 
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As many as fifty countries, representing a third of the world’s population, will start to 

see their populations shrink from 2050 onwards, due to declining birth rates as women 

become more educated and standards of living improve. As a result of medical 

innovation, many countries are facing ageing populations (Schroders, 2018). 

Demographic shifts are taking place globally, where, by 2030, as much as six hundred 

million Baby Boomers will be at retirement age and one billion members of Generation 

Z will reach their working age (Cushman & Wakefield, 2020). Several types of property 

are affected in different ways by demographic changes, where office markets are likely 

to be affected first and retail and housing markets will be affected later (Geltner et al., 

2014). 

 

Property occupiers may comprise various cohorts with different demographic 

backgrounds, where it is becoming increasingly difficult to meet the space 

expectations of the various occupiers and tenants who have different needs 

concerning real estate, as buildings are developed by taking the future needs and 

requirements of tenants into account (Reed & James, 2014). Shifting lifestyles from 

population generation to generation are driving demographic changes, which will 

determine if commercial properties succeed or fail (Sachs, 2015). 

 

Generations are categorised as Veterans also known as Seniors or Traditionalists who 

were born between 1922 and 1945, Baby Boomers who were born between 1946 and 

1964, Generation X also known as Gen Xers who were born between 1965 and 1980 

and Generation Y also known as Millennials or Echo Boomers, who were born 

between 1981 and 2000 (Haynes, 2010; Hammill, 2005). Millennials are not 

universally young anymore (Cushman & Wakefield, 2020). Generation Z who are the 

largest generation cohort in the world with roughly two billion members are the newest 

entrants into the global workforce (Cushman & Wakefield, 2020). As people age, their 

consumption behaviour, needs, requirements and habits change with age, so the 

demand for different types of properties will increase and decrease during their lifetime 

(Wallace & Durkin, 2013).  

 

Baby Boomers are set to become the wealthiest demographic cohort in all history and 

are likely to be a driver of real estate investments that are low risk and high performing 

in nature, for the foreseeable future (Sachs, 2015). Baby Boomers have kept certain 
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property market segments relevant, such as corner offices, suburbia, shopping 

centres, discount stores and traditional bricks-and-mortar stores. Medical innovation 

and elderly care are driving demand for retirement living, medical space, healthcare 

facilities and life science developments (Cushman & Wakefield, 2020). Baby Boomers 

continue to follow face-to-face shopping trends and their usage of e-commerce is 

limited (ICAP, 2014). Baby Boomers are likely to carry on working past retirement age 

(ICAP, 2014). Therefore, Baby Boomers will share the workplace and space with the 

younger generations, where conflicts will most probably emerge (Cushman & 

Wakefield, 2020). 

 

Work patterns are shifting as a result of technological innovation and the dynamic 

organisational structures emerging (Bottom, McGreal & Heaney, 1997; Harman-

Vaughan, 1995), reducing the need for a large workforce, but rather a smaller, more 

skilful workforce that prefers a good quality of lifestyle (Bottom et al., 1997).  

Generation X are heterogeneous in nature, embrace social diversity, are in the midst 

of their parenting and professional life and place great value on being knowledgeable 

and understanding technology. Generation X are, however, not an easy cohort when 

it comes to marketing (ICAP, 2014). 

 

Digital technology is facilitating working remotely, saving time, lost productivity and 

energy, transportation and building (Cushman & Wakefield, 2020). Millennials differ 

from older generations in terms of how they live, work, shop and use their leisure time. 

Millennials do not strive to own a home, do not find urban areas appealing, prefer to 

live close to their place of employment, like to work from home, change homes and 

jobs on a regular basis, place greater demands on their employers in terms of their 

workspace and place greater demands on their landlords in terms of their living space 

(Sachs, 2015). Millennials have diverged from older generations due to technology, 

digital communication and greater transparency across countries and cultures 

(Cushman & Wakefield, 2020). Millennials are driving changes in culture and are 

pushing for greater social diversity (ICAP, 2014), long for a sense of community 

(Sachs, 2015), are accustomed to interconnectivity because of growing up in the age 

of the internet and smart phones (ICAP, 2014) and demand greater flexibility 

(Cushman & Wakefield, 2020). 
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Millennials are driving the need for mixed-use developments and properties (Sachs, 

2015) and prefer specialty stores to department stores (ICAP, 2014). Retailers need 

to embrace evolving work habits and improved social amenities. Trendier and 

repurposed environments are driving changes in office strategies, towards more 

collective workspaces and the redesigning of workspaces that entail less space per 

worker (Sachs, 2015). Office properties will have to start offering more amenities, such 

as food and bar concepts, gyms and fitness centres and childcare facilities (Cushman 

& Wakefield, 2020).  

 

Millennials are driving demand for child-friendly restaurants, restaurants with a range 

of dietary needs, activity-based retail, activity-based entertainment, fitness concepts 

and in-house childcare (Cushman & Wakefield, 2020). Millennials are increasingly 

expecting shopping centres to offer theatres, restaurants, music, coffee, seating and 

free Wi-Fi (ICAP, 2014). Millennials want to see continuous change and experience 

something different and, therefore, are reducing the life cycles of restaurants and 

entertainment venues (ICAP, 2014). Millennials prefer location to the amount of space, 

but require amenities (Cushman & Wakefield, 2020). 

 

Generation Z is the only generation to have grown up in a completely digital world, 

due to the internet, e-commerce, smart phones and social media, Generation Z sees 

the world as both physical and digital, driving the workplace to adapt to this worldview 

and pushing the need for properties to be technologically advanced (Cushman & 

Wakefield, 2020). 

 

The impact of changes in demographics is affecting every country (Geltner et al., 

2014) and region (Lockermann, 2010) in different ways (Geltner et al., 2014; 

Lockermann, 2010). Demographic change is driving the vacancies of residential, retail 

and commercial properties up (Lockermann, 2010; Dransfeld, 2007) and property 

investors, owners and occupiers will have to respond to these challenges caused by 

demographic change (Schroders, 2018). 

 

Property owners will need to operate their properties in a different manner, deal with 

tenants in new ways and adapt how they locate and design their properties 

(Schroders, 2018). Every generational cohort has different expectations of, and has 
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different influences on, real estate, presenting opportunities for commercial property 

investors and owners, where a deep understanding of these expectations will be 

required, both in the workplace and everywhere else (Cushman & Wakefield, 2020). 

The future of property develop will place greater emphasis on urban planning and 

developing a community that promotes better lifestyle living. When tenants are 

satisfied with and enjoy their space, higher rental rates and lease renewals will be 

possible for property owners (Sachs, 2015). 

 

It is crucial that property developers design and develop space with the objective of 

attracting tenants, users and customers (Wehrmeyer, 2013). As indicated by Geltner 

et al., (2014: 787), “the most basic and obvious determinant of the value of the space 

and, therefore, of the rent the landlord can charge is the nature of the product the 

tenant is getting in return for the rent, namely, the space itself.” Size, shape and 

configuration of space is vital in establishing the usefulness of space for a tenant and, 

therefore, the rental rate that can be charged for the space (Geltner et al., 2014). 

 

2.8.2 Distressed Properties and Demography Studies 

 

Reduced cash flows that cannot cover debt payments may cause distress situations 

to occur (Schweizer & Nienhaus, 2017). Distressed properties usually generate a 

minimal level of net operating income (Healy,1989), and which is not enough to pay 

for the property’s debt service (Brophy & Chen, 2010; Cornell et al., 1996). According 

to Geltner et al., (2014), commercial property net operating income is deduced by 

taking to all sources of property revenue and deducting the property’s operating 

expenses. 

 

Demand for real estate is derived from individuals’ need for shelter and 

accommodation, subject to financial positions, needs and wants (Ling & Archer, 2017). 

People and their economic means drive demand for real estate and real estate values 

(IREM, 2011). Changes in demand for specific types of spaces and properties can be 

attributed to the demographics of a population (Kyle, 2013). Changes in demographics 

will influence the type, functionality and location of real estate requirements (Wallace 

and Durkin, 2013). 
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Property investors who pursue distressed properties as investments consider 

established and improving demographics in their decision-making (Altoon, 2010). 

Demographic changes are responsible for the increase in vacancies regarding 

residential buildings, retail buildings and commercial properties (Lockermann, 2010; 

Dransfeld, 2007). Commercial property owners and investors must respond to these 

demographic challenges (Schroders, 2018). 

 

Property owners and developers must adapt how they operate, locate and design their 

properties (Schroders, 2018). During a person’s life cycle, at different points of their 

lives they will demand different types of properties (Wallace & Durkin, 2013). 

Demographic analysis will entail analysing the population make up (Wehrmeyer, 

2013). Population changes have an influence on leasing, supply of potential office 

workers and the price levels of merchandise that will sell in a location, thus, property 

owners must capitalise on any positive trends and at the same time protect the 

property from any negative trends (IREM, 2011). 

 

Distressed properties can emerge due to changing consumer preferences 

(Healy,1989). Property developers must develop land and construct buildings to 

accommodate future use (Reed & Sims, 2014). As people age, their changing 

consumption behaviour, requirements and habits will trigger the need for new types of 

spaces and properties (Wallace & Durkin, 2013). As described by Reed & Sims (2015: 

230), “an understanding of the local economy is critical when identifying any potential 

long-term threats and opportunities, as well as the potential size of the market”. As 

further described by Reed & Sims (2015: 230), “changes in the size and composition 

of the local population will directly affect the level of disposable income, spending 

patterns and the available workforce”. Employment drives consumer spending which 

is related to how much floorspace is required in commercial, retail and industrial 

property (Reed & Sims, 2014). Every property development must be designed and 

constructed with the objective of attracting appropriate tenants and as many 

customers for the tenants as possible (Wehrmeyer, 2013). 

 

As stipulated by Geltner et al., (2014: 787), “the most basic and obvious determinant 

of the value of the space and, therefore, of the rent the landlord can charge is the 

nature of the product the tenant is getting in return for the rent, namely, the space 
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itself.” Size, shape and configuration of space is essential in establishing the 

usefulness of space for potential tenants, and which will contribute to the rental rate 

for the space (Geltner et al., 2014). 

 

Configuration or adaptability are vital for ensuring building investment returns (Baum, 

1994; Ellison et al., 2007). When tenants are happy with the space that they are 

utilising, property owners will likely be able to attain higher rental rates and will 

probably see higher rates of lease renewals (Sachs, 2015). The stability of a property’s 

rental income can be attributed to meeting changing occupier requirements (Lizieri, 

2003).  

 

Property developers must continuously track the changing nature of a property market 

to see what is in demand (Reed & Sims, 2014). Opportunities arise for property 

development, renovations and adaptive uses because of changing demographics and 

consumer needs and wants (IREM, 2011). To determine the feasibility of a property 

project, demographic research is necessary (Wehrmeyer, 2013). Property developers 

who successfully keep up-to-date with shifts in occupier requirements are able to 

create new types of spaces and buildings and will avoid seen their building’s 

usefulness diminish. All property developments should only be undertaken according 

to the future needs and requirements of tenants. Tenants may encompass various 

demographic cohorts (Reed & Sims, 2014). 

 

Thus, it can be hypothesised that demographic studies should form part of the 

feasibility study which is used to assist in decision-making concerning a capital 

improvement to the property and, therefore, can increase the net operating income of 

the property, by the property owner making an informed capital investment decision 

that increases future rental income, decreases future operating expenses, or both, and 

thereby improving the overall net operating income for a property and thus, should 

positively influence the financial recovery of the net operating income of a distressed 

or problem property to a level that is sufficient to cover debt service for a number of 

repeated and consecutive time periods.  

 

Furthermore, understanding changes in the size and composition of the local 

population is directly related to how much floorspace is needed in commercial, retail 
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and industrial property, hence, the greatest determinant of the space and, therefore, 

of the rent the property owner can charge, is the nature of the product the tenant is 

getting in return for the rent, namely, the space itself, where the size, shape and 

configuration of the space is of great importance in determining usefulness of the 

space to the tenant and, therefore, the rent to be charged. Thus, the expected rent 

income a property owner can earn, subject to the floorspace needed due to changes 

in the size and composition of the local population, may improve the overall net 

operating income for a property and should positively influence the financial recovery 

of the net operating income of a distressed or problem property to a level that is 

sufficient to cover debt service for a number of repeated and consecutive time periods.  

 

2.9 SUMMARY 

 

The literature review of Chapter Two described the built environment, distressed 

properties, the causes of distress and the consequences of distress. Chapter Two also 

discussed the opportunities there are for investors regarding distressed properties. 

Opportunistic property strategies entail the highest risk-reward potential (Gahr et al., 

2017). Opportunistic property investing includes; property development projects, 

distressed portfolios and non‐performing loans (Pfeifer, 2016).  

 

Distressed properties establish their own redevelopment challenges (Barr & 

McCulloch, 2009) and are faced with issues relating to the asset, the market, the 

capital structure and management (Azrack, 1995). Investing in distressed properties 

requires a turnaround plan of action (Krouse, 2013). Distressed property investors may 

pursue acquiring debt packages at a discount, purchasing unfinished development 

projects and acquiring portfolios from distressed property owners who need financial 

relief (NEPC, 2010). 

 

Chapter Two discussed independent real estate-related factors that are hypothesised 

to be important factors that could increase the likelihood of a successful distressed 

commercial property’s financial recovery. The independent real estate-related factors 

entail Obsolescence Identification, Triple Net Leases, Concessions, Tenant Mix, 

Market Analysis and Demography. These independent real estate related factors are 
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hypothesised to be important factors that could positively influence the net operating 

income of a property, thereby possibly contributing to the turnaround of a distressed 

property.  

 

In the next Chapter, Chapter Three, organisational turnaround and independent 

turnaround factors that are hypothesised to be important factors that could increase 

the likelihood of a successful distressed commercial property’s financial recovery, are 

discussed. The independent turnaround related factors entail Business Analysis, Cost-

Cutting, Debt Renegotiation, Strategic Planning, Capital Improvements Feasibility, 

Property Management and Contracts. 
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CHAPTER THREE: LITERATURE REVIEW: ORGANISATIONAL TURNAROUND 

AND DISTRESSED PROPERTIES 

 

3.1 INTRODUCTION 

 

Chapter Two discussed the built environment, property development, real estate 

markets, real estate investing, property types, distressed properties and independent 

real-estate related factors that are hypothesised to be important factors that would 

increase the likelihood of a successful distressed commercial property financial 

recovery. Chapter Three reflects on organisational turnaround and independent 

turnaround factors that are hypothesised to be important factors that could increase 

the likelihood of a successful distressed commercial property financial recovery. The 

independent turnaround related factors entail; Business Analysis, Cost-Cutting, Debt 

Renegotiation, Strategic Planning, Capital Improvements Feasibility, Property 

Management and Contracts. Chapter Three, furthermore, describes real estate as an 

underlying asset. An underlying asset encompasses physical, human and legal assets 

and relationships, and where real estate as an asset, the bricks and mortar, rent-

producing real estate properties are underlying assets, which can be compared to 

corporations (Geltner et al., 2014).  

 

Commercial real estate, therefore, can be equated to any other business organisation. 

As a symbol of stability and independence, real estate is a valued asset (Lowies et al., 

2016) and is a significant resource for most organisations (Gibson, 1994), as people 

and organisations need real estate for accommodation and self-expression (de Vries 

et al., 2008). Real estate investment is a process of identifying and structuring projects 

in order to maximise expected returns relative to risk (Cloete, 2017; Pyhrr et al., 1989). 

There are a number of investment prospects for a distressed property investor, 

including purchasing debt packages at a discount from interested sellers, purchasing 

unfinished projects and purchasing portfolios from distressed property owners who are 

struggling financially (NEPC, 2010). The ability to turn around a money-losing property 

is an investor's primary challenge when purchasing distressed assets (Krouse, 2013). 
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Taking steps to recover from distress is known as ‘turnaround’ (Schendel et al., 1976; 

Schweizer & Nienhaus, 2017). Turnaround strategies are focused on returning to 

acceptable levels of profitability, solvency, liquidity and cash flow (Kibui & Iravo, 2017). 

Reversing the causes of distress, solving the financial crisis, improving profitability, 

regaining stakeholders' support and overcoming internal constraints and unfavourable 

industry characteristics are all necessary elements of a turnaround strategy (Boyne, 

2003; Kibui & Iravo, 2017). Turnaround strategies include operational restructuring, 

asset sales, acquisitions, capital expenditures, managerial restructuring, dividend 

reductions or omissions, equity issues and debt restructuring (Pretorius, 2008; 

Sudarsanam & Lai, 2001). Recovery actions include investments, organisational 

refocus and growth, innovations  (Eichner, 2010; Schweizer & Nienhaus, 2017), 

growth-oriented and market-focused strategies (Schweizer & Nienhaus, 2017; 

Sudarsanam & Lai, 2001), more stringent financial controls, diversification, entering 

an export market with vigour, better quality and service, significant effort to reduce 

production costs, acquisitions, reduced debt and windfalls (Angwin, 2015; Grinyer, 

Mayes & McKiernan, 1988) and cost efficiency measures (Hofer, 1980; Robbins & 

Pearce, 1992; Schoenberg, Collier & Bowman, 2013).  

 

In order to reverse declining business performance, a change in strategy is a critical 

last step (Pearce & Robbins, 2008). A key element of a successful turnaround firm is 

its strategic focus shift (Collett, Pandit, & Saarikko, 2014). Developing recovery 

strategies depends in large part on the factors influencing top management teams, 

where decision-making is influenced by the liabilities that turnaround managers have 

to manage (Pretorius, 2008). Chapter Three covers the following research objectives: 

 

• Investigate all aspects of organisational decline, turnaround and turnaround 

strategies, by referring to the literature. 

• Investigate thirteen identified, important, independent variables that are 

hypothesised to have a positive relationship with the likelihood of a successful 

distressed commercial property financial recovery, by referring to the literature, and 

where seven of the thirteen variables are covered in Chapter Three. 
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Chapter Three covers the following research questions presented in Table 3.1  

 

TABLE 3.1: CHAPTER THREE RESEARCH QUESTIONS 

RQ3 
What constitutes a successful organisational turnaround, organisational 

decline and organisational failure? 

RQ4 
What are the existing organisational reform strategies, turnaround 

decisions and actions proposed in the literature? 

(Source: Researcher’s Own Construction) 

 

3.2 ORGANISATIONAL TURNAROUND 

 

It is possible to view an organisation as a team of factor suppliers that are governed 

by contracts and monitored by management (Alchian, 1965; Lam, 2012; Yarrow, 

1986). To understand turnaround strategies, it is necessary to understand how and 

why firms become crisis-ridden in the first place (Collett et al., 2014; Slatter 1984). An 

organisation's decline begins as an unnoticeable shift toward death (Heine & 

Rindfleisch, 2013; Rockwell, 2016); however, it begins several years before visible 

signs of failure appear (Hambrick & D'Aveni, 1988; Rockwell, 2016). Decline implies 

operating under distress which, if the causes of decline are identified and action is 

taken to rectify the situation, leads to continuation of the business operating, but if the 

issues are unable to be corrected, failure is the inevitable outcome (Pretorius, 2009).  

 

When a company is declining, it often follows a downward spiral (Hambrick & D'Aveni, 

1992; McKinley, Latham, & Braun, 2014; Tangpong et al., 2015; Weitzel & Jonsson, 

1989), which worsens the decline trajectory and makes turning the failing company 

around more challenging with passing time (Tangpong et al., 2015). The majority of 

firms facing severe financial difficulty do so not from a single cause of decline (Collett 

et al., 2014), but from a variety of interconnected causes (Collett et al., 2014; Hoffman 

1989; Pandit 2000). Organisational decline involves stagnation or cutback (Rockwell, 

2016; Whetten, 1980b), the worsening of the performance of an organisation due to a 

perpetual decline in internal resources (Francis & Desai, 2005; Mckinley et al., 2014; 

Musteen, Liang & Barker, 2011; Pretorius, 2009; Santana, Valle & Galan, 2017), the 

loss of resources enough to compromise the viable position of the organisation 
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(Cameron, Kim & Whetton, 1987; Lohrke et al., 2004) and thus shareholder value is 

negatively affected (Furrer, Pandianm, & Thomas, 2008), where decline can be 

observed as a reduction in the number employees (Ford, 1980; Rockwell, 2016), the 

inability of the organisation to sufficiently adapt to the changing environment 

(Rockwell, 2016; Weitzel & Jonsson, 1989), poor morale, sceptical stakeholders, 

conflict and turnover (Francis & Desai, 2005; Lohrke & Bedeian, 1998), vital 

employees leaving the firm who have firm-specific knowledge of products and services 

and processes or routines (Francis & Desai, 2005; Perry, 1986), high degrees of stress 

and anxiety among executives and organisational leaders (Kanter, 2003; Tangpong et 

al., 2015), a slump in organisational size or performance (McKinley, 1987; Rockwell, 

2016) involves an involuntary, consistent and significant (Cameron et al.,1987; 

Robbins & Pearce, 1992; Rockwell, 2016) decrease in the resource base of an 

organisation (Cameron, Kim, & Whetten, 1987; Panicker & Manimala, 2015; Pretorius, 

2009; Rockwell, 2016; Tangpong et al., 2015) over a specified period of time 

(Cameron et al., 1987; Panicker & Manimala, 2015; Tangpong et al., 2015), over 

consecutive periods (Pretorius, 2009), over at least two years (Cameron et al., 1987; 

Robbins & Pearce, 1992; Rockwell, 2016), experiences distress in continuing 

operations (Pretorius, 2009), can be hastened by incorrect and ineffective internal 

actions or potentially correcting actions not taken or by external conditions and 

environmental factors (Panicker & Manimala, 2015). Decline situations differ in each 

case, and this can impact upon the strategies that are applied and the overall 

turnaround success (Francis & Desai, 2005). An indicator of decline in the target firms 

can be derived from the return on assets or the return on equity trend over the previous 

two or three years (Santana et al., 2017; Trahms, Ndofor & Sirmon, 2013). Under the 

aforementioned criteria, an entity that makes substantial investments, and which has 

a significant, yet punctual, increase in capital expenditures, might be classified as 

distressed even though its firm condition is healthy (Pun & White, 2005; Schweizer & 

Nienhaus, 2017). 

 

During a state of decline, performance deteriorates when unanticipated changes are 

combined with ineffective strategic conduct (Furrer et al., 2008). Internal causes of 

decline or failure entail management or the company itself (Grinyer et al., 1990; Haron, 

Rahman, & Smith., 2013; O’Neil, 1986).  
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The internal causes of organisational decline arise from lack of internal efficiency 

(McKinley, 1987; Rockwell, 2016), the failure to acquire, preserve, or leverage critical 

resources and assets associated with creating and sustaining the competitive 

advantage of an organisation (Acedo, Barroso, & Galan, 2006; Barney, 2001; Conner, 

1991; Kraaijenbrink, Spender & Groen, 2010; Rockwell, 2016;), high leverage, low 

operating profitability, and overexpansion (Schweizer & Nienhaus, 2017), poor 

performance of a company operating in a growing industry (Cameron et al., 1987a; 

Santana et al., 2017), management failure (Collett et al., 2014), the failure of 

management to maintain the alignment of strategy, structure and objectives of the firm 

with an evolving and changing environment (Furrer et al., 2008), high gearing, 

significant bad debt, one big project that failed, problems with one major contract 

(Arend, 2008; Bibeault, 1982; Boyne & Meier, 2009; Collett et al., 2014; Gething, 1997; 

Gopal, 1991; Grinyer et al., 1990; Schendel et al., 1976; Schiuma, Lerro, Sanitate, 

2008; Slatter, 1984; Thain & Goldthorpe, 1989a), resource slack, declining 

organisational capital, inefficiencies, cost relationship pressures, incorrect resource 

applications, managerial deficiencies (Pretorius, 2008).  

 

Further causes might entail; financial problems, structural characteristics of an 

organisation such as size or operating procedures, governance such as board 

characteristics and ownership structure, human resource policies and employee 

attributes (Datta, Guthrie, Basuil & Pandey, 2010; Scherrer, 2003; Santana et al., 

2017; Trahms et al., 2013;), mismanagement in several functional areas of the 

organisation (Panicker & Manimala, 2015), poor leadership (Balgobin & Pandit, 2001; 

Carmeli & Sheaffer, 2009; Panicker & Manimala, 2015; Walshe et al., 2004), 

inadequate financial controls, and high costs (Angwin et al., 2015), operational 

inefficiency, past managerial mistakes, inertia leading to poor adaptability, erosion of 

competitiveness, non-availability of resources (Barker & Duhaime, 1997; Bibeault, 

1982; Morrow, Sirmon, Hitt & Holcomb, 2007; Panicker & Manimala, 2015; Pearce & 

Robbins, 1993), inappropriate competitive strategies (Francis & Desai, 2005; 

Schendel et al., 1976), mismanagement, excessive specialisation, form of ownership, 

inadequate financial structure (Onofrei & Lupu, 2012; Panicker & Manimala, 2015), 

sudden overdrafts, poor internal accounting, credit advances to customers who do not 

pay on time, sales forecasts that predict that the company can sell its way out of 

difficulty (Panicker & Manimala, 2015; Fredenberger, Lipp & Watson, 1997), lack of 
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planning or even short-sighted planning (Panicker & Manimala, 2015), significant one-

off causes (Collett et al., 2014) and sheer bad luck (Arend, 2008; Bibeault, 1982; 

Boyne & Meier, 2009; Collett et al., 2014; Gething, 1997; Gopal, 1991; Grinyer, 

Schiuma, Lerro, Sanitate, 2008; Grinyer et al., 1990; Schendel, Patton & Riggs, 1976; 

Slatter, 1984; Thain & Goldthorpe, 1989a). 

 

Operational problems can be better handled by a business as there is more room to 

operate and the contributing conditions can be identified more readily (Pretorius, 

2008). Various types of corporate deterioration must be met with distinct turnaround 

strategies (Schweizer & Nienhaus, 2017; Winn, 1993) as various types of corporate 

deterioration fall under the potential influence of managers (Schweizer & Nienhaus, 

2017). Since internal causes occur due to poor performance of internal functional parts 

of a unit, internal causes are usually controllable in nature, if the internal causes are 

detected in time and corrective actions are taken promptly (Barker & Mone, 1994; 

Hofer, 1980; Hoffman, 1989; Panicker & Manimala, 2015; Schendel et al.,1976). 

 

Political, economic, social, technological and ecological factors present organisations 

with threats and constraints (Mbandu, 2016). The inability to respond to industry or 

environmental changes can result in missteps and failure (Rockwell, 2016; Weitzel & 

Jonsson, 1989; Staw, Sandelands & Dutton, 1981; Whetten, 1980b). Any aspect of 

the external environment may affect the performance of an industrial enterprise, 

including the demographical changes, economic conditions, natural hazards, 

technological innovations, social norms and customs, political systems and changes 

as well as international interactions (Panicker & Manimala, 2015).  

 

External or industry contraction-based decline conditions will lead to a reduction in 

terms of the prospects of companies competing in specific industries if the companies 

do not adapt to, notably, new external dynamics (Santana et al., 2017; Whetten, 1987), 

competitive dynamics (Chowdhury, 2002; Kibui & Iravo, 2017; Pandey & Verma, 2005; 

Trahms et al., 2013; van Witteloostuijn, 1998), pressure from key stakeholders 

(Chowdhury, 2002; Kibui & Iravo, 2017; Pandey & Verma, 2005), demographic 

changes, the creation of new substitutes, more intense rivalry (Grinyer & McKiernan, 

1990; Trahms et al., 2013), economic changes, technological changes, legal changes, 

political changes, cultural changes, social changes, competition changes (Datta et al., 
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2010; Santana et al., 2017; Scherrer, 2003; Trahms et al., 2013), adverse changes in 

the immediate and broader business environment of a firm (Collett et al., 2014), global 

competition, shrinking customer bases in a product market, deregulation (Rockwell, 

2016; Porter, 1980; Pfeffer & Salancik, 2003), leaps in competition, industry 

conditions, legislation changes (Mellahi & Wilkinson, 2004; Schweizer & Nienhaus, 

2017), unforeseen demand shifts (Angwin et al., 2015), fall in demand for products of 

an industry, a sudden environmental jolt or a radical innovation that becomes a 

competence destroying discontinuity (McGovern; 2007; Panicker & Manimala, 2015), 

weak or wrong positioning in the market, loss of competitive advantage (Pretorius, 

2008), changes in international markets, unforeseen competition, financial market 

instability (Khandwalla, 1992; Panicker & Manimala, 2015; Park & Mezias, 2005; 

Pearce & Robbins, 1993; Scherer, 1970), unfavourable environmental shifts (Francis 

& Desai, 2005; Schendel et al., 1976), industry conditions, government regulations, 

external stakeholders (Hubbard & Kosnik, 1996; Francis & Desai, 2005), precarious 

industry settings, harsh and overwhelming business climates, the relative lack of 

exploitable opportunities (Covin & Slevin, 1989; Francis & Desai, 2005), increased 

domestic and foreign competition, product or service innovations by competitors, 

changes in customer expectations (Balgobin & Pandit, 2001; Panicker & Manimala, 

2015; Walshe et al., 2004), recessionary conditions (Barker, 2005; Panicker & 

Manimala, 2015) and sheer bad luck (Arend, 2008; Bibeault, 1982; Boyne & Meier, 

2009; Collett et al., 2014; Gething, 1997; Gopal, 1991; Grinyer et al., 1990; Schendel 

et al., 1976; Schiuma et al., 2008; Slatter, 1984; Thain & Goldthorpe, 1989a). 

 

External distress causes are not directly influenced by the management of a firm 

(Mellahi & Wilkinson, 2004; Schweizer & Nienhaus, 2017) as external factors that 

cause decline or failure are those factors beyond the control of management (Grinyer 

et al., 1990; Haron et al., 2013; O’Neil, 1986). Since strategic factors are closely linked 

to the external environment and how a firm responds to changes in that environment, 

strategic causes are susceptible to external influences that are not easily seen by 

decision-makers. Consequently, strategic causes typically call for quicker responses 

(Pretorius, 2008).  
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3.2.1 Failure Considerations of an Organisation 

 

Decline precedes failure in the sense that failure implies finality about the inability to 

proceed with operations (Pretorius, 2009). An organisation that fails to respond 

appropriately to decline might be doomed to failure (Rockwell, 2016). Neglecting 

decline will eventually result in the company's demise (Francis & Desai, 2005; 

Santana, et al, 2017). As the decline continues and the performance worsens, 

declining firms become trapped in a downward spiral that ends in crises or even death 

(Tangpong et al., 2015; Hambrick & D’Aveni, 1988; Rudolph & Repenning, 2002; 

Weitzel & Jonsson, 1989). Poor performance is self-reinforcing, in that poor 

performance consumes a firm's slack resources, which inevitably leads to further 

deterioration of performance, eventually leading to failure (Hambrick & D’Aveni, 1988; 

Tangpong et al., 2015). In the case of organisational death, the organisation is unable 

to continue to function and ceases to exist as a result (Rockwell, 2016; Sheppard, 

1994). An enterprise fails when it involuntarily ceases to be able to raise new debt or 

equity funding as a way to reverse a decline. Accordingly, the venture cannot continue 

to operate with its current management and ownership, which means failure is the 

endpoint at the point of discontinuance and bankruptcy, and when failure is reached, 

operations cease to occur and legal proceedings begin (Pretorius, 2009). Companies 

that are facing severe financial problems often face bankruptcy and have a limited 

range of options due to excessive resource depletion (Francis & Desai, 2005; Robbins 

& Pearce, 1992). When failure occurs, neither the environment nor the organisation is 

to blame, but rather failure occurs because the environment and the organisation 

aren't aligned, or because the organisation is not aligned to the realities of the 

environment (Sheppard and Chowdhury, 2005).  

 

In the event of bankruptcy, people become unemployed, social security costs 

increase, and foreign exchange earnings decline, resulting in high economic and 

social costs, not only for the organisation but for the individuals and the governments 

as well (Haron, Rahman & Smith, 2013; Harker, 1996). Without rejuvenation, the 

journey of a firm will progress towards failure and eventual death (Sheppard & 

Chowdhury, 2005). 
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3.2.2 Turnaround Considerations of an Organisation 

 

Turnaround refers to the process of returning an organisation to health from decline 

(Panicker & Manimala, 2015). Neither decline nor the route to bankruptcy are 

irreversible (Cameron et al., 1988; Furrer et al., 2008; van Witteloosstuijn, 1998).  

Organisational failure can be avoided with a successful turnaround plan, as the failure 

to accomplish a turnaround ultimately causes an organisation to fail (Sheppard & 

Chowdhury, 2005). Unlike a failed company, a declining company can be turned 

around (Pretorius, 2008; 2009).  

 

As noted by numerous authors in existing literature, turnaround is the crucial point of 

recovering from distress and decline  (Schendel et al., 1976; Schweizer & Nienhaus, 

2017), the improvement in performance of a company following a period of 

decline  (Balgobin & Pandit, 2001; Pandit, 2000; Panicker & Manimala, 2015; Santana 

et al., 2017; Yandava, 2012; Walshe et al., 2004) and the effort to restore a firm's 

performance to what it was prior to a serious decline  (Barker & Duhaime, 1997; 

Pearce & Robbins, 1993; Tangpong et al., 2015). When a firm persists, such a firm 

has achieved turnaround  (Sheppard & Chowdhury, 2005), after having survived a life-

threatening situation and recovers adequately  (Barker & Duhaime, 1997; Lohrke et 

al., 2004; Pearce & Robbins, 1993), has recovered from the decline that threatened 

the survival of the venture in the first place (Pretorius, 2008; 2009; Sheppard & 

Chowdhury, 2005), to resume normal operations (Barker & Duhaime, 1997; Lohrke, 

Bedeian & Palmer, 2004; Pearce & Robbins, 1993; Pretorius, 2008; 2009; Sheppard 

& Chowdhury, 2005; 2004), regained sustained profitability (Barker & Duhaime, 1997; 

Bedeian & Palmer, 2004; Lohrke, Pearce & Robbins, 1993) and finally achieves a level 

of performance required by the stakeholders or constituents of the venture through 

reorientation of positioning, strategy, structure, control systems and power distribution 

(Pretorius, 2008; 2009) and ended the threat with a combination of strategies involving 

skills, systems and capabilities to achieve sustainable performance recovery 

(Sheppard & Chowdhury, 2005).  

 

In other words, corporate decline is a continuous loss situation and turnaround is 

equated to reaching the breakeven point from such a decline situation (Khandwalla & 

Khandwalla, 1992; Panicker & Manimala, 2015), in other words, the return to positive 
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cash flow, once crossing the breakeven point from the loss situation is associated with 

achievement of normal operations and, therefore, turnaround (Pretorius, 2009). The 

loss of competitive advantage and regaining that competitive advantage are the two 

elements of a corporate turnaround (Kazozcu, 2011).  

 

A turnaround is the occurrence over a period of time of a sequence of events leading 

to an improvement in organisational performance (Chowdhury, 2002; Kibui & Iravo, 

2017). As a result of a turnaround, a company can achieve more than financial gains 

or efficiency gains, but rather a firm can achieve rejuvenation, which comprises 

changes to a firm's structure, strategy, systems, technology and individual behaviour 

occurring simultaneously and comprehensively (Sheppard & Chowdhury, 2005; 

Stopford & Baden-Fuller 1990). Various researchers have proposed stage theories for 

understanding the turnaround process, notably the following: 

 

• Five stages of decline and corresponding turnaround actions, namely; blinded 

stage and good information, inaction stage and prompt action, faulty action 

stage and corrective action, crisis stage and effective re-orientation and finally 

dissolution stage where no action is possible (Panicker & Manimala, 2015; 

Tangpong et al., 2015; Weitzel & Jonsson, 1989). 

• Model of organisational decline and turnaround entailing; cause of decline, 

response factors, firm actions and outcomes (Pearce & Robbins, 1993; Trahms 

et al., 2013). 

• Six stages including the period before explicit implementation of turnaround, 

notably; causes, triggers, diagnosis, retrenchment, recovery and renewal 

(Kazozcu, 2011; Mckiernan, 2003). 

• Five phases of the turnaround process, notably; decline and crisis, triggers for 

change, recovery strategy formulation, retrenchment and stabilisation and 

return to growth (Balgobin & Pandit, 2001; Haron et al., 2013). 

• Five stages in organisational turnaround, namely; top management change, 

evaluation and diagnosis, emergency actions, stabilisation and re-posturing 

and return to normal growth (Bibeault, 1982; Panicker & Manimala, 2015). 
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• The path-dependent pattern of retrenchment and turnaround unfolds in four 

phases, namely; antecedents, actions, results of and dynamics flowing from 

actions and outcomes (Tangpong et al., 2015). 

• Four stages, notably; decline, response initiation, transition and outcome 

(Chowdhury, 2002; Panicker & Manimala, 2015). 

• Five-step turnaround process accepted and supported by the global 

Association of Turnaround Professionals, which includes, situation analysis, 

changing the management, emergency actions, restructuring actions and 

returning to normality and profitability (Burbank, 2005; Pretorius, 2008b). 

• Two-stage contingency model with decline-stemming stage and recovery stage 

(Arogyaswamy, Barker, & Yasai‐Ardekani. 1995; Panicker & Manimala, 2015) 

• When a turnaround firm goes through decline and turnaround, three phases 

can be identified, namely; the growth phase, decline phase and recovery phase 

(Furrer et al., 2008). 

• Two-stage contingent process models involving retrenchment and recovery 

stages (Chowdhury, 2002; Panicker & Manimala, 2015; Pearce & Robbins, 

1993). 

• A model of the turnaround process, three phases, namely; turnaround situation, 

turnaround response and turnaround outcome (Lohrke et al., 2004). 

 

The details of the organisational turnaround process models listed above do not fall 

within the scope of the present research effort. The next section discusses 

organisational turnaround strategy, the turnaround situation and various turnaround 

strategies and actions identified in the literature. 

 

3.2.3 Turnaround Strategies: An Overview 

 

In times of crisis, businesses worth rescuing require turnaround strategies (Hough et 

al., 2011). Occasionally, firms experience poor performance and, if not corrected, the 

decline worsens to the point that the firm cannot meet its financial obligations.  
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A strong turnaround strategy is therefore required for the organisation to recover 

(Mbandu, 2016). Whenever a firm's survival depends on comprehensive 

organisational change, there are many possible turnaround strategies, each with a 

different nature or foundation (Bowman & Singh 1993; Ndofor, VanEvenhoven & 

Barker, 2013; Schweizer & Nienhaus, 2017).  

 

A company must choose a strategy that is appropriate to its environment's levels of 

turbulence and then develop resources that will complement that strategy (Acur & 

Englyst, 2006; Mbandu, 2016). The process of turnaround necessitates different 

skillsets in order to identify the causes of decline and formulate appropriate strategies 

to rebuild the company's fortunes (Panicker & Manimala, 2015; Prasad, 2006). The 

main task of turning things around due to the pressure of a threatening decline is to 

come up with a strategy (Pretorius, 2008b). Having a turnaround strategy can 

dramatically improve an organisation's competitiveness and financial performance by 

arresting and reversing the sources of its weaknesses as quickly as possible (Hough 

et al., 2011; Kabii, 2009; Mbandu, 2016). Almost all ventures will face difficulty and 

decline at some time in their lifetime, hence the need for turnaround strategies 

(Pretorius, 2008a). Choosing an optimal turnaround strategy due to a crisis can 

however be a challenge for companies (Kazozcu, 2011). 

 

Turnaround strategies are a set of reform strategies designed to help businesses 

recover from deteriorating financial results over time (Awwad, 2014; Kibui & Iravo, 

2017). Firms pursuing turnaround strategies adopt a series of consequential, direct, 

long-term decisions and actions with the aim of reversing a perceived crisis that 

threatens their survival (Cater & Schwab, 2008; Kibui & Iravo, 2017). When it comes 

to turnaround strategies, it's about doing things differently and about changing how 

processes are handled so that the efficiency of a firm is improved (Angwin et al., 2015). 

In any turnaround, the primary objective is to eliminate any immediate threat of the 

company going into liquidation and to focus on tasks and activities that will restore the 

value of the company (CIMA, 2009; Kibui & Iravo, 2017). With a turnaround strategy, 

financial performance is improved by improving productivity and efficiency of existing 

operations (Mbandu, 2016).  
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An underperforming or distressed company should be returned to normal in terms of 

profitability, solvency, liquidity and cash flow with the effective use of appropriate 

turnaround strategies (Kibui & Iravo, 2017).  

 

Reversing the causes of distress, resolving the financial crisis, achieving a speedy 

increase in financial performance, gaining stakeholder support, and overcoming 

internal constraints and unfavourable industry characteristics are all essential 

elements of a turnaround strategy (Boyne, 2003; Kibui & Iravo, 2017). When a 

turnaround strategy is intended to reverse decline, it must address the core problem 

at the heart of the firm that is in the state of threatening decline (Pretorius, 2008a). In 

the literature, the following, but not limited to, turnaround strategies have been 

investigated, namely; operational restructuring, asset sales, acquisitions, capital 

expenditure, managerial restructuring, dividend cut or omission, equity issue and debt 

restructuring (Pretorius, 2008a; Sudarsanam & Lai, 2001). 

 

3.2.3.1 General Turnaround Considerations 

 

The environment in which organisations operate puts many pressures on them to 

change (Mbandu, 2016). A firm's survival requires that the management, the 

environment, and the way the firm interacts with the environment all be considered as 

factors determining the firm's destiny (Sheppard & Chowdhury, 2005). Despite the 

obvious decline of an organisation, it is crucial to identify the triggers that will bring 

about action, otherwise, it is likely that nothing will change (Angwin et al., 2015). A firm 

would face a turnaround situation that requires turnaround action when there are 

warning signs from environmental changes, internal deficiencies, or a combination of 

both, and that with obvious intent, threaten the survival of the firm (Grinyer et al., 1990; 

Lohrke et al., 2004; Pearce & Robbins, 1993; Schendel et al., 1976; Zammuto & 

Cameron, 1985).  

 

How severe the decline is experienced by a firm depends on external and internal 

factors, including environmental munificence and dynamism, the degree of strategic 

misalignment and the availability of slack resources (Lohrke et al., 2004).  
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A turnaround situation refers to the point of acknowledgment where a company 

recognises the need to employ a manager experienced in dealing with company 

turnarounds or has ascertained that completely new leadership may be required 

(Pretorius, 2008b).  

 

Turnaround situations occur when a company has had declining economic 

performance for an extended period of time, to the extent that the company's future is 

threatened, unless it takes serious steps to improve performance (Panicker & 

Manimala, 2015). If performance criteria are sufficiently depressed to warrant a 

turnaround response, the turnaround response is to take actions likely to overcome 

company troubles and allow the company to return to past performance levels (Kibui 

& Iravo, 2017). 

 

Turnaround situations are caused by both internal and external factors. Thus, a 

turnaround situation is a function of organisational ineptness and the inability of 

management to discern the changes in the external factors (Panicker & Manimala, 

2015; Tan & See, 2004). Depending on the cause and severity of the turnaround, 

specific strategies must be taken, including retrenchment and recovery (Pretorius, 

2008b; Robbins & Pearce, 1992). If a turnaround situation is caused by operational 

weaknesses, then it is less severe than a turnaround situation caused by strategic 

differences, so the rationale is that operational preconditions can be corrected 

relatively easily, whereas strategic preconditions require directional change and high-

risk expectations which can be equated to the risks faced when starting a company 

from fresh (Pretorius, 2008b).  

 

Based on the specific market environment and the requirements associated with each 

turnaround situation, different strategies and practices are required (Pretorius, 2008b). 

Action is typically triggered by external bodies, a change of ownership or threat of a 

change of ownership, the appointment of a new chief executive, management 

recognising that there are serious problems that need to be addressed and the 

perception of the new opportunities arising (Angwin et al., 2015; Grinyer et al., 1988). 

Achieving success with the chosen strategy depends on identifying the turnaround 

situation accurately (Hopkins, 2008; Pretorius, 2008a). According to Hough et al., 

(2011), a firm in a declining competitive position may adopt strategic options. 
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• Develop a turnaround strategy that focuses on a lower cost or new 

differentiation themes, thus, investing capital and talent in order to become and 

an important market player. 

• Adapt the current strategy to maintain sales, market share, profitability and 

competitive position. 

• Consider selling the business or shut down operations in the event that a 

suitable buyer cannot be found. 

• Adopt a slow-exit strategy, by keeping reinvestment to a bare-minimum and 

prioritising short-term cash flows in preparation for a slow but stable withdrawal 

from the market.  

 

3.2.3.2 Operational and Strategic Turnaround Actions 

 

Turnaround actions are categorised as strategic and operational actions (Hofer, 1980; 

Panicker & Manimala, 2015; Schendel et al., 1976), entrepreneurial and efficiency 

actions (Hambrick & Schecter, 1983; Panicker & Manimala, 2015). Companies in 

decline can pursue revenue-generating, cost-reducing, asset-reducing strategies, or a 

combination of these strategies as well as strategic positioning strategies (Hofer, 1980; 

Pretorius, 2008a). Strategic variables are long term and have a long-term impact on 

firm profitability, while operations-related variables impact upon efficiencies 

immediately. Therefore, operations-related variables have an immediate impact on 

firms' performances and strategic variables have a long-term impact on a firm's 

profitability (Furrer et al., 2008).  

 

In the literature, there are two main turnaround strategies, specifically; retrenchment 

and recovery (Pearce & Robbins, 1993; Santana et al., 2017). Cost reduction and 

reduction of assets are the primary objectives of retrenchment and recovery identifies 

strategies appropriate to the causes, e.g., entrepreneurial strategies to address 

external causes of distress and efficiency strategies to address internal causes of 

distress (Chowdhury; 2002; Panicker & Manimala, 2015; Pearce & Robbins, 1993). 

Initially, declining firms retrench to stabilise financial conditions by refocusing on 

efficiency (Lohrke et al., 2004; Hofer, 1980; Tangpong et al., 2015). Cash resources 

earned from liquidating surplus assets allow time and resources to be directed to 

recovery (Collett et al., 2014).  



336 
 

As soon as financial stability is restored, declining firms can undertake market-based 

reorientation actions that will foster long-term competitiveness (Arogyaswamy et al., 

1995; Barker & Duhaime, 1997; Ndofor et al., 2013; Tangpong et al., 2015), where 

firms that have managed to successfully turn things around, look at strategic change 

(Collett et al., 2014). Specific strategies should be designed based, on combining 

retrenchment phases with recovery phases in the turnaround process (Bruton, 

Ahlstrom, & Wan, 2003; Robbins & Pearce, 1992; Pretorius, 2008a). 

 

3.2.3.3 Retrenchment During Turnaround 

 

Changing how the company operates is crucial to completing a turnaround (Collard, 

2010). Turnarounds are supported by retrenchment activities (Collett et al., 2014). 

Retrenchment strategies, also known as operating actions (Pearce & Robbins, 1993; 

Santana et al., 2017), refer to efficiency-oriented, short-term turnaround actions 

(Morrow, Johnson & Busenitz, 2004; Lim, Celly, Morse & Rowe, 2013, O’Neill, 1986; 

Tangpong et al., 2015), are intended to reduce cost  (Lim et al., 2013; Morrow et al., 

2004; Pearce & Robbins, 1993; O’Neill, 1986; Santana et al., 2017; Tangpong et al., 

2015), assets (Pearce & Robbins, 1993; Santana et al., 2017), downsizing, asset sell-

offs and divestment of businesses, that aim to stem survival-threatening performance 

decline (Lim et al., 2013; Morrow et al., 2004; O’Neill, 1986; Tangpong et al., 2015).  

 

Disinvesting in or liquidating unprofitable parts of the business, as well as reducing 

investments in functional areas such as marketing, research and development, and 

production, may also be part of retrenchment (Francis & Desai, 2005; Lorhke & 

Bedeian, 1998). Retrenchment-oriented actions target short-term stability during 

distress (Bibeault, 1982; Schweizer & Nienhaus, 2017). Retrenchment should begin 

with the activities with the highest cash flow impacts (Finkin, 1985; Schweizer & 

Nienhaus, 2017).  

 

Costs of manufacturing, accounts receivable, and accounts payable are classified as 

operations-related, while capital expenditures are considered strategic expenditures 

(Furrer et al., 2008). However, the impact of marketing on short or long-term 

profitability may depend on both the volume of sales and the development of market 

segments.  
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Thus, it is difficult to categorise marketing costs as purely efficiency-related or 

strategically-related (Furrer et al., 2008; Harker, 1998; Robbins & Pearce, 1992; 1993). 

When a company is facing financial distress, capital expenditure modifications can 

enhance operating efficiency with existing resources (Schweizer & Nienhaus, 2017), 

but in order for a capital expenditure to have an impact on firm profitability, it must 

improve the competitiveness of the firm, and it must be long-term in nature. Therefore, 

in such a situation, capital expenditures are considered strategic (Furrer et al., 2008). 

 

Operational strategies that reduce costs are a crucial component of turnaround 

strategies (Collard, 2010). Turning around a firm is most often accomplished through 

cost efficiencies (Schoenberg et al., 2013). Cost-cutting is a critical strategy for 

successful turnarounds (Brown, James & Mooradian, 1993; Collett et al., 2014; 

DeAngelo & DeAngelo, 1990; Filatotchev & Toms, 2006; Franks & Mayer, 1997; 

Hoffman, 1989; Panicker & Manimala, 2015). It is best to reduce costs when the value 

chain and cost structure of an ailing company are flexible enough to allow radical 

surgery, when operating efficiencies are well known and easy to correct, and when the 

company's costs are excessive (Hough et al., 2011).  

 

In cases where the business is very close to the breakeven point, cutting costs makes 

sense (Hofer, 1980; Hough et al., 2011; Pretorius, 2008b). A variety of actions are 

employed to achieve cost efficiencies, from belt-tightening to firefighting, and that aim 

to produce quick wins in order to either stabilise cash flow in the short-term or improve 

it quickly (Bibeault, 1982; Hambrick & Schecter, 1983; Schoenberg, et al.; 

Sudarsanam & Lai, 2001). Under operational restructuring, cost cutbacks have limited 

effectiveness and are not always sufficient to turn a company around (Schweizer & 

Nienhaus, 2017). However, reduction of costs may suffice in cases of industry-specific 

decline until demand returns (Barker & Duhaime, 1997; Schoenberg et al., 2013).  

 

Cost-cutting and financial restructuring that lead to lean management, therefore, are 

important strategies to adopt for successful turnarounds (Brown et al., 1993; DeAngelo 

& DeAngelo, 1990; Filatotchev & Toms, 2006; Franks & Mayer, 1997; Hoffman, 1989; 

Panicker & Manimala, 2015).  

 



338 
 

Debt restructuring has been investigated as a turnaround strategy (Pretorius, 2008b; 

Sudarsanam & Lai, 2001). Among the critical turnaround strategies that lead to 

improved financial performance is restructuring debt, such as reducing interest on 

current debts and rearranging the debt with government and creditors (Mbandu, 2016) 

and renegotiating the long-term and short-term debt (Collard, 2010). Asset sales have 

been investigated as turnaround strategies (Pretorius, 2008b; Sudarsanam & Lai, 

2001) and has been identified to support turnarounds (Collet et al., 2014). Effective 

turnaround strategies involve operational strategies that include selling and 

redeploying assets (Collard, 2010). Divestment, asset liquidation and plant closures 

have long been considered key elements of turnaround strategy (Francis & Desai, 

2005). It has been suggested that asset-reduction strategies be implemented by failing 

companies in order to improve cash flow (Hambrick & Schecter, 1983; Hofer, 1980; 

Hough et al., 2011; Panicker & Manimala, 2015; Robbins & Pearce, 1992), as well as 

asset-reduction strategies that shores up enough money that can assist with paying 

off expenses that urgently need to be paid, and which involve either investing in more 

productive assets or adapting existing assets to become more productive (Panicker & 

Manimala, 2015).   

 

Asset-reduction ways to generate cash may involve the sale of plant, sale of 

equipment, sale of land, sale of patents, sale of inventories, sale of profitable 

subsidiaries, pruning of marginal products from the product line, closing or selling older 

plants, reducing the work force, withdrawing from outlying markets and cutting back 

on customer service (Hough et al., 2011). It is not uncommon for asset retrenchment 

to follow directly or concurrently with a cost-savings initiative (Schoenberg et al., 

2013). The goal of asset retrenchment is to examine areas of the firm that are under-

performing and determine if efficiencies can be made or if the asset should be divested 

rather than being allowed to conduct business at a level lower than the rest of the 

company (Hofer, 1980; Morrow et al., 2007; Schoenberg et al., 2013). In cases where 

a business is well below break-even, an asset-reduction turnaround strategies may be 

beneficial (Hofer, 1980; Pretorius, 2008b).  

 

A potential downside to asset sales is that this will compromise future strategic options, 

while a potential upside is that it may produce cash and reduce losses (Schoenberg 

et al., 2013).  
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Disposing of non-core business assets usually supports strategy renewal in the firm's 

core businesses (Hough et al., 2011). When it comes to retrenchments, asset 

retrenchment generally outperforms cost cuts (Morrow et al., 2007; Pearce & Robbins, 

2008). Operational restructuring has been investigated as a turnaround strategy 

(Pretorius, 2008a; Sudarsanam & Lai, 2001). Operational restructuring is a strategy 

related to the survival of a firm (Schweizer & Nienhaus, 2017). Restructuring 

operations aim to improve operating efficiency rather than to change corporate 

strategy (Schweizer & Nienhaus, 2017). Restructuring an organisation's operations 

might require adjusting processes, modifying product and service offerings, or 

changing assets or capital structures (Schweizer & Nienhaus, 2017; Sudarsanam & 

Lai, 2001). Profitability can be increased and the return on assets and investments 

improved through restructuring, thereby fixing the capital structure (Collard, 2010). 

Dividend cuts or omissions and equity issues have been investigated as turnaround 

strategies (Pretorius, 2008a; Sudarsanam & Lai, 2001). 

 

Turnaround strategies that increase revenue are effective operational strategies 

(Collard, 2010). In cases where the operating budget does not allow for major cuts in 

expenses, it is vital to increase sales and revenues and use existing capacity to restore 

profitability (Hough et al., 2011). Businesses that are moderately below break-even 

should develop a revenue-generating strategy (Hofer, 1980; Pretorius, 2008b). A 

turnaround plan aimed at increasing sales volume may involve price cuts, increased 

advertising, a bigger sales force, added customer services, and rapid product 

improvements (Hough et al., 2011). In order to see the benefits of successful 

turnarounds, the following sales-related factors are essential; environmental 

comprehension, market selection, innovative market offers, and managed 

relationships (Bibeault, 1982; Harker & Harker, 1998; Finkin, 1987; Panicker & 

Manimala, 2015).  

 

Process-orientated strategies include the reinvigoration of the leadership of a firm and 

culture change (Schoenberg et al., 2013). Turnarounds are often attributed to 

leadership provided by managers and environmental factors (Gupta & Sathye, 2008; 

Kibui & Iravo, 2017). Organisational restructuring has been identified to support 

turnarounds (Collet et al., 2014).  
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Most often, reorganisation is associated with successful turnarounds when the chief 

executive or other senior members of the management team are replaced (Boyne, 

2004; Pearce & Robbins, 2008). Businesses generally tend to fail because of the 

mismanagement of the business (Collard, 2010). The mismanagement of a business 

is a more frequent cause of financial distress than economic causes of distress 

(Schweizer & Nienhaus, 2017; Whitaker, 1999). Often, the executive team needs to 

be replaced in part or in its entirety (Kesner & Dalton, 1994; Lohrke et al., 2004; 

Schoenberg et al., 2013). Changing top management is widely recognised as a 

prerequisite for turnaround success (Bibeault, 1982; Hofer, 1980; Panicker & 

Manimala, 2015; Schendel et al., 1976; Slater, 1999). Recommended strategies in 

order to achieve successful turnarounds in troubled organisations are employee 

engagement (Barrett & O'Connell, 2001; Panicker & Manimala, 2015) and culture-

building (Panicker & Manimala, 2015).  

 

A firm may need to change its culture to make changes to past beliefs and 

assumptions that may no longer be relevant in light of the changing environment it 

faces, and only then can old operating routines be removed, and new employee 

behaviours adopted (Schoenberg et al., 2013). According to Collard (2010), strategies 

may include; institutionalising changes in corporate culture to emphasise profitability, 

return on investment and return on the assets employed, and opportunities for 

profitable growth, through building on competitive strengths, improving customer 

service and relationships and building continuous management and employee training 

and development programmes to raise the calibre of human capital (Collard, 2010).  

 

When a firm in decline has poor management, turnaround actions are partly influenced 

by compensation as the career risk associated with firm’s decline and bankruptcy is 

not attractive to high-quality managers unless a reward can be offered for taking a risk 

on reputation and future employment (D’Aveni, 1990; Trahms et al., 2013). Thus, if 

executives are properly rewarded, they are motivated to take actions that benefit 

shareholders (Trahms et al., 2013). According to Mbandu (2016), by using human 

resource consultants to headhunt key people for managerial positions, having 

structured and competitive salaries for key management positions, and implementing 

performance-based bonus pay programmes for key staff, management change 

strategies show that financial performance can be improved.  
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Retrenchment and short-term stability should be followed by a shift towards 

sustainable growth (Pandit, 2000; Schweizer & Nienhaus, 2017). It is unlikely that 

retrenchment will work if the decline is due to a weak strategic posture or a firm-based 

problem (Ndofor et al., 2013; Santana et al., 2017) since in such situations, 

retrenchment will only make employees less productive (Datta et al., 2010; Santana 

et al., 2017) which is the last thing needed when a company in on the verge of going 

out of business (Santana et al., 2017). However, due to liquidity requirements, 

retrenchment must not be discounted in order to reach some sort of recovery phase 

(Eichner, 2010; Schweizer & Nienhaus, 2017).  

 

The identification of effective turnaround strategies, such as adopting sound corporate 

and business strategies and tactics and setting specific goals and objectives that align 

with required stakeholder objectives, can be done through strategic initiatives (Collard, 

2010). The likelihood of a turnaround occuring depends on how threatening 

unexpected macroeconomic and industry-wide factors are handled (Denis & Denis, 

1995; Schweizer & Nienhaus, 2017). The company must analyse the industry, its 

major competitor, and its competitive position in order to determine the best course of 

action, by means of a situation analysis (Hough et al., 2011). Resources and the 

environment have to be matched for turnaround strategies to work (Pretorius, 2008b). 

It may be necessary to seek out new market opportunities in cases of fundamental 

changes in consumer tastes (Pearce & Robbins, 1993; Schoenberg et al., 2013). 

Effective turnaround strategies involve establishing competitive repositioning (Collard, 

2010). 

 

3.2.3.4 Strategic Change in a Turnaround process 

 

It is crucial to implement a new strategy in the final steps of a turnaround process to 

encourage a firm to turn its fortunes around (Pearce & Robbins, 2008). Since strategic 

variables are oriented towards improving company competitiveness, they have a long-

term impact on firm profitability (Furrer et al., 2008).  
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According to Hough, Thompson et al., (2011), when the current strategy is identified 

to be the cause of decline, changing the strategy means finding ways to improve the 

market position of the business, identifying and dealing with problems with internal 

operations and the different functional areas of the business, merging with other 

companies and, lastly, focusing on the core business.  

 

Whenever mature organisations have taken on too many activities and dissipated their 

energies, they may need reorientation to more core activities (Boyne & Meier, 2009; 

Panicker & Manimala, 2015), otherwise, firms should expand and diversify, in order to 

adapt to external threatening factors (Panicker & Manimala, 2015).  

 

Increasing the focus on the core activities of a company is often used in tandem with 

asset retrenchments in turnaround strategies (Boyne & Meier, 2009; Pearce & 

Robbins, 1993; Robbins & Pearce, 1992; Schoenberg et al., 2013) and entails 

determining the markets, products and customers that have the potential to generate 

the greatest profits and refocusing the activities of the firm on these areas 

(Schoenberg et al., 2013).  

 

Turnarounds have been successful when the firm focuses on its core product line and 

the most loyal customer segment or area where it stands out from the 

competition (Collier and Bowman, 2013; Hambrick & Schecter, 1983; Schoenberg et 

al., 2013; Sudarsanam & Lai, 2001). Turnaround firms that succeed focus on strategic 

changes that include new product-market strategies and improved marketing 

strategies (Collet et al., 2014). Successful corporate turnarounds also rely on market 

penetration and niche market positioning (Hofer, 1980; Panicker & Manimala, 2015). 

Through organic and inorganic growth initiatives, such as development of new 

markets, expansion of existing markets, and acquisitions, companies can grow 

(Pretorius, 2008b).  

 

In addition to giving organisations a competitive advantage and helping them gain a 

share of the market quickly, the development of innovative new technologies could be 

slowly recovered by securing patent protection for new products (Kow, 2004; Panicker 

& Manimala, 2015). In order to succeed, strategy revision must be closely aligned with 
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the strengths and competitive capabilities of the company and targeted at the most 

promising market opportunities (Hough et al., 2011). 

 

3.2.3.5 Recovery During Turnaround 

 

Recovering from the performance crisis is a crucial milestone in determining the 

success of the turnaround. A successful turnaround is when the company is able to 

overcome the performance crisis, end the threat to surviving, and achieving sustained 

profitability (Kazozcu, 2011). Turnaround is a process of recovery and investment 

(Collard, 2010). Existing literature presents a wide range of recovery strategies, most 

of which are similar, but are labelled differently (Pretorius, 2008a). In order to 

implement a strategic recovery plan a company must adjust the areas where it 

competes (Barker & Duhaime, 1997; Ndofor et al., 2013; Santana et al., 2017). 

Recovery actions entail investments, organisational refocus and growth, innovations 

(Eichner, 2010; Schweizer & Nienhaus, 2017), growth-oriented and market-focused 

strategies (Schweizer & Nienhaus, 2017; Sudarsanam & Lai, 2001), stronger financial 

controls, diversification, entering an export market vigorously, improved quality and 

service, intensive efforts to reduce production costs, acquisitions, reduced debt and 

windfalls (Angwin et al., 2015; Grinyer et al., 1988), cost efficiency measures (Hofer, 

1980; Robbins & Pearce, 1992; Schoenberg et al., 2013), new and improved 

management, financial cut-backs, growth, restructuring of the organisation (Haron, et 

al., 2013; O’Neil, 1986), management change, retrenchment activities, debt 

restructuring, the development of the financial information system, liquidation of extra 

assets, change in strategy, new product-market focus, improved marketing, support 

of secured creditors and support of unsecured creditors (Arend, 2008; Bibeault, 1982; 

Brege & Brandes, 1993; Boyne & Meier, 2009; Chowdhury & Lang, 1996; Collett et 

al., 2014; Hambrick & Schecter, 1983; Hofer, 1980; Ketelhohn, Jarillo & Kubes, 1991; 

Martin & Riddell, 1996; Melin, 1985; O’Neill, 1986; Schendel et al., 1976; Schiuma, 

Lerro, & Sanitate, 2008; Slatter, 1984; Taylor, 1982; Thain & Goldthorpe, 1989b; 

Thietart, 1988).  

 

When a firm has slack resources, such as cash, inventory, or credit, it can implement 

a recovery plan with greater ease (Barker & Duhaime, 1997; Francis & Desai, 2005). 

Looking at the balance sheet, internal sources of potential cash reserve increase, such 
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as money owed by debtors and renegotiating payment terms and money owed to 

suppliers and these should be looked at and actions to increase cash available in the 

bank account, be adopted (Collard, 2010). Revenue generation and investment are 

given priority over asset and cost reduction in the turnaround recovery stage and 

maintaining efficiencies, as an extension of the retrenchment phase, remains vita 

(Kazozcu, 2011). 

 

3.2.3.6 Outcome of Turnaround 

 

It is not possible to predict the outcome of a turnaround in part because it can range 

from failure to significant gains (Trahms et al., 2013). Investors, stakeholders, and the 

economy at large place great value on the performance of a business, as a well-

performing business can benefit investors in the long run. Furthermore, financial 

profitability of a company will boost employee income, create higher quality products 

for consumers, and enable the company to use more sustainable production 

processes (Mbandu, 2016). It is more beneficial for society to turn around a failing 

business than to declare bankruptcy (Collett et al., 2014; Cook, Wintle, Aldrich & 

Wintle, 2014).  

 

An effective turnaround involves a combination of situational factors, internal 

capabilities, and firm strategies appropriate to each stage of decline and improvement 

(Francis & Desai, 2005). Turnarounds succeed when a firm has the capacity to self-

renew, so it can be agile in responding to changing circumstances in the future 

(Ghoshal & Bartlett, 1996; Schoenberg et al., 2013; Stopford & Baden-Fuller, 1990). 

Without establishing a firm's future growth foundation, the turnaround outcome cannot 

truly be considered a turnaround (Bibeault, 1982; Kazozcu, 2011).  

 

The objective of turnaround in any business organisation is to provide quality service 

delivery, skilled and responsible workers, cooperative governance and business 

transformation without having to involve stakeholders or liquidate the business 

(Mbandu, 2016). Sustainable performance improvement requires good management, 

an appropriate organisational structure, effective financial controls, a sound product 

market position, excellent marketing management, and tight cost control (Angwin et 

al., 2015; Grinyer et al., 1988). Growth-oriented and market-focused strategies 
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(Schweizer & Nienhaus, 2017; Sudarsanam & Lai, 2001) and innovations are effective 

in securing sustainable turnaround (Eichner, 2010; Schweizer & Nienhaus, 2017).  

The general consensus is that a successful recovery should at least produce a positive 

return or a return that is greater than the risk-free rate (Barker & Duhaime, 1997; 

Trahms et al., 2013). 

 

By analysing a firm's return on investment against the risk-free rate of return, the 

turnaround outcome is determined. If a firm's return on investment is greater than the 

risk-free rate of return for at least three years, the firm has achieved a successful 

turnaround outcome (Francis & Desai, 2005). In addition to traditional measures of 

success, non-financial measures include evaluations of leadership, resource use, and 

customer satisfaction (Goolian & Mersereau, 2000; Lohrke et al., 2004). Turnaround 

outcomes range from sharp-upward-bends in recovery and growth (Grinyer et al., 

1990; Trahms et al., 2013), to failure and liquidation, despite trying out a variety of 

turnaround strategies and attempts (Trahms et al., 2013). 

 

3.2.4 Organisational Turnaround and Real Estate 

 

The rationale concerning the following section is to deduce from existing literature that 

organisational turnaround literature can be applied to the context of commercial real 

property. Property, like company shares, is an equity investment (Barber, 1990). 

Commercial real estate is a business with a natural tendency toward long-term 

customer relationships (Rasila, 2010). Owning and operating real estate is a service 

business and renting property is a form of business (Ling & Archer, 2017). A real estate 

business is an enterprise that deals with land, money, location, value, property, and 

estate (Razali & Juanil, 2011). In addition to being an asset class, real estate is also a 

business entity (Ooi & Liow, 2002). Real property assets can be managed in a way 

that is not possible for mainstream financial assets, since financial asset investors are 

divorced from the day-to-day operations of such individual organisations that are 

represented by those financial instruments (Sanderson & Devaney, 2017).  

 

Businesses are generally considered private entities that offer goods, services, 

facilities, or accommodations to the public (Kyle, 2013). An underlying asset is a 

collection of physical, human and legal assets and relationships, where real property 
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assets such as the bricks and mortar of rent-producing real properties are underlying 

assets, comparable to industrial and service corporations that characterise corporate 

finance and investments (Geltner et al., 2014). Investors can own an interest in real 

property in many ways and each form of ownership provides the investor with different 

capabilities and limitations in making a profit from the property (IREM, 2011).  

 

Investor entities choose the ownership form for properties or portfolios of properties 

based on trade-offs along many dimensions, including tax, liability, management 

control, debt access, return volatility and distribution of cash to the investor (Ling & 

Archer, 2017). Generally, in commercial real estate investments, there are two levels 

of organisations at work. A property might be owned under a certain form of ownership, 

while the ultimate owners may have a different structure (Ling & Archer, 2017). 

 

Turnaround is decline and recovery from distress (Schweizer & Nienhaus, 2017; 

Schendel et al., 1976), the recovery of the performance of a company after serious 

decline (Balgobin & Pandit, 2001; Pandit, 2000; Panicker & Manimala, 2015; Santana 

et al., 2017; Yandava, 2012; Walshe et al., 2004) and the restoration of the 

performance of a firm to the level the firm had prior to a severe decline (Barker & 

Duhaime, 1997; Pearce & Robbins, 1993; Tangpong et al., 2015). A venture has been 

turned around when a firm perseveres (Sheppard & Chowdhury, 2005), recovers 

adequately, having survived a threat to survival (Barker & Duhaime, 1997; Lohrke et 

al., 2004; Pearce & Robbins, 1993), has recovered from a decline that threatened the 

existence of the venture (Pretorius, 2008a; 2009; Sheppard & Chowdhury, 2005), has 

resumed normal operations (Barker & Duhaime, 1997; Lohrke et al., 2004; Pearce & 

Robbins, 1993; Pretorius, 2008a; 2009; Sheppard & Chowdhury, 2005;), regained 

sustained profitability (Barker & Duhaime, 1997; Lohrke et al., 2004; Pearce & 

Robbins, 1993) and has achieved performance acceptable to the stakeholders 

(Pretorius, 2008a, 2009), where turnaround is equivalent to reaching at least a 

breakeven from the loss situation (Khandwalla & Khandwalla 1992; Panicker & 

Manimala, 2015;).  

 

A corporate turnaround is related to loss of competitive advantage and the subsequent 

regaining of competitive advantage (Kazozcu, 2011). From the above, it can be 

deduced that commercial real property is equivalent to firms, as real properties and 
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firms are both underlying assets and thus, organisational turnround theory can be 

applied to commercial real property because of the equivalence, hence the turnaround 

of commercial real property, as indicated in organisational turnaround literature, is said 

to be the recovery of the performance of a property after serious decline and the 

restoration of the performance of property to the level the property had prior to a severe 

decline. Property has been turned around when a property perseveres, recovers 

adequately, having survived a threat to survival, has recovered from a decline that 

threatened the existence of the property, resumes normal operations, regains 

sustained profitability, regains competitive advantage and achieves performance 

acceptable to the stakeholders of the property, and where turnaround is equivalent to 

reaching at least a break-even from the loss situation. All that was done was that the 

words ‘organisation’, ‘venture’, ‘firm’ and ‘company’ were replaced with the word 

property.  

 

There are several factors that determine the performance of a property, including its 

location, age, state of repair, specification, amenities and management (Sanderson & 

Devaney, 2017). Essentially, performance refers to how well buildings meet 

requirements which are chosen, based on the interests of the stakeholders involved 

(Thomsen et al., 2015).  

 

Property fundamentals, including rental rate, occupancy rate, absorption rate, and 

capitalisation rate, determine property performance (Gahr et al., 2017). Performance 

of real estate is measured by the total return, which is the sum of capital growth and 

income returns over an extended period of time (Akinsomi et al., 2018). The success 

of an income-producing property can be measured by its income, which must be 

adjusted for vacancy losses, collection losses, other income and other receipts 

besides rent, in order to calculate its effective gross income (IREM, 2011). When 

operating expenses are deducted from effective gross income, net operating income 

of the property is found. However, for most income-earning properties, net operating 

income is adjusted by deducting the expense of debt service and reserves from yield 

cash flow (IREM, 2011). A stable, net operating income is anticipated income less 

expenses due to relatively stable operations (Fisher, 2007). Rents and vacancies are 

important considerations in estimating changes in gross receipts and net operating 

income that will result from an increase in rents (IREM, 2011). Landlords maximise the 
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value of income properties by achieving an optimal trade-off between rental rates and 

occupancy levels (Sirmans et al., 1990). 

 

It is challenging to benchmark investment performance for real estate portfolios 

because performance benchmarks vary widely by geography and by investment type, 

and there are no true industry-standard indexes for most of the real estate types. There 

are also significant differences between various, published real estate benchmarks, 

including property-level versus fund-level benchmarks, appraisal-based or 

transaction-based benchmarks, and risk type and fund structure, all of which 

complicate performance comparisons (Ross & Mancuso, 2011).  

 

As there are many ways to assemble real estate portfolios, investors need to select 

benchmarks that are appropriate to the specific structure of the allocation of real estate 

assets and they may also need to consider an absolute return target for long-term 

planning, rather than simply relying on benchmarks (Ross & Mancuso, 2011). The 

capitalisation rate is the key indicator of the real estate market, as it is calculated by 

dividing net operating income by the purchase price and a higher capitalisation rate 

indicates a higher desired return on investment (Gahr et al., 2017). In general, 

capitalisation rates are significantly affected by market conditions and vary according 

to property type and market, indicating different risk and reward factors (Gahr et al., 

2017). Using net operating income divided by the purchase price, capitalisation rate 

relates the value of a property to future income (Gahr et al., 2017). A capitalisation 

rate is an indication of how much the capital market is willing to pay for future cash 

flows (Gabe et al., 2019).  

 

Total return on real estate investment includes both income and capital appreciation, 

with income returns being fairly stable but capital returns being more volatile (Pfeifer, 

2016). The income returns act like a coupon‐paying bond that pays a regular, steady 

stream of income and the capital appreciation component behaves like a stock where 

the underlying value tends to fluctuate (Pfeifer, 2016). Turnaround can be measured 

by comparing the return on investment of a firm with the risk-free rate of return, and if 

the firm can exceed the risk-free rate of return by three years, then the firm has 

achieved turnaround (Francis & Desai, 2005), however, Pearce and Robbins (1994) 

stipulate that the actual time required for firms to turnaround is two to six years. The 
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relationship between purchase price and cash flow is a consideration for investors who 

seek regular, periodic income from a property, where the cash flow refers to the 

amount remaining after subtracting operating expenses and debt service from gross 

receipts (IREM, 2011). Investor income can be expressed as a cash flow, or as a 

percentage (IREM, 2011). A distressed property is one that generates less cash flow 

than its break-even point, resulting in the owner defaulting on the debt obligations 

(Torto, 2010). The term ‘distressed’ or problem property refers to improved properties 

that have minimal if any, positive net operating income (Healy,1989), where due to the 

reduced level of net income, debt service cannot be covered (Brophy & Chen, 2010; 

Cornell et al., 1996). 

 

As presented to respondents in the questionnaire in the empirical analysis related to 

the present research effort, the turnaround of a distressed property was referred to as: 

‘the full recovery of the net cash flow of a distressed income-earning property, to a 

level that was sufficient to cover any debt service for at least two years’. 

3.3 BUSINESS ANALYSIS OF PROSPECTS DURING TURNAROUND 

 

The following section briefly discusses the independent variable Business Analysis. 

Strategic decision making, financial statement analysis, important ratios, prospective 

and risk analysis is discussed. Furthermore, the possible link between business 

analysis and distressed properties is provided using present literature, by showing how 

analysing financial statements, risks and prospects of a distressed property in order 

to make informed business decisions or strategic decisions, can improve the overall 

financial situation of a distressed property and, thus, can contribute to a likelihood of 

recovery of a distressed property.  

 

3.3.1 Decision-Making in Business 

 

The analysis of a business is the process of evaluating the economic prospects and 

risks facing the business, including examining the business environment, reviewing 

existing strategies and financial performance, in order to make informed business 

decisions to the benefit of the business (Subramanyam & Wild, 2009). Sound real 
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estate decisions are essential to corporate financial and strategic success (Grabowski 

& Mathiassen, 2013).  

 

In the process of making a decision, one makes a choice among alternative actions to 

take, which becomes the final choice and action when implementation occurs, and is 

understood as a process of reasoning which can be categorised as either rational or 

irrational (Glaser & Tolman, 2008). Assumptions about the decision-maker's 

subjective preferences are excluded from rationality and only the technical and 

economic aspects of the built environment are considered (Glaser & Tolman, 2008).  

 

According to Harrison and Pelletier (2001), the components of the managerial 

decision-making process are the functions of decision-making, and which would 

include the following: 

 

• Set managerial objectives. 

• Search for alternatives. 

• In decision-making, the alternative courses of action represent different 

directions towards achieving a given objective and are compared and evaluated 

using the information available, based on the decision-maker's preference for 

a likely outcome. 

• It is the act of choosing a course of action from a set of alternatives when a 

decision is made. 

• The chosen course of action is carried out throughout the entire organisation 

after the decision is implemented. 

• The purpose of following up on and controlling the decision is to verify that the 

implemented decision achieves the objective that triggered the chain of 

functions of the decision-making process 

(Harrison , 1993; Harrison & Pelletier, 1995)).  

 

In the real world, organisations face incomplete and conflicting information, uncertainty 

of relevant exogenous events, restrictions from environmental dynamics, limitations of 

time and resources, constraints resulting from organisational size, legacy, expertise, 

rules, operating procedures, structures and systems and an inability to foresee 
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consequences of any given action (Grabowski & Mathiassen, 2013; Johnston & Lewin, 

1996; March 1997; Sheth, 1973; Simon, 1979). As a result, organisations search for 

satisfactory rather than optimal alternatives (Grabowski & Mathiassen, 2013; Simon, 

1979). An organisation's strategy can be viewed as a stream of decisions regarding 

resource allocation (Furrer et al., 2008; Hofer & Schendel, 1978; Mintzberg, 1978; 

Mintzberg & Waters, 1982; Venkatraman & Prescott, 1990). Due to the fact that there 

are many resource allocation decisions, selecting the one that is most appropriate to 

the strategy is important (Arend, 2004; Furrer et al., 2008). Mbandu (2016) identifies 

activities which are part of a strategic leadership process, and where such activities 

entail; making strategic decisions, creating and communicating vision of the future, 

developing key competencies and capabilities, developing organisational structure, 

developing organisational processes and controls, sustaining effective organisational 

cultures and infusing ethical value systems into the organisation.  

 

3.3.1.1 Strategic Decisions and Reengineering a Business 

 

A firm's commitment to strategic decisions is paramount (Ghemawat, 1991; Lew et al., 

2019), where strategic decisions are required to address the issues of complexity, 

uncertainty, novelty, and ambiguity in order to be effective for future situations (Lew et 

al., 2019; Schwenk, 1984). It applies to the long run and requires many resources, and 

which could be ill-structured, highly unstructured, non-routine, complex, inherently 

risky, important to the firm, and would have a likely effect on the future situation of the 

company (Noorie & Bala, 2008) and influence organisational direction, administration 

and structure (Noorie & Bala, 2008; Christensen et al., 1982). Strategic decision-

making is incremental and interdependent, influenced by a range of impacts resulting 

from past and present contexts and perspectives on the future (Neustadt & May, 1986; 

Noorie & Bala, 2008; Quinn, 1980). Business analysis is the process of assessing an 

organisation's economic prospects, risks and financial position, in order to make 

informed decisions about its future (Subramanyam & Wild, 2009).  

 

Business decisions are classified as programmed and non-programmed, where 

programmed decisions are frequently occurring and not unexpected, while non-

programmed decisions deal with new problems with no existing solution. Thus, 
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strategic decisions are characteristically non-programmed decisions (Bolland & 

Lopes, 2018).  

 

The basis for making strategic decisions lies in the managerial objectives which 

provide direction, purpose and continuity (Harrison & Pelletier, 1998). Strategic vision 

must be transformed into specific performance objectives, which should be 

quantifiable or measurable, as well as contain deadlines for achievement (Hough et 

al., 2011). When looking at the performance of a business, financial indicators show 

the outcomes of past decision-making and, therefore, are not the best of indicators of 

where the business is going, where conversely, strategic outcomes from strategic 

objectives that show the competitive strength and market position of a business, are 

better indicators of business prospects, thus, a business should look at both financial 

and strategic objectives in order to measure performance and prospects (Hough et al., 

2011). Analysing an organisation’s financial performance will give insight into its past 

decisions and activities (Hough et al., 2011). In the context of real estate, since every 

organisation has different objectives and strategies, a set of real estate strategies is 

necessary, where managers can choose the most suitable strategy for the business 

environment and the overall goals, thereby adding value. Thus, real estate strategic 

decisions should be based on overall plans and objectives (Lindholm & Leväinen, 

2006).  

 

A strategic decision affects the long-term performance of the enterprise (Bass, 1983; 

Harrison and Pelletier, 1998). Strategic decisions generally have a comprehensive and 

significant affect on the entire business (Lew et al., 2019; Harrison & Pelletier, 1995; 

Shivakumar, 2014), as strategic decisions are tightly linked to each other, they form a 

coordinated pattern for unifying and directing an organisation and this pattern reflects 

the long-range strategy for the organisation (Harrison & Pelletier, 1995). At descending 

levels of management, strategic decisions made at the top of the organisation 

inevitably trigger other decisions of a smaller scale.  

 

Thus, decision-making for every individual and unit in the organisation is set by 

strategic decisions (Harrison & Pelletier, 1998). The outcome from a decision depends 

on decision process implementation (Noorie& Bala, 2008; Trull, 1966) and also 

decision process quality (Noorie & Bala, 2008; Steiner, 1972) and it must be noted 
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that even good decisions may not achieve the desired results for many reasons, thus 

one cannot label any strategic decision truly as good or bad when measuring the 

decision against the final outcome (Noorie & Bala, 2008; Brown, Kahr & Peferson, 

1974). A way to measure whether a strategic decision is deemed effective, is when 

the strategic decision results in achieving a desired outcome within the required time 

frame, cost and environmental constraints, while a strategic decision may be judged 

as ineffective when achieving the objective occurs at the expense of the business and 

the relevant business stakeholders, even when there are extenuating circumstances 

present (Harrison & Pelletier, 1998). Bolland and Lopes (2018) identify examples of 

strategic, non-programmed decisions in medium and large companies. 

 

• Deciding on the type of business a company wishes to undertake. 

• Deciding on the customer base. 

• Deciding on which markets to participate in. 

• Deciding on the type of products to offer. 

• Deciding on the core strategy. 

• Deciding on investment levels, debt levels, dividend pay-outs and equity.  

• Deciding on how to deal with competitors. 

• Deciding on how to attract and keep talent. 

• Deciding on how to be more innovative. 

• Deciding on the responsibilities of stakeholders. 

(Bolland & Lopes, 2018) 

 

Specific examples of strategic decisions that companies may need to make include 

mergers, acquisitions, diversifications, divestitures, expansion, retrenchment, 

reorganisation, reengineering, joint ventures, strategic alliances and new product 

development (Harrison & Pelletier; 2001; Hickson, 1995). Reengineering is about 

forming new processes that can add value in order to greatly improve an existing 

business system (Aurand, Schoenbachler & Gordon,1996). In other words, 

reengineering is about completely changing a business process in order to reduce 

costs, improve quality, improve speed and improve service, thereby leading to an 

overall improvement in performance (Aurand et al., 1996; Hammer & Champy, 1993).  
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In order for a strategic decision to be regarded as successful, the objective being 

pursued must be achieved given the constraints faced (Harrison & Pelletier, 1995). 

According to Harrison and Pelletier (1995), strategic decision success is derived from 

a number of factors. 

 

• The attitudes that managers have towards the decision-making process. 

• Whether objectives are attainable or not. 

• Transparency of the process 

• The attitudes that managers have towards the actual decision to be taken. 

• The strategies leading up to the strategic choice 

• The actual outcome 

 

The construct Business Analysis differs from Strategic Planning. A strategic plan 

allegedly contains business decisions. However, a disconnect exists between 

decision-making and planning (Bolland & Lopes, 2018). It is argued that the purpose 

of strategic planning is not to make decisions, but to document those decisions already 

made (Bolland & Lopes, 2018; Mankins & Steele, 2006). Traditionally, multiple day 

strategic planning events are hampered by challenges such as infrequent scheduling 

of annual events, the inability to respond to business decisions that urgently need to 

be made and opportunities that may suddenly arise, since strategic planning focuses 

on business unit planning instead of issue planning (Bolland & Lopes, 2018; Mankins 

& Steele, 2006). Decision-making should be conducted on a continuous basis and be 

made according to pertinent issues (Bolland & Lopes, 2018 Mankins & Steele, 2006). 

 

3.3.1.2 Real Estate Decisions and Strategic Decisions to Consider 

 

Because of construction project decision-making, buildings exist (Heralova, 2017; 

Ryghaug & Sorensen, 2009). Decision-making concerning property developments are 

complex processes (Alexander, 1965; Byrne, 2003; De Roo, 2004; Samsura et al., 

2010). Decision-making concerning real estate involves comparing the cost of 

producing a property development compared with the benefits that the property will 

generate, in other words, the cash flows the property development will produce, once 

operational (Ling & Archer, 2017). According to Tregoe & Zimmerman (1980), Nourse 
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& Roulac (1993) and Gibler & Lindholm (2012) and Grabowski & Mathiassen (2013), 

it is suggested that those managing a property will make decisions that reflect the 

strategy undertaken in order to achieve the objectives of an organisation.  

 

Real estate strategies assist decision-makers in making decisions that reduce costs, 

increase flexibility, realise resource objectives, promote marketing messages, 

enhance sales and selling processes, facilitate production, operations and service 

delivery, improve managerial process and knowledge work, promote sustainability 

efforts and capture real estate valuation (Grabowski & Mathiassen, 2013). 

Furthermore, real estate strategies assist decision-makers with determining real 

estate tactics and criteria on questions involving location, duration, quality, size, 

design, signage, systems, amenities, financing, risk and control (Grabowski & 

Mathiassen, 2013). 

 

Thus, it is important to make sound real estate decisions in order to be successful from 

a financial and strategic point of view (Grabowski & Mathiassen, 2013), since real 

estate decisions require large amounts of resources that need to be committed over 

many years (Ling & Archer, 2017). According to Ling and Archer (2017), real estate 

decision-making entails the following. 

 

• Decisions on maintenance and repair expenditure 

• Decisions on capital improvements 

• Decisions on demolishing 

• Decisions on selling 

• Decisions on whether and how to lease, buy, or mortgage a property 

acquisition. 

• Decisions on refinancing 

• Decisions on divesting 

• Decisions on abandoning 

(Ling & Archer, 2017) 

 

A property owner makes long-term strategic decisions in order optimise the value of 

the property, makes required investments, purchases new properties or sells existing 
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properties, while management handles all day-to-day decisions relating to taking care 

of the property and dealing with the users and customers of the property (Palm & Palm, 

2017). Importantly, property decisions are made with the goal of improving property 

profitability through space efficiency, cost reduction, capital minimisation and 

increased revenues (Lindholm & Leväinen, 2006).  

 

The decisions made by real estate-related actors and how they are interrelated, as 

well as the results they produce, must be analysed (Samsura et al., 2010). Different 

groups of real estate-related actors or stakeholders are involved, namely; landowners, 

property developers, various municipal departments, investors, end users and real 

estate agents, all of which will respond to a property strategy in a different manner with 

unique rational thinking (Samsura et al., 2010). Stakeholders will consider the 

usefulness of a property based on more than one goal, where such usefulness would 

be determined by the financial feasibility of a property as well abstract themes unique 

to each stakeholder (Samsura et al., 2010). In summary, when making a decisions 

about employing real estate assets, a property owner must take into account the 

possibilities offered by the property when the property is employed with the purpose 

of achieving a specific outcome and thus making decisions about real estate requires 

a critical analysis of the strategic relevance that the property may have to the benefit 

of the owner, as well as the risks faced in order to achieve such a benefit. In other 

words, making decisions about employing real estate assets will require strategic 

planning and managerial control (Vermiglio, 2011). 

 

3.3.2 Financial Statement Analysis  

 

For the purpose of making informed business decisions, business analysis entails 

assessing the likelihood of economic success and opportunities and risks available 

and faced by a company, analysing the business environment and existing strategies, 

and assessing how well the business is currently doing (Subramanyam & Wild, 2009). 

The analysis of financial statements is a crucial component of the practice of business 

analysis in general (Subramanyam & Wild, 2009). Information and data from the 

financial statements are analysed in order to ascertain the past performance of the 

company in order to get a better picture of what the future may look like for the 

business (Osadchy et al., 2018). Through the analysis of financial statements, the 
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most important characteristics of a company are revealed, and in particular, whether 

the company is likely to succeed or be bankrupt (Izuymov et al., 2017; Osadchy et al., 

2018). Lenders of money will always look at the financial statements of a business 

before loaning any funds to the subject business (Cloete, 2005). Figure 3.1 shows the 

link between business analysis and financial statement analysis. 

 

FIGURE 3.1: BUSINESS ANALYSIS AND FINANCIAL STATEMENT ANALYSIS 

 

(Source: Subramanyam and Wild, 2009: 9) 

 

3.3.2.1 Financial Ratios During Turnaround 

 

In order to accomplish the objectives of different users, analytical tools and techniques 

are used  (Subramanyam & Wild, 2009). According to Gates (2010), objectives are 

specific, quantifiable, lower-level targets that indicate whether a goal has been 

accomplished, while in general, goals are broad, measurable aims that support a 

mission statement of a company. Companies will use analysis to determine the cash 

flow situation, make forecasts about how much money the company will make in the 

next financial year and compute the value of owner equity, in other words, analysis 

allows those running the business to have a clearer picture of the financial situation of 

the business, arising from the information derived from the financial statements, which 

will lead to better decision-making. Thus, financial statement analysis reduces the risk 
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of making bad decisions (Subramanyam & Wild, 2009). Financial ratios are an 

effective tool to use, since financial ratios uses information from financial statements 

(Olsen, 2011).  

 

As part of the financial statement analysis, financial ratio analysis is used (Tugas, 

2012). In the context of projects, ratio analysis is used to analyse how the profitable 

the project is projected to be and this helps determines the risks that could be 

encountered during a project (Cloete, 2017; Webb & McIntosh, 1986). In addition to 

the standard accounting ratios that are calculated from the annual accounts of all 

companies, there are many other accounting ratios that are specific to specialist equity 

markets, and the appropriateness and importance of such ratios may differ between 

them (Banfield, 2014). Managers of a business are able to detect at an early stage 

indications of a business heading towards failure, by using financial ratios (Binti, Zeni 

& Ameer, 2010; Pearce, 2007). With regards to real estate, ratios are used to compare 

the performance of a property with similar or competitor properties (Ling & Archer, 

2017). In terms of organisational turnaround, by monitoring the changes in the financial 

ratios, it is possible to determine the financial magnitude and direction for each 

turnaround phase (Binti et al., 2010). According to Olsen (2012), key financial ratios 

allow an organisation to:   

 

• Have a clearer understanding of financial performance. 

• Do a comparison of performance with the previous year, the current budget and 

the performance of the industry. 

• Establish benchmarks in order to determine the prospects that a business may 

have. 

 

According to Cloete (2005), ratios can be used to measure liquidity, asset 

management, debt management, profitability and market value. Ratios used in 

financial statement analysis measure the overall performance of a firm and efficiency 

in managing assets, liabilities and equity (Fraser & Ormiston, 2004; Tugas, 2012). A 

range of financial ratios entail sales, accounts receivables, accounts payables and 

cash flows (Binti et al., 2010). It is crucial for a business to be able to pay for monthly 

expenses on time, thus, the current ratio and quick ratio need to be calculated on an 
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on-going basis, to check liquidity, in order to avoid a financial crisis that could arise 

with defaulting on payments (Olsen, 2011).  

 

The financial structure of a business determines the ratio between how much of the 

company’s structure comprises of debt and how much comprises of equity and as 

such indicates risk. Therefore, managers can use the debt-to-equity ratio to determine 

the  current debt and equity mix adopted (Olsen, 2011). Ratios that show how well an 

organisation creates financial value are known as profitability ratios, whereas 

measures such as net profit margins and return on equity are used for monitoring 

profitability  (Olsen, 2011). Measuring productivity entails; sales to asset ratios, return 

on assets, inventory turnover, receivable turnover and accounts payable turnover 

(Olsen, 2011). Financial analysis tools include break-even analysis (Morano & Tajani, 

2013).  

 

An investment makes sense when the income produced by the investment versus the 

amount of capital invested is large enough to justify the investment in the first place, 

thus an investor would use profitability ratios such as the capitalisation rate and the 

equity dividend rate (Ling & Archer, 2017). With regards to real estate, financial risk 

ratios measure the income-producing ability of the property to meet operating and 

financial obligations, therefore the operating expense ratio, loan-to-value ratio, debt 

coverage ratio and debt yield ratio, are to be used (Ling & Archer, 2017). Futhermore, 

the break-even ratio is the sum of operating expenses, capital expenditures and debt 

service divided by potential gross income, where the ratio measures the ability of a 

property to cover obligations (Ling & Archer, 2017). As the property owner reviews the 

income and expense reports, profit and loss statement and cash flow analysis of the 

manager, the owner can determine whether the property is profitable enough to keep, 

and can judge the manager's competence by assessing the break-even analysis, 

return on investment, and the capitalisation rate (Kyle, 2013).  

 

According to Conti and Harris (2011), those stakeholders involved with a particular 

property want to know the level of income required to cover any debt payments on 

mortgages, in other words, the break-even point. If a property were fully occupied with 

paying tenants, the gross potential income is equated to the income earned in such a 

situation, provided the tenants are paying the market-related rentals and no 
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concessions have being granted (Conti & Harris, 2011). Pirounakis (2013) notes the 

importance of occupancy rate and vacancy rate ratios. Despite the fact that ratios are 

useful in real estate investment analysis, the use of ratios comes with several 

problems, notably that they are generally one-year, before-tax measures without 

formal decision rules (Ling & Archer, 2017). 

 

3.3.2.2 Financial Statements of the Organisation 

 

Evaluation of financial statements is the process of assessing a company's financial 

status and performance in the past and present (Osadchy et al., 2018). Financial 

analysis of financial statements can serve as a basis for evaluating a company's 

financial health. However, the quality of financial analysis is dependent on the quality 

and economic content and information provided by the financial statements, thus 

accounting analysis is required (Subramanyam & Wild, 2009). Therefore, financial 

statements are important for decision-making (Berges, 2004). With regards to real 

estate, financial management of a property is required to prepare and maintain crucial 

financial information, which involves information about the property tenants. 

Accounting-related information is sent to property owners on a regular basis. The 

accounting-related information assists with developing budgets, where budgets are 

important tools used to forecast incomes and expenses and thus maximise the 

potential net operating income much as possible (IREM, 2011).  

 

The property owner requires all necessary information, including financial information, 

so that a property owner is well-informed about changing external and internal 

influences affecting the property and thus, can quickly adapt the property before it is 

too late (Cloete, 2001). Three financial statements most useful for income-producing 

properties are; The Income Statement, Balance Sheet and Cash Flow Statement 

(Berges, 2004).  

 

According to Cloete (2001), annual reports required for property owners include the 

balance sheet, annual income and expenditure statement and income and 

expenditure projections. Cloete (2001) notes monthly reports required for property 

owners entail; budget variance reports, cash flow statements, rent rolls, key 

performance indicators, disbursement statements, retailers’ turnover schedules, 
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merchants’ association, petty cash, vacancy schedules, lease expiry profiles, debtors 

report and pedestrian counts. Lastly, daily reports required for property owners include 

rental arrears and verbal reports (Cloete, 2001). 

 

3.3.2.3 Performance Management During Turnaround 

 

If a firm is able to endure and survive a decline that is heading towards failure and 

uses skills, capabilities, strategies and systems that are able to sustain a recovery in 

performance, the firm is said to have achieved turnaround (Binti et al., 2010). A 

company is only said to be a success story if the firm is able to achieve an acceptable 

performance level (Elbanna & Naguib, 2009). It is the accomplishments or outcomes 

of an organisation that determine its performance (Elbanna & Naguib, 2009; Phillips & 

Moutinho, 2000) and how such a performance compares with competitor or similar 

firms, not just based on financial measures but also non-financial factors (Elbanna & 

Naguib, 2009; Khatri & Ng, 2000). Performance in financial matters refers to the act of 

performing financial activity as well as the extent to which financial objectivities have 

been met or are being met. Thus, using financial performance to measure an 

organisation's overall financial health over time is the process of measuring the results 

of its policies and operations in monetary terms (Ravinder & Anitha, 2013).  

 

Measuring performance is about focusing on targets set that assist with achieving 

objectives (Gates, 2010). Many approaches are available for measuring and 

assessing performance, where some approaches use metrics (Elbanna & Naguib, 

2009).  

 

According to Falshaw, Glaister and Tatoglu (2006), financial performance criteria 

include growth in profits, growth in sales volume, growth in market share, after tax 

returns on total sales, ratio of total sales to total assets and overall performance and 

success, and where the above approaches are usually utilised by important 

stakeholders of the company, such as shareholders. Non-financial measures of 

performance include quality, employee participation, customer satisfaction and 

leadership and should be used in conjunction with financial measures of performance 

(Elbanna & Naguib, 2009). 
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With regards to real estate, performance is the degree to which buildings meet the 

requirements of the property stakeholders (Thomsen et al., 2015). Property 

performance depends on many factors, including; location, age, state of repair, 

specification and the amenities, and property management (Sanderson & Devaney, 

2017). According to Cloete (2001), performance indicators concerning property 

management entail of average rental, recovery of operating costs, costs per month 

per square metre, debtors, letting, foot traffic ratios and turnover. According to 

Lindholm and Leväinen (2006), performance measures focus on cost per square 

metre and space per employee, in the context of corporate real estate. 

 

3.3.3 Prospective and Risk Analyses of Real Estate 

 

The following sections discuss prospective analysis, provides forecasting techniques 

and finally discusses risk analysis. 

 

3.3.3.1 Prospective Analysis 

 

Real estate developers and investors need to be able to make some sort of forecast 

about what the real estate market will look like in the future in terms of the level of 

rents, yields, capital values and returns. Real estate developers and investors also 

want as little risk as possible and thus will follow a plan that minimises risk (Reed & 

Sims, 2014). The financial statement analysis process concludes with a prospective 

analysis (Subramanyam, 2014). Forecasting future payoffs, typically earnings, cash 

flow, or both, is the basis for prospective analysis (Subramanyam & Wild, 2009). An 

analysis of the future draws on information from accounting, financial, and business 

environment, and strategy analysis respectively (Subramanyam & Wild, 2009).  

 

An analysis of the future conditions of a business includes projections of the balance 

sheet, income statement, and cash flow statement (Subramanyam, 2014). The 

outcome of prospective analysis is a set of future returns used to estimate the value 

of the business (Subramanyam & Wild, 2009). In addition, in ascertaining the feasibility 

of the strategic plan of a business, prospective analysis can add value and prove to 

be useful (Subramanyam, 2014).  
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Furthermore, prospective analysis is useful in determining what sort of finance a 

company should seek, in terms of debt and equity, since prospective analysis is used 

to forecast future cash flows from company operations, and which in turn will 

determine if there will be enough cash in order to finance future company expansion 

without having to borrow money (Subramanyam, 2014). In conclusion, whether the 

current strategic plans will yield the anticipated results may be determined by the use 

of prospective analysis (Subramanyam, 2014).  

 

To accurately forecast future payoffs, it is important to evaluate the business prospects 

and the financial statements of a business (Subramanyam & Wild, 2009). According 

to Wilson and Keating (2009), forecasting techniques entail sales force composite, 

customer surveys, jury of executive opinion, Delphi method, naïve, moving averages, 

simple exponential smoothing, adaptive-response-rate single exponential smoothing, 

Holt’s exponential smoothing, Winters’ exponential smoothing, regression-based trend 

models, regression-based trend models with seasonality, regression models with 

causality, time-series decomposition and Autoregressive integrated moving average 

(ARIMA) models. According to Vermiglio (2011), the decision-making process, in the 

context of real estate, should entail performance measurement tools which should 

consider the following factors. 

 

• Vacancy costs and who specifically will bear such costs. 

• The capability of re-letting or disposing of a property in its current state. 

• Determining what factors would improve property let ability or disposability, at 

what cost and over what period of time. 

• Establishing the best time to dispose of the property. 

• Finding the best property management services that will enhance or dispose of 

the property. 

• Determining who will monitor and ensure value for money is obtained overall 

from the property  

(Avis & Dent, 2004; Vermiglio 2011) 

3.3.3.2 Risk Analysis of Real Estate Property 
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Financial analysis involves risk analysis (Subramanyam, 2014). Risk analysis is the 

evaluation of a company’s ability to meet commitments and involves assessing the 

solvency and liquidity and the variability in earnings. Furthermore, risk analysis is also 

applied to equity analysis, entailing evaluating sustained performance and estimating 

the cost of capital (Subramanyam, 2014). All property investments face risk as 

investors do not know for sure what the future income of the property will end up to be 

in reality (Cloete, 2005). There are a variety of risks associated with real estate 

investments (Ling & Archer, 2017). Real estate decision-making is complicated by the 

fact that valuations are typically based on what investors expect cash flows to be, but 

what actually happens is seldom or never what the investor expected (Ling & Archer, 

2017).  

 

Risk involves financial risk and business risk (Cloete, 2005). An investor's capacity to 

meet a set of fixed financial obligations created by debt financing is referred to as 

financial risk (Cloete, 2005). Lenders that lend money to real estate investors have 

legal claims to the money generated by the subject property, therefore it is the job of 

the property investor to ensure that net operating income generated by the property is 

enough each month to cover any debt payments, particularly mortgage payments 

(Ling & Archer, 2017). If a property investor increases the use of debt financing, rather 

than equity financing and, therefore, increases the monthly debt service, financial risk 

increases, as the risk of net operating income generated and not able to cover monthly 

debt payment increases, leading to default, repossession or foreclosure.  

 

In such circumstances, where the increased use of debt to finance a property 

investment pushes leverage beyond a critical level, may result in the property owner 

having to seek finance from other sources of finance in order to avoid a default event, 

particularly in a situation where the property cash flows are declining (Ling & Archer, 

2017). It thus makes sense that the security of loans for a property owner to purchase 

a property is directly linked to financial risk (Cloete, 2005). 

 

Economic uncertainty is the primary cause of business risk and, thus, is unrelated to 

the risks caused by debt (Cloete, 2005). Cloete (2005) & Pyhrr et al., (1989) postulate 

that business risk is the possibility of failing to achieve the required rate of return on 

capital.  
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According to Banfield (2014), a risk is an unknown possibility of loss or adversity in the 

future, or of not reaching the expected return, while according to Ling and Archer 

(2017), the possibility that the asset may not perform as expected when it was 

purchased is the risk faced by the asset. Furthermore, Cloete (2001), notes risk is the 

possibility of experiencing losses over a specified period of time and lastly, according 

to Rider (2006), the term 'risk' is used to define the probability of an event not occurring 

or quantifying an investment's potential. Thus, it can be said that the ability to predict 

future losses is inversely related to risk (Cloete, 2001). With special reference to real 

estate, among other things, business risk is related to the anticipated change of 

property capital expenditures possible gross income earned by the property, vacancy 

and credit losses, operating expenses, and the value of the property (Cloete, 2005).  

 

It is necessary for management to accept varying degrees of risk in order to be able 

to take advantage of opportunities (Harrison & Pelletier, 1998). Risk management is 

the process of defining and assessing insurable and non-insurable risks and 

determining if third-party insurance is available and affordable (Fisher, 2007). 

Identification and assessment of risks, response, mitigation and risk analysis are all 

part of risk management (Cloete, 2017; Khumpaisal & Chen, 2010). According to 

Williams and Heins (1985) and Cloete (2001), with regards to risk management and 

real estate, an effective risk management strategy involves identifying, assessing and 

minimising the exposure to property liability and pure loss exposures that affect the 

cost benefits, economic viability, and efficient operations of buildings, properties, and 

facilities. Therefore, it is the responsibility of a risk manager to undertake actions that 

will mitigate the financial and humanitarian consequences of unforeseen events (Kyle, 

2013), in other words, it is essential to identify risks and to manage them so that risk 

is minimised as much as possible in order to achieve a desired return (Cloete, 2005).  

 

In the context of real estate management, in order for a real estate manager to be an 

effective risk manager, the manager needs to appropriately deal with repairs and 

maintenance of a property, ensure what can and needs to be insured concerning the 

property, and is in fact insured and the manager must conduct regular safety 

assessments of the property, followed by actions that correct any concerns (IREM, 

2011).  
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Cash flows generated by a property always contain risk due to the fact that the supply 

and demand for future space is unpredictable (Ling & Archer, 2017). Poor property 

management that results in a reduction net operating income and a deteriorating 

environment are known causes of fluctuations in property values (Cloete, 2001). An 

investor faces management risk when they are not able to effectively manage a 

property, resulting in reduced cash flows and returns on capital (Ling & Archer, 2017). 

A property may be exposed to physical risks such as natural disasters, fire, political 

acts, design errors, poor maintenance and environmental hazards (Cloete, 2001). 

Economic costs of risk concerning a property, include; the cost of component 

replacement, the loss of income and the distortion in production and price structures 

resulting from the misallocation of funds, the shortening of planning time horizons and 

extreme risk-avoidance actions (Cloete, 2001). According to Kyle (2013), effective 

property risk management can be executed using the following guidelines: 

 

• Identify the property-related risk, measure how frequent the risk occurs and the 

financial impact. 

• Try to avoid any action or activity that is known to negatively affect property 

cash flows. 

• Manage the risk with safety programmes, with plans that assist with loss 

reduction and always be prepared for emergencies. 

• Contain the risk and internally fund loss consequences. 

• Make use of insurers or third parties, where possible, in order to transfer the 

losses incurred by an unexpected event. 

• Regularly assess all risk management strategies implemented. 

• Negotiate with tenants to cover some of the losses incurred by unexpected 

events or pay for specialised insurance that covers economic costs of property 

risk. 

(Kyle, 2013) 

 

Cloete (2001), notes that by using risk control tools such as avoidance, loss control, 

separation, combination and transfer, a property manager can reduce annual loss 

experience and property liability in a more predictable way. The majority of businesses 
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are averse to taking risks, so high-risk decisions require high returns (Banfield, 2014; 

Harrison & Pelletier, 1998; Ling & Archer, 2017; Singh, 1986).  

 

Decision-makers are assumed to be rational if the potential gain from a decision 

corresponds to an increase in risk (Harrison & Pelletier, 1998). The objective of rational 

investors will be to obtain the highest return possible for the level of risk they assume. 

Thus, investment decisions, need to take into account the level of risk that an asset or 

capital investment is exposed to, as the risk exposure will have an impact on the 

expected returns from the investment (Banfield, 2014). In response to risk, decision-

makers can seek a situation where income or outcome is guaranteed over a situation 

where an investor can earn more, but the earnings or outcomes are not guaranteed 

(Lew et al., 2019; Kahneman & Tversky, 1979).  

 

In essence, risk is difficult to define and measure. However, it has long been 

understood that diversification of investment assets is an important part of managing 

investment risk (Banfield, 2014). Microeconomic risks that affect a specific property or 

local property market, can be controlled by the property owner and with the help of 

diversification, can be mitigated (Ling & Archer, 2017). According to IREM (2011), the 

majority of investors interested in capital safety seek out properties with extremely low 

risk exposure, as well as properties with low-risk characteristics. In this regard Kyle 

(2013) suggests that the following factors would apply: 

 

• A property located in a prime location. 

• A property that contains construction durability. 

• Timeless architectural styles 

• Upside potential 

• Low risk, good paying, established tenants that have signed long-term leases. 

• Leases agreements that are long-term in nature, contain pass through clauses 

and provisions and rent escalations. 

• Properties that generate more than enough income to cover expenses and debt 

obligations. 

• The net present value of the property equating to the purchase price. 
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• Lack of contingent liabilities, potential problems and impediments, such as 

mechanics’ liens or zoning restrictions 

(Kyle, 2013) 

 

Building projects involve many risks (Fisher, 2007). Risks during development and 

construction are higher and different from those that arise after completion of a normal 

income-producing property. Thus, as soon as construction is complete, market risk 

dominates, whereas until that time there is no market risk at all (Ling & Archer, 2017). 

When buying land, the investor is faced with risks that involve environmental risks, 

ecological risks, title risks and permit risks, while risks during the construction phase 

of a real estate project entail; the ability of the developer to manage and complete the 

construction process, weather interruptions, materials shortages, work stoppages, 

strikes, construction accidents and, finally, rent-up following construction (Ling & 

Archer, 2017).  

 

Despite satisfying the demand for space, cost overruns due to high interest rates, bad 

estimates, labour problems, or bad weather can destroy a project's profitability. 

Conversely, a developer may not be able to sell as much space after the project is 

completed if the market demand for the type of space being developed is satisfied 

before the project is finished. Thus, cost overruns and changes in property market 

conditions can be a particularly damaging combination for developers (Cloete, 2017). 

There is no way any developer can survive the complexities, surprises and stresses 

associated with development except by meticulously preparing for a wide range of 

possible outcomes.  

 

Thus, in order for a developer to solve all of the problems they face, risk managers 

and crisis managers should conduct a careful assessment of the risks faced by the 

development (Ling & Archer, 2017). Agranovich (2013) and Cloete (2017) highlight 

measures to mitigate property development risks. 

 

• Do the necessary research. 

• Effectively phasing projects 
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• Ensure ‘bullet proof’ developer-favourable contracts are signed and adhered to 

with the relevant stakeholders. 

• Doing the correct and accurate cost calculations. 

• Pre-lease space and try and pre-sell as much as possible, before a project is 

completed. 

• Time payments in such a way that supports cash flow. 

(After, Agranovich,2013; Cloete,2017) 

 

3.3.3.3 Insurance of Real Estate as a Risk Transfer Measure 

 

Risk transfer is primarily handled by insurance (Cloete, 2001). Essentially, insurance 

is designed to reduce loss caused by unforeseen events (Kyle, 2013). Property rents 

should be insured against disasters (Rider, 2006). Building materials and equipment 

that are designated to become part of the building or structure are covered by builder's 

risk insurance, which covers risks and prevents devastating financial losses. 

Furthermore, builder's risk insurance covers buildings and other structures while they 

are being constructed (Fisher, 2007). Builder's risk insurance coverage applies to 

property while at the job site, off site in storage and in transit (Fisher, 2007). If a 

developer is able to secure a tenant that will occupy a large portion of the facility, 

development’s risks can be further reduced (Ling & Archer, 2017). 

 

It is important to protect a building from as many contingencies as possible after it has 

been completed. Therefore, depending on the type of building and the neighbourhood, 

the most common types of insurance to have entail; boiler and machinery insurance, 

earthquake insurance, extended coverage insurance, fire insurance, flood insurance, 

liability insurance, rent replacement insurance, umbrella liability insurance, workers 

compensation insurance (Fisher, 2007), suspending insurance, loss of income 

insurance, commercial general liability insurance, pollution liability insurance, 

employer liability insurance, insurance for the tenant and insurance for the manager 

(Kyle, 2013).  

 

Developers and property owners might also need insurance for electronic data 

processing equipment, valuable papers, accounts receivable, extra expense, in 

transit, independent contractors, blanket contractual, personal injury, product liability, 
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host liquor liability, broad form property damage, incidental malpractice, employee 

non-owned motor vehicle, hired motor vehicles, motor vehicle liability, professional 

liability, cross-liability, fire legal liability, director’s and officer’s liability, fidelity and 

contingency and employee benefits (Cloete, 2001).  

 

The owner of a property could go bankrupt if the lifespan of the property is abruptly 

terminated due to damage or careless investing in the property (IREM, 2011). Property 

owners want to ensure they are covered against as many risks as possible at a 

reasonable cost (Kyle, 2013). Financial ruin can be prevented by comprehensive 

insurance coverage.  

 

However, although almost anything can be insured, the property owner must weigh 

the cost of insurance against the risk of leaving a portion or all of the value unprotected 

and, furthermore, there is no policy that protects an investor in full (IREM, 2011). 

Gibson (2000) and Too et al. (2010) suggest that property portfolios must be more 

flexible in an uncertain climate. Thus, the design of a property should accommodate a 

range of reconfigurations, and the site should allow multiple purposes. Becker (2003) 

and Too et al. (2010) propose that the best practice for companies is to maintain 

flexibility in a corporate real estate portfolio by providing zero-time space that can be 

procured, built, and ready to be used in the shortest possible timeframe, by means of 

new approaches to construction, procurement, space design-integrating technology 

and policies for allocating and using space. 

 

3.3.4 Turnaround and Strategic Decision-making 

 

The purpose of this section is to provide literature that links turnaround theory to 

strategic decision-making theory and, thus, business analysis. Absence of decision-

making, or inaction, is an indication of the absence of strategy (Pretorius, 2008a; 

Weitzel & Jonsson, 1991).  

 

Recovery strategies, which are turnaround strategies, rely on the decisions made by 

management, where such managerial decision-making is influenced by liabilities 

(Pretorius, 2008a), namely; the liabilities of legitimacy, leadership, resource scarcity, 

strategic or operational cause and origin, data integrity and integration (Pretoriusa, 



371 
 

2008; Pretorius & Holtzhauzen, 2008), where, data integrity and integration influence 

decision-making the most (Pretorius, 2008a). A true strategic leader would consider 

and examine any changes in the environment in which an organisation operates in 

(Mbandu, 2016). Strategic decision-making requires firms to consider how they reason 

about their decisions given the need for strategic adaptability (Lew et al., 2019).  

 

It is proposed that the failure of a manager to align the company's strategy, structure, 

and objectives with an evolving and changing environment is the primary cause of a 

company's decline (Furrer et al., 2007; Binti et al., 2010). Strategic decisions must 

take the external environment into account when arriving at a final decision  (Harrison 

& Pelletier, 1998). Strategic decisions are made based on the relationship between an 

organisation and its external environment, expressed by the concept of the ‘strategic 

gap’, which reflects the fit between the capabilities of the organisation and those of its 

most critical external stakeholders (Harrison & Pelletier, 1998). 

 

A firm's survival could be determined by the implementation of a managerial 

restructuring strategy (Schweizer & Nienhaus, 2017) and this has been investigated 

as a turnaround strategy (Pretorius, 2008a; Sudarsanam & Lai, 2001). A company's 

decline can be attributed to poor management (Angwin et al., 2015). An organisation 

that doesn't manage its turnaround properly will continue to decline and ultimately fail 

or go bankrupt (Lohrke et al., 2004; Weitzel & Jonsson 1989). A failure for 

management to correctly diagnose the cause of a firm's decline and its subsequent 

response can lead to an ineffective turnaround (Pretorius, 2008a). To make effective 

strategic decisions, managers must exercise sound judgment (Harrison & Pelletier, 

1998). 

 

To reverse an internal cause of decline by means turnaround actions, a company 

should focus on resolving inefficient operations (Binti et al., 2010). When assessing 

the effectiveness of a particular strategic choice, it is important to evaluate the internal 

capabilities of the organisation, in other words, the best strategic decisions will likely 

result from leveraging the current advantages, correcting any weaknesses, or reducing 

deficiencies that will reduce the disadvantages of the future (Harrison & Pelletier, 

1998).  
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When an organisation neglects to respond to changes in the environment or the 

industry, it can make missteps and suffer decline (Rockwell, 2016; Staw et al., 1981; 

Weitzel & Jonsson, 1989; Whetten, 1980b). Factors external to the organisation may 

relate to any aspect of the external environment such as demographic changes, 

economic conditions, natural calamities, technological developments, social norms 

and customs, political systems and changes international interactions and exposure 

of the industrial enterprise (Panicker & Manimala, 2015). Technological change is part 

of what concerns management when making strategic decisions, since it is necessary 

to continually look for areas of technological advantage and remain alert to the threat 

of technological obsolescence in order to make effective strategic decisions (Harrison 

& Pelletier, 1998). 

 

Employee engagement (Barrett & O’Connell, 2001; Panicker & Manimala, 2015) and 

culture building (Panicker & Manimala, 2015) are fundamental to successful 

turnarounds for troubled organisations (Barrett & O’Connell, 2001; Panicker & 

Manimala, 2015). The organisation may need to undergo a culture change to 

challenge past beliefs and assumptions that no longer apply to the changed 

environment it is facing. Only then can old operating practices be abandoned and new 

employee behaviours adopted (Schoenberg et al., 2013). According to Collard (2010), 

changes in corporate culture should be institutionalised to emphasise profitability, 

return on investment and return on the assets employed, and opportunities sought be 

sought for profitable growth, through building on competitive strengths, improving 

customer service and relationships and building continuous management and 

employee training and development programme to raise the calibre of human capital.  

 

Mbandu (2016) identifies a number of activities which are part of a strategic leadership 

process. These the activities are; making strategic decisions, creating and 

communicating vision of the future, developing key competences and capabilities, 

developing organisational structures, processes and controls, sustaining effective 

organisational cultures and infusing ethical value systems into the organisation. Policy 

frameworks within organisations play a major role in making effective strategic 

decisions, and prevailing policies indicate whether such paths of action can and should 

be pursued (Harrison & Pelletier, 1998). 
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3.3.5 Business Analysis of Distressed Properties 

 

Distress situations are often measured by shortfalls in cash flow to pay 

debts (Schweizer & Nienhaus, 2017). According to Geltner et al., (2014), net operating 

income of a commercial property equals all sources of property revenue, less property 

operating expenses.  

 

The objective of a business analyst is to analyse a business in order to make 

recommendations on how to improve the business and resolve any issues faced by 

the business, with strong business evidence supporting such recommendations (Paul,  

Cadle & Yeates, 2010). When analysing a business, important aspects such as the 

economic prospects and risks faced are analysed in order to make informed business 

decisions, where the analysis entails evaluating factors such as the business 

environment, strategies of the business and the financial position of the business 

(Subramanyam & Wild, 2009). Business decisions are classified as programmed and 

non-programmed, where strategic decisions fall within the non-programmed decisions 

category (Bolland & Lopes, 2018).  

 

When looking at different strategic decisions, examples include mergers, acquisitions, 

diversifications, divestitures, expansion, retrenchment, reorganisation, reengineering, 

joint ventures, strategic alliances and new product development (Harrison & Pelletier; 

2001; Hickson, 1995). Reengineering entails a complete redesign of a business 

process with the objective of reducing costs, improving quality, improving service and 

increasing speed of delivery (Aurand et al., 1996; Hammer & Champy, 1993). In the 

context of real estate, performance is the degree which to a building meets the 

interests and requirements of stakeholders related to the property (Thomsen et al., 

2015). The importance of sound real estate decisions for financial and strategic 

success cannot be overstated (Grabowski & Mathiassen, 2013). Real estate decisions 

usually require a commitment of time and resources over several years (Ling & Archer, 

2017). According to Ling and Archer (2017), real estate decision-making entails: 

 

• Property maintenance and repair budgets 

• Capital improvements and adaptation 

• Demolition. 
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• Finding out the right time to sell the property 

• Leasing, buying and mortgages 

• Refinancing 

• Divesting 

• Abandoning 

(Ling & Archer, 2017) 

 

The purpose of prospective analysis is to understand a company's ability to generate 

sufficient cash flows from operations to finance expected growth, as well as determine 

if the company will require debt or equity financing in the future (Subramanyam, 2014). 

Business analysis includes financial statement analysis (Subramanyam & Wild, 2009). 

In addition to providing information needed to make decisions, financial statements 

serve as crucial source of information for decision-makers (Berges, 2004). A 

successful real estate strategy begins with sound real estate decisions (Grabowski & 

Mathiassen, 2013). The fact that expected property cash flows rarely equate to what 

was predicted makes real estate decision-making a difficult thing to do (Ling & Archer, 

2017).  

 

A deteriorating environment and poor management can cause fluctuations in property 

market values (Cloete, 2001). The economic costs of risk comprise: the cost of 

component replacement, the loss of income and the distortion in production and price 

structures resulting from the misallocation of funds, the shortening of planning time 

horizons and extreme risk-avoidance actions (Cloete, 2001). Real estate managers 

need to make sure that risk exposure to properties are limited as much as possible 

(IREM, 2011). 

 

From the above, it can thus be hypothesised that analysing the financial statements, 

risks and prospects of a distressed property in order to make informed business 

decisions or strategic decisions that lead to actions that improve the overall net 

operating income for a property, should positively influence the financial recovery of 

the net operating income of a distressed or problem property to a level that is sufficient 

to cover debt service for a number of repeated and consecutive time periods. This 

should be possible as a result of a number of actions. 
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• This would be due to strategic decisions involving the reengineering of the 

distressed property. In this way the cost and performance situation of the 

distressed property will be improved, meeting the requirements of the involved 

stakeholders. 

• Examining the viability of the strategic plan of the property. Hence, it is to be 

analysed whether a property will be able to generate sufficient cash flows from 

operations to finance expected growth or whether the property will be required 

to seek debt or equity financing in the future. 

• Capital improvements decisions, where capital improvements would need to 

add to property value either by increasing the future rent or by decreasing the 

future operating expenses. 

• Reduce risk exposure in order to alter risk in such a way so as to reduce the 

expected property liability and personal losses.  

 

3.4 COST-CUTTING MEASURES FOR PROPERTIES 

 

The following section briefly discusses the independent variable Cost-Cutting. 

Property costs, property life-cycle costing and building maintenance aspects are 

discussed. Furthermore, the possible link between cutting costs and distressed 

properties is provided using present literature, by showing how a reduction in property 

costs can increase the net operating income of the property and, thus, can contribute 

to a likelihood recovery of a distressed property.  

3.4.1 Cost Saving Measures and Property Development Costs  

 

According to Kuruvilla and Ganguli (2008), in any real estate development, the 

following are the factors of cost, namely; land, construction, interest, interiors, 

equipment, fixtures, pre-opening expenses and working capital. A developer needs to 

know what the costs of a development will entail in order to determine the financial 

value of a development (Reed & Sims, 2014). Quantity surveyors can assist in 

determining building costs (Reed & Sims, 2014). When developing commercial 

properties, the goal of the developer is to maximise return on equity, and this can be 

done by reducing capital outlay, increasing income, decreasing expenses and 

vacancies (Cloete, 2006). Reducing capital outlay means decreasing building costs, 
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where reducing building costs involves obtaining lower construction prices, shorter 

construction periods, buying cheaper building materials, shorter planning periods, 

implementing well-considered, complete timeous plans and specifications, passing 

installation costs on to tenants and comparing the value of discounts with risks and 

the cost of capital. 

 

Furthermore, capital outlay can be reduced by decreasing professional fees and 

marketing costs, which entails decreasing the building cost, reducing fees overlap, the 

negotiation of fees and commissions and ensuring efficient and effective marketing 

(Cloete, 2006). Using the correct and not inflated land value or cost can also assist in 

reducing capital outlay (Cloete, 2006). Lastly, capital outlay can be reduced by 

decreasing the cost of capital, with lower interest rates, shorter building periods and 

delaying payments (Cloete, 2006).  

 

Operating expenses include regular occurring expenses associated with property 

operations (Geltner et al., 2014), but do not necessarily alter property value, but are 

incurred to keep the property up to standard (Ling & Archer, 2017). Operating 

expenses do not include debt service, expenses for vacancies, office-related 

expenses, leasing commissions or tenant improvements, payments for capital 

expenditure (IREM, 2011) and charges for depreciation expenses and income taxes 

(Geltner et al., 2014).  

 

Examples of operating costs include salaries for building staff, the cost of utilities not 

charged to tenants, contract services, supplies and equipment, advertising and 

management expenses (Kyle, 2013). Geltner et al., (2014) further notes insurance, 

regular maintenance and repairs and property taxes, as operating expenses.  

 

Property management expenses are categorised as operating expenses, even when 

the property is self-managed by the property owner (Geltner et al., 2014). Operating 

expenses entail fixed and variable expenses (Ling & Archer, 2017). Fixed expenses 

do not vary with the level of property operation and occupancy (Geltner et al., 2014; 

Ling & Archer, 2017). Variable expenses vary with the level of occupancy (Geltner et 

al., 2014; Ling & Archer, 2017). Cloete (2006) notes that in order to reduce operating 

expenses, the lowest quotes must be attained, recoveries from tenants should be 
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increased, an optimum capital and maintenance ratio should be ensured and the use 

of energy systems must be optimised. Property expenses accumulate on a daily basis 

and are paid out of income generated from rent (IREM, 2011). It is the duty of a 

manager to make sure that costs are within reason, service tariffs are at the correct 

rates, energy is conserved, waste is minimised, repairs are controlled and conducted 

within reason and only the necessary service levels are provided (Cloete, 2001). 

Extending resource productivity, which can reduce costs, may require prolonging the 

existing lifespan of a building (DeSimone & Popoff, 1998; Liu et al., 2014; Power, 

2008).  

 

Lease agreements are used to share costs of keeping space and the building up to 

standard and other costs, between the property owner and tenants, in other words, 

leases are used to reduce some of the operating costs incurred by the property owner 

(Cloete, 2001). It must be noted, however, that property owners should only spend the 

necessary initial capital expenditure in getting a property up to standard, so that 

maintenance costs transferred to tenants are at a level that are affordable to the 

tenants, otherwise the tenants may not renew their leases or even fail to make rental 

payments, due to overbearing costs (Cloete, 2001). Futhermore, although a significant 

amount of responsibility for keeping parts of a property up to standard can be 

transferred to the tenants with lease agreements, maintenance of substantial portions 

of a commercial property are still the responsibility of the property owner (Ling & 

Archer, 2017).  

 

A physical inspection of the property, both inside and outside the property, can provide 

the information need to determine the estimated value of operating costs for the year 

ahead (Kyle, 2013). In order to protect the property owner from having to pay out 

unanticipated money in the future, property managers must make use of budgeting, 

financial control and accountability (Cloete, 2001). Property owners need to ensure 

that property management contracts align the interests and objectives of both the 

property owner and property manager, in order to maximise net operating income 

(Klingenberg & Brown, 2006; Rosenberg & Corgel, 1990). Property owners can use 

management compensation to align of the interests and objectives of the owner and 

manager (Jaffe, 1976; Klingenberg & Brown, 2006). If management compensation is 

based on rental income, managers may only focus on keeping tenants satisfied in 
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order to push rents up, which may require the manager to spend more money than 

required on upkeep, thus pushing up operating expenses unnecessarily (Rosenberg 

& Corgel, 1990). On the other hand, if management compensation is based on net 

income, in other words, rental income less operating expenses, there is a risk that the 

property manager may forsake the necessary upkeep, in order to maximise personal 

compensation, to the detriment of the property (Cloete, 2001). 

 

A property owner can recover some operating costs from tenants who benefit from 

shared services and amenities, by means of service charges, which will be determined 

and included in the lease contracts (Cloete, 2001). According to Cloete (2001), service 

charges can incorporate; maintenance, heating and air-conditioning, refuse disposal, 

gardens, electricity, security, staff, management, insurance, replacement and reserve 

funds and promotions.  

 

Cost management will have a direct impact on property cash flow and, thus, on 

investor earnings, therefore it is crucial to effectively manage the percentage of 

operating costs transferred to tenants in order to improve cash flows and investor 

earnings (Füss et al., 2012). Transferring operating costs to tenants can be seen as 

property cash inflows (Geltner et al., 2014).  

 

Regarding commercial leases, since the property owner has to cover operating costs 

with gross leases, the property owner will have to try to recover the operating costs 

with higher rents, while with a net lease, since the tenant will cover some or most of 

the operating expenses, the property owner is not under so much pressure to push 

rents upward in order to recover the operating expenses (IREM, 2011). Operating 

costs transferred to a tenant is an indicator of a profitable lease contract (Füss et al., 

2012).  

 

Under normal circumstances where overall risk is generally low, all things being equal, 

a tenant would prefer signing a gross lease as operational cost inflation risk will sit with 

the property owner, while conversely, a property owner prefers signing a net lease as 

operational cost inflation risk is transferred to the tenant (Gabe et al., 2019; Wiley et 

al., 2014). A property owner should seek to transfer as much of the operating costs as 
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possible to a tenant, by means of net lease agreements, in order to have as much 

protection as possible against an inflation in operating costs (Geltner et al., 2014).  

 

It is crucial for a property owner to have financial controls covering the operations and 

spending patterns related to a property, where such controls include; budgets, budget 

variance reports, key performance indicators and cash flow statements (Cloete, 2001). 

Important budgets for a property owner to make use of include the operating budget 

that shows regular month-to-month property income and expenses (IREM, 2011). 

Concerning any expense line item, a property owner should deal straight away with 

any variances and discrepancies found between what was budgeted for on paper to 

what the actual operating expense amount is for the particular month (Cloete, 2001). 

A property owner can estimate the operating expenses for the year ahead by looking 

at historical data, comparing the expenses with competing properties and by seeking 

advice from an appraiser or other professionals (Ling & Archer, 2017). 

 

3.4.2 Life cycle Costing as a Cost Saving Measure for Property Developments 

 

Installed capital goods have an economic life determined by the labour and material 

costs of operating them in relation to the price of the goods they produce (Barras & 

Clark, 1996; Liu et al., 2014). A capital good that no longer generates a surplus over 

operating costs is considered economically obsolete and should be scrapped (Barras 

& Clark, 1996; Liu et al., 2014). The economic life of a property is the time period over 

which the costs and benefits of the property are evaluated, in order to make decisions 

regarding the design of the buildings and structures on the property and management 

performance and style (Bradley & Kohler, 2007; Thomsen et al., 2011). Building 

production process complexity can affect the parameters of cost, time and quality, of 

a project (Baccarini, 1996; Konstantinos et al., 2014). Costs of building projects are 

difficult to predict, especially over the course of their whole-life cycle (De Ridder & 

Vrijhoef, 2004; Konstantinos et al., 2014).  

 

The problems faced by the construction industry in terms of cost overruns is that each 

project is unique with their own set of complexities and the construction market is 

characterised by fragmented supply and demand, which results in cost and time 

overruns, dissatisfied customers and not delivering on what was expected. 



380 
 

Futhermore it is difficult to identify risks and uncertainty beforehand, and contracts with 

fixed prices and predefined specifications make it very hard to adjust to changing 

conditions (Konstantinos et al., 2014). 

 

With regard to buildings, as time passes, building performance declines, building use 

may change, occupant satisfaction with a building may change and life-cycle costs will 

change (Iselin & Lemer, 1993; Thomsen et al., 2015). In order to facilitate the choice 

between alternative design options and to allow designers to take all costs into 

consideration during a building's physical life cycle, life-cycle cost analysis has been 

developed (Kishk & Al-Hajj, 1999; Pinder & Wilkinson, 2001). A mistake that property 

investors tend to make is the to focus on the purchase price of the property while less 

attention is given to factors that contribute to future building operations and 

maintenance costs, such as building design, equipment and energy systems 

(Heralova, 2017; Jakob, 2006). Less focus on future building operation and 

maintenance costs could mean that property investors lose the holistic view of the real 

cost of the property, and this may result in them not selecting a cost-inefficient solution 

(Heralova, 2017).  

 

Capital cost comparisons have traditionally been the basis for building industry 

decision-making. Capital costs have been assumed to be the dominant cost item and 

the other costs can be ignored, however, this is not true (Cloete, 2001). Most 

construction projects separate capital costs from the running costs once the project is 

completed. A majority of builders accept the lowest initial cost and then have the 

building maintained by someone else (Kishk et al., 2003; Konstantinos et al., 2014). If 

a property developer takes the direction of trying to save as much initial capital as 

possible in order to develop a property, this can actually cause higher costs in the 

future, since capital savings may actually result in the development of an inferior 

property faced with the risk of extra, future maintenance requirements and the property 

becoming obsolete quicker (Konstantinos et al., 2014; Tietz, 1987).  

 

It is often criticised how building projects perform in terms of cost (Baloi & Price, 2003; 

Konstantinos et al., 2014). Total asset life-cycle costs equate to asset total cost over 

operating life, where initial acquisition costs and the running costs thereafter must be 

included in the calculations (Cloete, 2001). With regards to properties, it is likely that 



381 
 

total life-cycle costs will be a multiple of the initial construction costs (Boussabaine & 

Kirkham, 2004; Thomsen et al., 2011). Thus, building life-cycle costs equate to initial 

investment and construction costs plus follow-on costs involving, energy costs, 

utilities, maintenance, capital improvements and demolition (Heralova, 2017; Kovacic 

& Zoller, 2015). The life-cycle cost of buildings will increase with demolition and 

rebuilding (Dong et al., 2005; Liu et al., 2014).  

 

Concerning the life-cycle of a property development, the programming and pre-design 

phases are major determinants of future costs of the property development, where a 

developer can produce an efficient property that is not too costly in the future to 

maintain and adapt. However in later design phases, if the building was not designed 

cost efficiently and the design was inflexible to begin with, it becomes more difficult to 

implement changes that can be cost efficient for the property development, where 

operating costs can actually overstep construction costs in the long-run (Heralova, 

2017). Thus, investors should consider life-cycle costs of buildings and not just the 

investment costs (Heralova, 2017; Jakob, 2006; Kneifel, 2010). In order to create a 

comprehensive, integrated, time-scheduled, cash-flow forecast which can be used for 

budgeting, life-cycle costing is an important method available (Cloete, 2001). Cloete 

(2006) notes that as a means of reducing operational costs, a life-cycle cost analysis 

of systems and specifications should be performed to ensure optimal capital and 

maintenance ratios.  

 

Early in the design stage of property developments, life-cycle costs should be 

estimated by using reference values for similar buildings (Heralova, 2017). 

Futhermore, in order to estimate construction, operating and maintenance costs, 

regression analysis of existing building data is used (Heralova, 2017; Kovacic, 2015). 

Using medium values as a percentage of construction costs as yearly payments for 

life-cycle costing is a further option (Heralova, 2017), whereby building renewals 

throughout the life cycle of the property are calculated based on the construction cost 

and life-span of each building element that make up the property (Heralova, 2017; 

Kneifel 2010).   

 

Building life-cycle costs are based on four types of study periods, namely; economic, 

technical, physical, and utility life spans (Heralova, 2017; Kirk & Dell’Isola, 1995). As 
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a basis for decision-making, life-cycle costing attempts to relate present and future 

costs (Konstantinos et al., 2014). The net present value approach and the equivalent 

annual cost approach are most appropriate and commonly used for assessing 

buildings' life-cycle costs (Cloete, 2001; Heralova, 2017), while Cloete (2001) further 

notes the internal rate of return.  

 

In summary, the correct use of life-cycle costing in design helps prevent budget 

overruns by ensuring that expenditures are kept in check (Cloete, 2001). Using life-

cycle costing is essential for cutting costs during the operations and maintenance 

phases of properties, as these aspects constitute the largest portion of the asset's 

lifetime cost, even if it means increased upfront capital expenditures (Konstantinos et 

al., 2014; Olubodun, Kangwa, Oladapo & Thompson, 2010). 

 

3.4.3 Maintenance As a Cost-Saving Measure For Buildings 

 

Wear and tear as well as aging lead to physical deterioration of properties and 

buildings (Popkova et al., 2020). Buildings require regular reinvestments in 

maintenance and capital improvements, in order to last longer (Thomsen et al., 2011). 

Obsolete or dilapidated properties have a negative effect on the rental rate, occupancy 

level and the performance of properties (Brophy & Chen, 2010). Thus, it is imperative 

that property owners maintain a building (Ho & Liusman, 2016), since maintenance 

positively affects the technical life of a property (Bellman & Öhman, 2016; Nordlund, 

2010) and older buildings, cost more to maintain (Bellman & Öhman, 2016; Netzell, 

2009). Furthermore, rental income can increase due to increased building occupancy 

in a well-maintained property (IREM, 2011). Property owners should adopt planned 

maintenance programmes (Chanter & Swallow, 1996; Pinder & Wilkinson, 2001). 

Keeping a building in its initial performance capacity is necessary, as without 

maintenance the performance will not match the expectations of users and will 

eventually drop below the level that property users can tolerate. Furthermore, the 

service life of the property will not be pro-longed, resulting in a loss of efficacy 

(Thomsen & Van Der Flier, 2011). 
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FIGURE 3.2: OBSOLESCENCE AND SERVICE LIFE 

 

(Source: Thomsen & Van Der Flier 2011: 7) 

 

There will be an investment requirement for properties in need of urgent maintenance 

(Bellman & Öhman, 2016; Nordlund, 2010). The ‘with regular maintenance’ line in 

Figure 3.2 shows the building performance level during the service life of a building 

with regular maintenance, while the ‘without maintenance’ line shows the building 

performance level without maintenance (Thomsen & Van Der Flier, 2011).  

 

Property depreciation as time passes as a result of the different types of obsolescence 

is revealed by lower cash flows, due to lower rental income, increased vacancies, 

greater operating expenses, greater capital improvement expenditures and lower 

resale values (Geltner et al., 2014). From a cost point of view, physical depreciation 

decreases the value of a property due to a physical state of the property being in a 

bad or worse condition than what is required (De La Mora & Reilly, 2012; Popkova et 

al., 2020). Properties although, are long lasting, and like other assets, deteriorate as 

time passes, but unlike other assets, require disproportionate amounts of expenditure 

on maintenance and management to retain value. Thus it is expected that the 

depreciation of property be subject to physical deterioration and, therefore, property 
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owners should control physical deterioration by means of the imposition of high 

standards of maintenance (Mansfield & Pinder, 2008). Physical deterioration is 

accounted for as a property operating cost item that is allocated to repair and 

maintenance (Barras & Clark, 1996).  

 

The purpose of maintenance and repair is to prevent the loss of value, thus this is a 

preventative measure that property owners must adopt (Ling & Archer, 2017). 

According to Cloete (2001), proper maintenance reduces operating costs. 

Comprehensive maintenance programmes should entail regular property inspections 

and enforce a culture of proactiveness when dealing with problems concerning the 

building and thus result in savings in property operating costs (Ling & Archer, 2017).  

Investing in maintenance and repair reduce maintenance and repair costs, electricity, 

and other operating costs such as utilities, rubbish removal and insurance premiums 

(Cloete, 2001; IREM, 2011). 

 

When all costs incurred during the life of an asset or building are considered and 

compared, it can be shown that an item with a higher initial capital cost could actually 

prove to be less costly over time, because the maintenance requirements are lower 

(Cloete, 2001). Property owners should investigate how often there are failures 

concerning operational issues regarding the functioning of the property in order to plan 

for ‘everyday maintenance’ and thus enabling the property owner to adopt a cost-

efficient and effective solution when using resources required for maintenance (Cloete, 

2001). Property developers and owners, thus, must be made aware of all cost 

requirements during the design stage of the property, in terms of initial capital 

requirements and on going maintenance requirements, where the use of expensive 

materials and equipment leading to lower maintenance costs over the useful life of the 

property ought to be adopted (Cloete, 2001).  

 

Deferred maintenance occurs when obvious repairs are postponed and are only made 

when really needed (Kyle, 2013). Managers could boost short-run operating income 

by deferring property maintenance and repairs. However, care should be taken not to 

defer maintenance long enough to the point where the property deteriorates into such 

a state that leads it to obsolescence, lower occupancy rates, lower property values, in 

other words, damaging long-run operating income (Ling & Archer, 2017).  
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It must be noted that some deferred maintenance items are only identifiable by going 

through maintenance log or by conducting a thorough investigation with maintenance 

personnel (Anglyn, 2005). 

 

In summary, a property owner should strike a balance between efficiency and 

economy in the maintenance of buildings, as a building left to deteriorate in order to 

maximise containing costs, could have the opposite effect, since building standards 

will decline substantially (Cloete, 2001). As a rule of thumb, maintenance and repairs 

must be conducted up to the point where the present value of maintenance and repair 

outlay equates to the present value of net income loss and value averted over the 

holding period of the property investment (Ling & Archer, 2017). A property manager 

must not forget to conduct regular inspections of both the outdoor sections of the 

property and the indoor sections of the buildings and structures located on the property 

and, furthermore, inspect property related equipment found on the property, in order 

to estimate the maintenance costs for the year ahead (Kyle, 2013). 

 

3.4.4 Turnaround and Cost-Cutting Measures 

 

The following section provides literature that explains possible links between 

turnaround and cost-cutting strategies. Lack of financial controls and high costs are 

factors that contribute to corporate decline (Angwin et al., 2015). Cost-cutting is 

considered a critical strategy for successful turnarounds (Brown et al., 1993; DeAngelo 

& DeAngelo, 1990; Franks & Mayer, 1997; Filatotchev & Toms, 2006; Hoffman, 1989; 

Panicker & Manimala, 2015). A company faced with severe financial distress may 

need to reduce its costs and assets aggressively in order to survive (Hofer, 1980; 

Panicker & Manimala, 2015; Robbins & Pearce, 1992). It is generally believed that 

severe cost-cutting should be implemented during the initial turnaround phase 

(Schweizer & Nienhaus, 2017). Thus, it is common for businesses in the early stages 

of a turnaround to reduce labour costs, production costs, selling and administrative 

expenses, research & development costs, and financing costs (Denis & Kruse, 2000; 

Lin et al., 2008; Panicker & Manimala, 2015).  

 

Cost efficiencies are actions taken by companies that involve ‘belt-tightening activities’ 

(Bibeault, 1982; Hambrick & Schecter, 1983; Hough et al., 2011; Schoenberg et al., 
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2013; Sudarsanam & Lai, 2001), or ‘fire-fighting activities’, where the goal is to produce 

‘quick-wins’, in order to stabilise business finances temporarily until more complex 

strategies can be devised for long-term sustainable profits, in other words, to speed 

up the cash flow process in the short-term, to have funds available in order to avoid 

imminent failure (Bibeault, 1982; Hambrick & Schecter, 1983; Schoenberg et al., 2013; 

Sudarsanam & Lai, 2001). When a business looks to cut costs with the aim of starting 

the turnaround process, a business should look at paring administrative overheads, 

eliminating non-essential and low-value-added activities in the value chain of the 

business, modernising existing plant and equipment for increased productivity, 

delaying non-essential capital expenditures and debt restructuring to reduce interest 

costs and stretch out repayments (Hough et al., 2011). Futhermore, cost-cutting 

activities that have been identified to support turnarounds entail; financial cost-cutting, 

reducing purchasing costs, cutting the early stage of research and development, 

reducing labour costs, reducing finance costs, cutting staff, reducing wasteful labour 

costs, and a reduction of wasteful materials and energy costs (Collett et al., 2014).  

 

To assist in the early stages of turnaround with regards to cost-cutting, employees can 

be laid off quickly, but fairly (Collard, 2010). In general, common cost efficiencies in 

businesses involve reducing research and development, collecting and reducing 

accounts receivable, cutting inventory, stretching accounts payable, reducing 

marketing activity and eliminating pay increases (Hambrick & Schecter, 1983; Hofer, 

1980; O’Neill, 1986a; Schoenberg et al., 2013; Stopford & Baden-Fuller, 1990; 

Sudarsanam & Lai, 2001). It must be noted that, cost retrenchment is only positively 

related to improved performance with industries going through decline (Morrow et al., 

2004; Schweizer & Nienhaus, 2017). It is very important that only the necessary cost 

efficiency activities occur as required and be halted after a suitable length of time, so 

as not to damage assets or resources needed to maintain the core focus of the 

business (Schoenberg et al., 2013; Sudarsanam & Lai, 2001). It is recommended that 

tightly controlled costs, in other words, better control, is a superior strategy to follow, 

rather than cutting costs (Angwin et al., 2015). 
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3.4.5 Distressed Properties and Cost-Cutting 

 

Determining a distressed situation which is usually due to the lack of funds to pay 

debts is often shown and revealed by cash flow problems (Schweizer & Nienhaus, 

2017). According to Geltner et al., (2014), net operating income of a commercial 

property equates to all sources of property revenue, less operating expenses. Cash 

flow can be improved by applying cost controls (Szelyes, 2017). In assessing real 

estate contribution, cost reduction and capital minimisation are primarily considered 

(Lindholm & Leväinen, 2006). If building owners or investors do not look at costs 

incurred by a property during the entire property life cycle, from construction to 

eventual demolition, the owners may lose a holistic view of the real cost of a property 

and can result choosing a cost-inefficient solution for the property (Heralova, 2017).  

 

Net operating income is improved by either raising rental rates charged to tenants as 

much as possible or by cutting operating costs as much as possible (Pfeifer, 2016). 

Thus, in summary, a reduction in real estate costs may result in an equal increase in 

operating profit, since a cut in costs creates a new break-even point which is at a lower 

level of property revenues, alleviating financial pressures (Robinson, 1999). Thus, it 

can be hypothesised that cost-cutting actions that reduce property operating expenses 

and reduce the total capital outlay of a real estate project, should improve the overall 

net operating income of a property and positively influence the financial recovery of 

the net operating income of a distressed or problem property to a level that is sufficient 

to cover debt service for a number of repeated and consecutive time periods. 

 

3.5 PROPERTY DEBT RENEGOTIATION  

 

The following section briefly discusses the independent variable Debt Renegotiation. 

Real estate financing options, loan agreements and workouts are discussed. 

Furthermore, the possible link between renegotiating existing loans with lenders and 

distressed properties is provided using present literature, by showing how 

renegotiating the existing terms of a loan can alleviate the financial pressures faced 

by a property owner in order to cover the debt service of the loan and thus, can 

contribute to a likelihood recovery of a distressed property.  
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3.5.1 Real Estate Financing 

 

Making a sound decision concerning on how a real estate development will be 

financed is crucial to improving the value of a property and wealth of the property 

owner or developer (Ling & Archer, 2017). The provision of money at the time of need 

is called ‘finance’ (Cloete, 2005). Financing is applicable to all capital investments, 

where financing can involve various forms of debt instruments and equity capital (Morri 

& Mazza, 2015). Funding for most property developments comes from a combination 

of developer equity and lender financing (Reed & Sims, 2014). 

 

The capital structure of a commercial property is the funding structure for financing the 

property, where the financing can be made up of equity and senior debt (Gahr et al., 

2017) and the finance can be raised via institutions and mechanisms that provide 

funding, found in the capital market (Cloete, 2005). Capital markets involve and 

include long-term debt and corporate stock or shares (Brigham & Gapenski, 1988; 

Cloete, 2005). Users from the real estate industry access funds from the capital 

markets in order to fund property developments and must earn an income from those 

developments in order to pay creditors and equity sources back for the funding 

provided, where the income is the expected stream of cash flows that a property 

development is expected to generate (Ling & Archer, 2017). Funds can come from 

financial institutions such as banks and credit unions, or equity sources such as real 

estate investment trusts (REIT), partnerships and corporations (Fisher, 2007). Money 

will likely only be provided to a property developer who has a good credit and business 

track record and who has lots of extensive experience (Ling & Archer, 2017).  

 

3.5.1.1 Debt and Equity Financing of Properties 

 

Property is used as collateral by banks and other lending institutions, whose terms 

vary according to the risk involved (Ball et al., 1998; Fisher & Gillen, 2005). Unlike 

dividends paid to equity sources, debt capital is required interest to be paid like any 

other expense (Morri & Mazza, 2015). Capital cannot be priced without considering 

demand and supply, which means assessing the various types of financing markets 

(Roulac, 2014). Interest rates, expressed as a cost of borrowing funds, depend on 

demand and supply (Cloete, 2005). The cost of debt financing of property should 
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equate to the interest rate payable on borrowed capital (Cloete, 2005). The interest 

rate level and the availability of funds for property development-related loans will 

determine how much can be borrowed, where a higher interest rate will result in less 

borrowing (IREM, 2011).  

 

Borrowers can enter long-term fixed-interest loan contracts which protect borrowers 

from rising interest rates, and which are suitable for investors who plan to own an 

income-earning property for a very long time, but the downside is that investors risk 

losing out on the benefit if there is significant decreases in interest rates and also they 

may be locked into a relatively high rate of interest for a long period of time (Cloete, 

2005). A property developer or owner can access debt finance for existing income 

earning properties, given that those properties continue to generate the required cash 

flows or can access debt finance for property developments, provided that the property 

development is expected, with high certainty, to generate the required cash flows once 

the development is completed and is operational (Morri & Mazza, 2015). Direct lending 

is provided to commercial real estate individual property owners, while loans or bonds 

are provided to an entity that owns many commercial properties (Pfeifer, 2016).  

 

Equity financing is funds raised through joint ventures, partnerships, corporations and 

limited liability companies (Fisher, 2007). When equity financing is used, it isn't backed 

by a lien on the property; instead it is a participatory form of financing that seeks to 

participate in the project's profits after its completed (Fisher, 2007). 

Financing methodologies involve; financing instruments identifying a specific 

contractual form such as mortgage loans, financial leases, or ordinary shares and 

financing techniques which specify financing methods made up of multiple instruments 

such as hybrid mezzanine financing with a mortgage loan and an equity kicker (Morri 

& Mazza, 2015). Mezzanine debt is a source of financing that is somewhere between 

equity and debt (Gahr et al., 2017). Property finance can be categorised as loans or 

traded securities, secured or unsecured, loans with fixed rates or loans with variable 

rates of interest, loans that are long-term or short-term, project or corporate finance, 

recourse or limited-recourse loans, mortgages and debentures (Cloete, 2005). Real 

estate bank financing provides real estate-related loans or liquidity to private retail 

clients who wish to purchase, refinance or refurbish a residential property (Morri & 

Mazza, 2015). Real estate bank financing, furthermore, can include the financing of 
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the financial requirements of real estate-related companies (Morri & Mazza, 2015). 

Structured property financing is involved with financing income earning property 

acquisitions and also involved with the financing of construction and reconstruction 

costs of property developments that are expected to generate an income (Morri & 

Mazza, 2015). 

 

In order to invest in property, money or security must be committed, where initial 

capital expenses can be financed diversely (Cloete, 2005). When an investor is unable 

to pay cash for a property, a loan is the only solution (Ling & Archer, 2017). When a 

property investor plans to buy a property, the purchase price and other investment 

costs required to develop the property up to standard so that the property can resume 

normal operations in order to generate rental income, must be considered (IREM, 

2011). Investing in real estate requires significant amounts of capital and most 

property investors do not have access to the required funds to fund real estate projects 

that can generate expected cash flows with a positive net present, thus real estate 

projects are usually associated with large amounts of debt-financing (Morri & Mazza, 

2015). Generally, property equity investors provide a lower proportion of the financing 

required for a property than lenders do (Cloete, 2005). Debt financing in many ways 

assists investors, since investors may want to invest equity capital in other investments 

in order to diversify so that the investor can reduce risk concentration (Morri & Mazza, 

2015).  

 

A property investor can gain greater exposure to investments with debt while 

maintaining the same level of equity capital (Gahr et al., 2017). The use of debt to 

partially finance a real estate investment is known as 'financial leverage' or 'gearing' 

by real estate investors (Cloete, 2005). By using leverage, a property owner can 

increase the rate of return on cash invested, as well as have access to cash for future 

property transactions (Rider, 2006). A property investor can use financial leverage to 

acquire expensive properties and more properties, thereby reducing overall 

risk  (Cloete, 2005). Investors may earn a better return on investment when they use 

leverage, where this magnification is also known as ‘positive’, or ‘negative’ financial 

leverage, and may lead to some investors taking on debt financing, even if they have 

enough wealth to avoid borrowing money in the first place.  
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Financial leverage, however, may increase the riskiness of the equity investment by 

increasing the risk that a default could occur due to overleveraging and by making 

returns on equity more susceptible to changes in rental rates and resale values (Ling 

& Archer, 2017).  

 

Properties are suitable assets to be financed by debt, since a property can easily be 

provided as security, property values can be accurately measured and calculated and 

properties represent sound collateral (Morri & Mazza, 2015). Whether a property 

owner borrows money to buy a property or uses debt to buy the same property, the 

net operating income generated will be the same in both cases (IREM, 2011). The 

interest rate and service charge that a lender will bill a property developer for the debt 

finance will be enough to cover the level of risk exposure, inflation pressures and profit 

requirements (Reed & Sims, 2014). When a property owner borrows money, lenders 

are paid a portion of the property net operating income in the form of a debt service 

payment and the property owner banks the balance, which is the property cash flow 

(Cloete, 2005). With debt finance, lenders are guaranteed to be paid by the property 

owner, since lenders have first claim to any income generated by the property and if 

a property investor who has borrowed money is unable to pay the lender, the lender 

has the right to take ownership of the property (Cloete, 2005). Therefore, property 

developers will always attempt to set rental rates that will generate enough property 

income in order to cover any debt service requirements on the property loans and 

capitalisation rate requirements (Grandfield & Willerton, 2015).  

 

The size of the debt service obligation that a property owner needs to pay a lender will 

depend on the amount of money borrowed to acquire the property and the terms of 

the loan negotiated (IREM, 2011). Lenders will usually lend money to property 

investors who owns a property with strong, reliable evidence that the expected income 

generated by the property will not only be enough to cover the debt obligations but is 

larger than debt service payment by an appropriate margin (Roulac, 2014). 

Futhermore, lenders want to know how a loan is going to be paid off at the end of the 

loan term and want to see a strong, reliable repayment source, either through an 

allocation of the income of the property over the duration of the loan term or some 

other identifiable loan repayment services (Roulac, 2014). 

 



392 
 

3.5.1.2 Mortgage Property Loans 

 

A mortgage is a classic form of real estate debt (Geltner et al., 2014). Banks are 

favourable towards mortgages as mortgages tie a borrower into a loan for a very long 

time and have contained risk due to the guarantees provided by the mortgage (Morri 

& Mazza, 2015). Typically, mortgage bonds are used to finance a debt where real 

estate is pledged as collateral, but the owner of the property remains the registered 

owner (Cloete, 2005). As well as securing a loan, a mortgage is also a lien on a 

property that secures repayment of the loan (Pirounakis, 2013).  

 

Types of mortgages entail; adjustable-rate mortgages, graduated payment mortgages, 

flexible payment mortgages, renegotiable rate mortgages, fixed rate and payment 

mortgages and equity-unlocking financing mortgages (Cloete, 2005). Mortgages 

require the repayment of the principal or the amount borrowed, require the payment 

of interest on the principal and require a specific schedule of payment, where the debt 

service takes into account all of these factors (IREM, 2011). Mortgage lending is 

unfavourably affected by higher interest rates  (IREM, 2011). Debt service affects the 

level of return of an income earning property, thus, in order for the property to cover 

the debt service, the property must generate sufficient income and, furthermore, the 

greater the debt service, the less will be the property cash flow that a property owner 

can bank. Therefore, a property owner should strive for income levels far greater than 

the debt service (IREM, 2011).  

 

Investors in commercial property should determine, subject to lender restrictions, the 

size of mortgage that is most beneficial. Thus, when evaluating investment risks and 

returns, investors should weigh the cost of mortgage financing versus equity financing 

available (Ling & Archer, 2017). In summary, a real estate investor should always seek 

a loan with the lowest annual debt service in order to increase the cash flow generated 

by the property (IREM, 2011). 

 

3.5.2 Real Estate Loan Agreements, Terms, Provisions and Documents 

 

Commercial structured real estate financing agreements do not have standard terms 

and conditions, where each agreement is negotiated individually without any 
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predefined standard form contract and are custom-made to the characteristics of the 

individual property operation, the property stakeholders involved and conditions of the 

overall market (Morri & Mazza, 2015). A property investor must do the relevant 

calculations in determining the amount of debt necessary to borrow, but the amount 

borrowed will be limited to what the lender is comfortable lending, which is likely 

determined by the amount of income the property is expected to generate and the 

individual property market value (Ling & Archer, 2017).  

 

All financial lenders will have varying levels of risk exposure requirements and may 

only specialise in certain types of lending projects over varying timeframes (Reed & 

Sims, 2014). When a lender approves and issues a mortgage to a property investor, 

the lender is seen to have confidence in the risk exposure level and prospect of the 

property investment and property investor, thus lenders are confident that the property 

investment is sound and will produce enough income to repay the loan and that the 

property is likely to retain or increase in value over the term of the loan (IREM, 2011). 

When lenders provide loans for real estate purposes, lenders want to know with some 

certainty that debt service payments will be paid on time, that the principal amount will 

be paid back when the loan term expires and that the collateral is more than enough 

to cover the outstanding loan balance should there by any loan repayment problems 

(Roulac, 2014).  

 

Before a property investor can successfully attain a property loan in order to make a 

property acquisition or investment, the property investor who is planning to take out 

the loan must meet the standards set by the lending rules of the lender, where the 

successful issuing of a loan comes with contractual obligations involving loan 

repayment terms, in terms of time period and interest (Wesly, Stanley & Ramos, 2009).  

 

In summary, banks will only provide real estate finance provided there is enough 

evidence that the property held as collateral is likely to produce the required income, 

in order to repay the property loan (Morri & Mazza, 2015). The collateral for a real 

estate mortgage is the property itself (Geltner et al., 2014). Property loan security 

depends on the financial risk involved as well as debt and debt-to-equity ratios (Cloete, 

2005). A property investor applying for a loan in order to fund a property that produces 

income, is likely to attain the loan when the property investor has the capacity to repay 
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the property loan, when the capital or equity percentages make sense, when the 

character of the borrower is sound and lastly, when the collateral and economic 

conditions are suitable (Cloete, 2005). The amount of debt issued by a lender is 

attributed to borrower reliability, the transaction for which the loan is intended for, the 

operational risk involved and all the guarantees provided (Morri & Mazza, 2015). The 

majority of lenders prefer loans that adhere to predetermined criteria, but there are 

some lenders that will consider loans that do not match those criteria, in other words, 

there a are lenders that may issue non-conforming loans, subject to negotiation and 

certain conditions allowing the non-conformance (Roulac, 2014). During the 

negotiations of the loan terms, a property lender will look at and consider important 

factors such as property location, property design, the quality level of the tenants and 

the terms of all the property leases, specifically looking at the length of the leases and 

lease security (Reed & Sims, 2014). 

 

Banks and sponsors assess real estate projects primarily based on property ability to 

generate revenue from property leases or from the sale of the property, where banks 

are paid a debt service and the sponsors earn a return on the equity, both of which 

are paid out of the income generated by the property (Morri & Mazza, 2015). Real or 

contractual guarantees may be offered (Morri & Mazza, 2015). When a lender decides 

on the prospect of issuing a property loan for an income earning property, the bank 

needs to find a happy medium between what terms the property investor is requesting 

and the lending policies of the bank, portfolio considerations and the repayment ability 

of the property investor, taking into account that there are competitor banks that may 

offer better deals (Cloete, 2005). According to Morri and Mazza (2015), a general 

structured real estate loan negotiation process involves the following steps. 

 

• The lender initially meets with the borrower. 

• The lender conducts a feasibility study and technical appraisal. 

• A financial due diligence of all relevant stakeholders, is conducted. 

• A legal due diligence is conducted. 

• A tax due diligence is conducted. 

• The identification of the risk mitigation instruments identified during the 

creditworthiness, legal and technical analysis and the resulting finalisation of 
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the security package, insurance policies, hedging of interest rate risk and 

contractual covenants, occurs. 

• Transaction credit risk identification occurs.  

• Loan pricing determination occurs. 

• The borrower is issued an offer.  

• The negotiation of the terms and conditions proposed in the term sheet and 

acceptance thereof, occurs. 

• The continuation of the review stage by the drafting and negotiating the loan 

agreement and security package, occurs. 

• The agreement is then concluded and the guarantees and insurance policies 

are then issued; 

• The loan is then monitored, involving a control of guarantees and contractual 

covenants. 

• The loan may then be securitised. 

(Morri & Mazza, 2015) 

 

The lender may accept or reject the loan application based on the information from the 

loan submission package as well as after having a conversation with the borrower 

about the loan opportunity (Ling & Archer, 2017). If a lender plans to consider issuing 

a loan because of satisfactory representations regarding leases, financial condition 

and income and expenses, a term sheet is then provided to the borrower (Rider, 2006). 

Rider (2006) notes that the lender’s term sheet includes; the name of the mortgage 

banker, loan type, property name, physical address, quote date, loan amount, loan to 

value, debt service coverage, term, amortisation, margin, treasury issue, current index 

rate, current interest rate, interest rate floor, loan fee, interest calculation, liability, 

assumable fee, prepayment penalty, lock-in period, upfront standby deposit, rate lock 

available, rate lock cost, tax and insurance impound, re-tenanting reserves, structural 

reserves, single purpose entity, lock-box, legal opinion letter, third-party report deposit, 

physical condition report, appraisal, environmental phase, Probable Maximum Loss or 

seismic study, American Land Title Association survey, legal fees and processing and 

closing fees. Once the borrower receives the quote provided by the lender regarding 

the terms of the loan, the decision then lies with the borrower to accept or reject the 

quote, where if the quote is rejected, the borrower could attempt to negotiate better 
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loan terms. Once an agreement is finally reached on the loan terms, the loan 

application is finalised by the lender and sent to the borrower to be approved and 

signed (Ling & Archer, 2017). 

 

According to Morri and Mazza (2015) rules and clauses which are often found in 

structured real estate loan agreements include; identifying the parties to the 

transaction, object and purpose of the loan, conditions precedent, amount of the loan, 

loan repayment schedule, allocation of the loan, interest rate, interest rate risk 

hedging, fees charged by the bank, frequency and procedures of drawdown, event of 

default, collateral, insurance, representations and warranties by the borrower, 

contractual covenants, duties to provide information, costs, taxes and ancillary 

charges, clauses relating to assignment and transfer and syndication and, lastly, the 

choice of law and jurisdiction. A mortgage is one of the classical forms of real estate 

debt (Geltner et al., 2014). Mortgages, whether residential, commercial, permanent or 

construction are attributed to essential legal concepts and structures and include 

various provisions and terms (Geltner et al., 2014). A mortgage bond is made up of; 

the principal or present value amount, the interest, the compounding period, the 

repayment period or term and the periodic repayment (Cloete, 2005).  

 

Mortgage covenants include; the promise to pay, order of application of payments, 

good repair clause, joint and several liability clauses, acceleration clause, due-on-sale 

clause, borrower’s right to reinstate clause, lender in possession clause, release 

clause, prepayment clause, subordination clause, lender’s right to notice, future 

advances clause and exculpatory clause (Geltner et al., 2014). 

 

Once the loan application is signed, the lender must perform due diligence, where the 

due diligence process involves ordering the fee appraisal, the title report, and a 

number of third-party inspections, and compliance and engineering reports (Ling & 

Archer, 2017). When a loan provides funding  there are documents and procedures 

where loan documents contain two parts; the note and the security agreement and a 

deed of trust or a mortgage, which is logged against a property at the closing of the 

property deal (Rider, 2006). For commercial property loans, the note is lengthy and 

outlines the loan terms as well as the provisions agreed upon between the lender and 

the borrower (Ling & Archer, 2017). A note comprises of the principal sum, date, maker 
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and entity identification, address of the maker, holder, address of holder, interest rate, 

term, payments, definition of late payments and charges, default interest rate, promise 

to pay, partial payment provision, acceleration and prepayment provisions, description 

of the security, boilerplate and the signature of the maker and the date (Rider, 2006). 

The deed of trust or mortgage document encompasses the cover sheet containing the 

recording information, the documents entitled Deed of Trust or Mortgage, the account 

number, the borrower’s name and mailing address, the beneficiary’s name and mailing 

address, the trustee’s name and mailing address, the date, a description of the 

property, the original loan amount on the note, recitals, terms and conditions, mutual 

agreements, additional security, default provisions and remedies in default, recording 

authority, successors in interest, rights of assignment by the beneficiary and the 

borrower’s signature and date of execution (Rider, 2006).  

 

The lender conducts due diligence in order to identify any misinformation or 

inaccuracies that a borrower may provide regarding undisclosed problems concerning 

the land, building, title, or borrower themselves and also information supplied in the 

loan submission package, so in other words, due diligence is a vital process that a 

lender must conduct in order to confirm that it is safe to issue the loan. If issues are 

identified, the lender is then able to adjust the loan amount and loan terms, or even 

walk away from the deal (Ling & Archer, 2017). 

 

3.5.3 Real Estate Refinancing, Default, Restructuring and Renegotiation 

 

This section discusses refinancing, the problems faced when defaulting on a property 

loan and possible solutions when a default has occurred or measures to prevent a 

default from occurring, and which is in the best interest of the property owner and 

property lender. 

 

3.5.3.1 The Refinancing of a Property 

 

Commercial real estate loans entail new loans and refinancing, where new loans are 

construction loans and first-time permanent loans and all other commercial loan 

categories fall under refinancing (Rider, 2006). As years go by, the net income before 

debt service of a property may increase for various reasons, which also leads to an 
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increase in the property value, thus, under these conditions, there is an option at some 

point during the life of the property to refinance the property, where the funds from the 

refinancing can be used on capital improvements to keep the property up to market 

standards and any left-over funds can be used to buy a new property or develop a 

property (Rider, 2006). With the refinancing of a property, the leases on hand mostly 

determine the property value (Coppola, 2014).  

 

Property owners may seek to refinance at a lower financing rate, where lenders may 

be happy to assist the property owners, as lenders may perceive a loan as lower risk, 

if the property fundamentals, such as income, are continuously increasing and, 

therefore, the prospect of future monthly debt service and principal payments being 

paid when required, are relatively high, lowering the risk of payment defaults (Roulac, 

2014). Furthermore, over and above rents rising, if a lender observes greater 

proportions of the operating costs being passed on to the property tenants, this further 

strengthens the case for refinancing at lower financing rates (Fisher, 2007). Typically, 

mortgage loans are used for property purchases, while taking out other mortgages 

serve to replace an existing loan with a new, more affordable one, as is the case with 

re-mortgaging (Pirounakis, 2013).  

 

Re-mortgaging arises when a mortgagee repaying one mortgage on a property 

replaces the old mortgage for a new mortgage that is cheaper and more favourable 

(Pirounakis, 2013). Re-mortgaging differs from equity withdrawal, as equity withdrawal 

entails a property owner who already mostly owns a property but is seeking refinancing 

in or order to obtain cash for whatever reason, where the amount of cash that can be 

obtained depends on the strength of the property value at the time of the refinancing 

(Pirounakis, 2013).  

 

In summary, refinancing may provide extra cash to the property owner, provide a lower 

interest rate, provide a longer term, provide either larger or smaller principal amounts, 

produce a lower periodic debt service payment amount and improve pre-tax cash 

flows, thus producing higher returns for the property owner (IREM, 2011). In deciding 

on whether to seek refinancing, a property owner should use the net present value 

decision rule, by comparing present value of future payment reductions to the 
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immediate costs, usually fees and up-front costs, of obtaining a new loan (Ling & 

Archer, 2017).  

 

3.5.3.2 Defaulting on Property Loan Payments 

 

Debt can worsen a bad situation for a property if it performs poorly (Ling & Archer, 

2017). When market conditions abruptly change, demand may surge for 

unconventional and non-traditional loans that are non-conforming in nature (Roulac, 

2014). Lenders that hold and service mortgages would be particularly interested about 

an accurate estimation of the degree of defaults connected with delinquent loans 

(Wesly et al., 2009). Both foreclosure and bankruptcy have a tendency to result from 

financial distress (Ling & Archer, 2017). Borrowers are more likely to default on loans 

when the value of their property falls below the amount owed on them, thereby allowing 

the lender to take ownership of the property (Quercia & Ding, 2009). The inability for 

cash flows to cover debt payments is often considered a distress indicator (Schweizer 

& Nienhaus, 2017).  

 

Property economic distress entails properties that are troubled or potentially troubled, 

where troubled properties are properties that are either experiencing being in 

delinquency or default, experiencing being transferred to a special servicer, 

experiencing foreclosure initiation, experiencing maturity default or experiencing the 

borrowers being in bankruptcy, while potentially troubled properties are properties that 

are very likely to become distressed in the near future (Downs & Xu, 2015).   

 

In comparison to equity investors, mortgage lenders enjoy a stronger claim on 

operating property cash flows. However, property owners simply need to make sure 

that a property generates sufficient net operating income in order to cover the 

promised mortgage payment, thereby satisfying the claim of the lender (Ling & Archer, 

2017). Caution must be taken when increasing the amount of funds borrowed, as 

increasing borrowed funds will push up the promised mortgage payment amount, 

increasing the risk that net operating income will be insufficient to cover the mortgage 

payments, consequently increasing the risk of foreclosure, unless the borrower does 

something to remedy the situation. If leverage is pushed to the limit and beyond the 

critical level, the debt service payable by the property owner is likely to be greater than 
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net operating income, producing negative cash flows, increasing the likelihood of 

default and the property owner will have to obtain funds from elsewhere to fund the 

loss in order to avoid defaulting (Ling & Archer, 2017). If a property owner in anyway 

violates the payment terms of the mortgage, in other words defaulting, falling in 

arrears, or becoming delinquent on payments, foreclosure or repossession of the 

property by the lender are probable outcomes (Pirounakis, 2013). In summary, any 

time a borrower violates any of the covenants or clauses of the mortgage agreement, 

a default occurs (Geltner et al., 2014). 

 

When a borrower fails to make the required debt service payments as specified in the 

mortgage agreement, the risk of default increases (Ling & Archer, 2017). Once a 

property's cash flow is less than its breakeven point, distress arises and the owner of 

the property is likely to default on payment of the debt service (Torto, 2010). Usually, 

during economic recessions, foreclosures on income earning properties tend to 

increase (IREM, 2011). Economic conditions, disruptions in income, unforeseen 

expenses and changes in underwriting standards may lead to defaulting conditions 

(Quercia & Ding, 2009). Default events entail the failure to pay repayment or fee 

amounts, breach of representation, failure to comply with the commercial loan 

agreement, insolvency, revocation of approval and breach of security agreement 

(Cloete, 2005). There has always been a close relationship between property loan to 

value and default (Quercia & Ding, 2009). There is a greater likelihood of commercial 

borrowers defaulting on mortgages if the value of the property drops below the balance 

on the loan (Ling & Archer, 2017).  

 

The foreclosure of a mortgage implies that property owners are unable to generate the 

income needed to pay their mortgage debts (IREM, 2011). As mentioned earlier, a 

delinquent borrower will likely face foreclosure, but furthermore, borrower credit history 

is likely to be damaged. The property owner would lose the property to the lender and 

the lender would certainly lose future interest income and would have to incur extra 

costs disposing of the property, where the lender would be unlikely able to recover the 

full amount of the loan from the foreclosure sale (Wesly et al., 2009). It is not 

uncommon for borrowers to request an opportunity to correct the debt situation before 

a default has occurred (Cloete, 2005). Despite negative equity, borrowers would want 

to continue to make payments because they expect the property's value to rise (Ling 
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& Archer, 2017). It is in the best interest for lenders to avoid foreclosures where 

possible and this can be done by means of workout options (Wesly et al., 2009). In 

case of default, lenders have both litigious and non-litigious actions they can take 

(Geltner et al., 2014). Foreclosure can be the outcome of litigation and court 

procedures, but lenders are likely to rather settle the default matter in a non-litigious 

manner (Geltner et al., 2014).  

 

It is quite common for lenders to try to correct defaults without resorting to legal action 

and terminating the contract (Cloete, 2005). Therefore, lenders would have to 

negotiate new instalment amounts, in an attempt to remedy the default situation. 

However, if the situation cannot be resolved, then the lender would have to take further 

action that could entail taking possession of the secured property, selling the secured 

property, appointing receivers and foreclosure of security of interest (Cloete, 2005).  

 

An equity investor can avoid personal liability in the event of a default, by forming a 

legal entity which is named in the promissory note, and which owns the mortgaged 

property, where in such a situation, the equity investor is thus shielded from any 

personal liability caused by the default, as the entity and not the equity investor, is held 

liable (Ling & Archer, 2017). Costs related to foreclosures include third-party costs, 

deterioration of the property during the foreclosure process, lost property revenue, 

interest payments lost, a negative reputation and writing down of assets (Geltner et 

al., 2014). Borrowers would also want to avoid defaulting as much as possible due to 

direct costs such as penalty fees or any recourse the lender holds to other assets of 

the borrower and indirect costs involving greater difficulty or higher cost of obtaining 

mortgage financing subsequent to the default (Ling & Archer, 2017). 

 

It must be noted that foreclosure and repossession do not mean the same thing 

(Pirounakis, 2013). When a lender repossesses a property, the lender intends to take 

back the mortgaged property, sell the property, subtract from the proceeds the 

outstanding loan balance plus expenses due the lender and give any remainder to the 

borrower who has defaulted (Pirounakis, 2013). A foreclosure differs in that once the 

lender takes control of the property with the intention of selling the property, the lender 

does not give any of the left over proceeds of the sale to the borrower, even if the 
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outstanding loan is fully covered by the proceeds. However, foreclosure does require 

a court order, where repossession does not (Pirounakis, 2013). 

 

3.5.3.3 Workouts and Renegotiation of Property Loans 

 

Lenders would prefer not to liquidate the assets of the defaulted borrower, for political 

reasons, due to regulators giving lenders more tools and flexibility to modify troubled 

loans without seriously wounding lender balance sheets and due to some loans so 

badly underwritten that it would make sense for lenders to work with borrowers to 

restructure the loan in order to avoid both the lender and borrower taking unnecessary 

mammoth losses (Thypin, 2010). Workouts are a possible solution for the lender and 

borrower to avoid an expensive liquidating process (Thypin, 2010). 

 

The advantage for a lender to follow a non-litigious path when dealing with a default 

is the avoidance of the costs of foreclosure, where to avoid such costs, lenders employ 

non-litigious actions including transferring the loan to a new borrower, negotiating a 

short sale, executing a resolution involving a deed in lieu foreclosure and, lastly, the 

lender and borrower can work together to restructure the loan, to bring new equity 

partners into the deal. This is known as a loan workout (Geltner et al., 2014). 

 

Restructured or modified note resolutions can comprise; receiving partial pay downs 

from borrowers, reducing pay rates of interest, extending maturities, obtaining upside 

participations from properties or a combination of the resolutions (Griesmer et al., 

2010). A common type of restructuring is to extend the maturity date, although interest 

rate, loan balance and other terms can be modified (Thypin, 2010). A lender could 

also attempt to restructure ownership, where the lender steps into the equity position 

or debt is exchanged for equity trouble (Thypin, 2010). Foreclosures are an 

unappealing outcome to lenders, due to lower property values and the lack of potential 

buyers for the foreclosed asset (Sienicki, 2010). Lenders would instead rather work 

out a debt situation with a borrower and provide loan extensions, in order to recover 

some of the money owed, or benefit from a future economic turnaround (Sienicki, 

2010). 
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Workouts can entail rescheduling debt or debt relief, where the lender as part of the 

deal may obtain property equity participation or has the prospect of earning greater 

returns in the long run (Geltner et al., 2014). Workout types can incorporate; loan or 

lease renegotiation, redesigning of projects to a more manageable size, all or a portion 

of the property could be sold or refinanced while the lender forebears all or part of the 

regular payments, the borrower or tenant could be recapitalised with a new partner 

contributing additional equity and possibly expertise which reduces risk to the lender, 

deed in lieu of foreclosure in return for releasing the borrower or guarantor and the 

termination of a lease in exchange for a payment by the tenant (Sienicki, 2010).  

 

Borrowers who have defaulted or are likely to default can make good use of loan 

workout options, where the borrower has the opportunity to repay the loan subject to 

revised loan terms to the benefit of both the lender and the borrower (Wesly et al., 

2009).  

Workout options can involve a repayment plan option, a loan modification option, a 

pre-foreclosure sale option, an assumption of mortgage option and a deed in lieu of 

foreclosure option (Wesly et al., 2009). 

 

In summary, modifying the terms of mortgages can help resolve a debt burden that is 

likely to lead to a foreclosure (Quercia & Ding, 2009). According to Fisher (2007), 

modifications to a loan agreement are adjustments to its terms. The standard 

modification process, as follows: 

 

• Solicit eligible borrowers who are 31 days or more delinquent. 

• Evaluate complete borrower response packages and determine eligibility. 

• Determine estimated modification terms. 

• Offer a trial period plan. 

• Start a trial period. 

• Determine the final modification terms. 

• Complete load modification closing and settlement activities. 

(Fisher, 2007) 
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Not all loan modifications lead to a reduction in payments (Quercia & Ding, 2009). 

Although modifying loans can lower payments (Quercia & Ding, 2009) modifications, 

however, only add the delinquent payment to the unpaid principal, consequently 

increasing the amount of debt which often results in higher payments (Quercia & Ding, 

2009; White, 2008). Futhermore, a modification may be successful in attending to the 

initial problem by reducing the monthly payment, but a worsening financial and 

economic crisis, can result in borrowers facing new problems shortly after a loan 

modification, and which could lead to another default (Quercia & Ding, 2009). In 

addition, loan modification barriers to troubled borrowers comprise of labour intensity, 

costs and self-interest (Eggert, 2007; Quercia & Ding, 2009). The loan servicer may 

also believe that the loan may cure itself if nothing is done (Mayer & Gan, 2006; 

Quercia & Ding, 2009).  

 

Alternatives to a foreclosure outcome provide benefits to the borrower in terms of lower 

debt costs, but lenders may face a dilemma if lenders are seen to be too generous in 

such cases, where solutions provided by lenders that alleviate debt pressures faced 

by borrowers, could result in more defaults occuring (Ambrose & Capone, 1996; 

Quercia & Ding, 2009), as such solutions could drive down perceived default costs in 

general, therefore, other troubled borrowers may be inclined to take the lower cost 

opportunity, consequently leading to an increase in borrowers defaulting (Quercia & 

Ding, 2009). 

 

Restructuring and renegotiation may entail deferment periods, extensions, 

amendments to contractual clauses, as well as the settlement of outstanding debts 

due to banks by borrowers who are temporarily unable to comply with obligations 

(Morri & Mazza, 2015). A lender redefining an agreement concerning a borrower’s 

overall debt exposure is called ‘restructuring’ (Morri & Mazza, 2015). Restructuring 

includes a moratorium on the payment of overdue instalments, the granting of a new 

loan, the deferral of payment deadlines and the concession of respite periods and the 

definition of a loan restructuring agreement (Morri & Mazza, 2015). A borrower can 

engage in loan renegotiation if the borrower is faced with temporary financial problems 

and is having trouble honouring the terms of the loan agreement but this does not 

necessarily mean that the situation of the borrower entails or will entail a default (Morri 

& Mazza, 2015).  
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A lender considers loan renegotiation, on a case-by-case basis, usually characterised 

by a specific financial relationship with the borrower, or the lender wishes to secure 

the loyalty of the borrower with the conclusion of a market transaction (Morri & Mazza, 

2015). During debt renegotiation, a lender can offer the borrower facilities, changes to 

interest rates, changes to payment terms, changes to maturity dates, changes to 

repayment plans or may grant an entirely new loan that is to replace the old loan, 

which will then be redeemed with the proceeds of the new loan (Morri & Mazza, 2015). 

Renegotiation agreements between the lender and borrower acknowledge the level of 

the debt and agree on terms to govern repayment of the outstanding amounts (Morri 

& Mazza, 2015).  

 

As mentioned earlier, lenders should be cautious of engaging in loan renegotiation 

and ought to only do so in rare situations, considering that if too many borrowers see 

that there is a benefit to loan renegotiation, it may entice many more borrowers to 

pursue such a strategy, resulting in more potential default threats and may also 

complicate future credit transactions for lenders (Posner & Zingales, 2009). 

 

In a declining economy, banks are wary of lending money to investors interested in 

distressed properties, since lenders risk losing more money, if borrowers are unable 

to turnaround the distressed properties in order to generate profits and the lender is 

thus left to foreclose (Veronikis, 2011). Also, lenders may be reluctant to assist 

borrowers in alleviating debt pressures if there happens to be borrower fraud, 

environmental problems, unpaid property tax obligations, or other wilful acts prohibited 

by loan documents and which are likely to cause capital losses for lenders involved 

(Ling & Archer, 2017). Liquidation pertains to troubled situations, found unmanageable 

by banks or insurers (Thypin, 2010). Lastly, refinancing, loan modification and 

mortgage pricing rely on an appraiser’s estimate of value, where weak appraisals 

result in cancellations of sales, loan denial and other problems (Zhu & Pace, 2012). 

 

3.5.4 Turnaround and Debt Restructuring  

 

The following section provides literature sources that explain possible links between 

turnaround and debt restructuring strategies. Business insolvency means a business 

cannot honour its debt obligations in terms of debt service and, therefore, the business 
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owners have two options; liquidation or permission to reorganise in order for survival, 

where the latter depends on whether the value of the reorganised firm is likely to be 

greater than the value of the assets of the firm if sold off piecemeal (Brigham & Daves, 

2004). If business owners decide to take the reorganisation route, the reorganisation 

plan may, by request, require debt restructuring, depending on what was negotiated 

between the creditors and management of the business regarding the reorganisation 

arrangements (Brigham & Daves, 2004). 

 

In order to survive, a company can and should engage in financial restructuring 

(Schweizer & Nienhaus, 2017). An overleveraged situation is a common source of 

distress (Schweizer & Nienhaus, 2017; Molina, 2005). A firm's debt level and cash flow 

conditions are crucial operating conditions for turnaround (Hofer, 1980; Robbins & 

Pearce, 1992; Tangpong et al., 2015), as constraints and available resources are 

subject to debt levels and cash flow situations (Tangpong et al., 2015). The 

restructuring goal is to reduce a firm's financial charges to a level that will provide 

sufficient cash flow that is sustainable for keeping the business afloat (Brigham & 

Daves, 2004). Firms' capital structures are shaped by their desire to finance new 

investments, where firms first look internally, then consider low-risk debt, and if all else 

fails, firms will have to consider financing with equity (Mbandu, 2016). Financial 

restructuring is noted to be associated with turnarounds that are success stories 

(Brown et al., 1993; DeAngelo & DeAngelo, 1990; Filatotchev & Toms, 2006; Franks 

& Mayer, 1997; Hoffman, 1989; Panicker & Manimala, 2015). Financial restructuring 

and cost efficiencies go and hand in hand, where firms seek to reorganise the capital 

structure, with the goal of alleviating debt service pressures (Schoenberg et al., 2013; 

Sudarsanam & Lai, 2001). Banking relationships are crucial for firms that wish to 

survive as such relationships could provide firms with necessary organisational slack 

(Trahms et al., 2013). 

 

Firms that wish to improve liquidity or restructure debt, usually engage in possible 

alterations within a turnaround context (John, 1993; Schweizer & Nienhaus, 2017). 

Financial strategies available to firms include; a reduction in the par value of shares, 

obtaining loans at low rates of interest, postponement of maturity of debts and 

conversion of debt into equity (Panicker & Manimala, 2015). Essential turnaround 

strategies that may increase the performance of the firm comprise of debt restructuring 
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arrangements, in other words, interest on current debt reduction and the rescheduling 

of debt by the Government and creditors (Mbandu, 2016). The renegotiating of credit 

lines during financial restructuring is an essential factor for turnaround success, 

especially in challenging economic times (Campello et al., 2011; Schweizer & 

Nienhaus, 2017). A company should secure asset-based loans, if needed, and 

restructure its debt in order to balance its interest payments with its ability to pay 

(Collard, 2010). Restructuring debt can include interest and capital holidays, as well 

as debt for equity swaps (Collett et al., 2014). When offering interest and capital 

holidays, the bank will consider whether the firm is capable of meeting these 

obligations in the medium term (Cole, Goldberg, & White 2004; Collett et al., 2014).  

 

3.5.5 Distressed Properties and Debt Renegotiation  

 

When an investor plans to invest in a distressed situation, the investor is likely to 

purchase the financial claims of the troubled firm, who may have applied for 

bankruptcy protection or may be trying to avoid a bankruptcy situation via debt 

restructuring negotiations with creditors (Gilson, 1995). A number of reasons exist for 

the cause of real estate loans to become distressed, namely; overdevelopment, lack 

of lease-up, loans secured by previously stabilised and cash flowing collateral which 

is now worth less than the outstanding loan amount, decline in the value of in-place 

cash flow, declines in cash flow itself, over leverage, low contract interest rates on 

existing debt loan amount, actual and pending loan maturity and refinancing gaps 

based on changes in property value, more stringent new loan underwriting criteria and 

increases in interest rates and amortisation requirements (Griesmer et al., 2010).  A 

shortage of cash flow to cover debt payments is often used as a measure of distress 

(Schweizer & Nienhaus, 2017).  

 

Distressed properties are faced with little net operating income, usually as a result of  

of overbuilding, poor management, changing consumer preferences, or other types of 

obsolescence (Healy,1989), where net operating income is barely enough to cover 

debt service requirements that the property is required to honour (Brophy & Chen, 

2010; Cornell et al., 1996). According to Geltner et al., (2014), commercial property 

net operating income is calculated by taking all property revenues and deducting all 

property operating expenses. 
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Usually, to cover mortgage payments, commercial property developers will always set 

rental rates that are likely to earn enough rent revenue from the tenants of the property 

development, which should be sufficient enough to honour such debt payments 

(Grandfield & Willerton, 2015). Downturns in the real estate market can result in the 

reduction of cash flows generated by a property, where income may become 

insufficient to cover interest payments on the mortgages (Cornell et al., 1996). Real 

estate market downturns can also cause property values to decline substantially, 

resulting in leverage increases past critical points, consequently making further 

borrowing almost, if not, impossible (Cornell et al., 1996). 

 

In addition to economic recession, declines in rental rates, declines in occupancy 

levels, other deteriorating property fundamentals and increases in capitalisation rates, 

increase the debt service pressures faced by commercial mortgage debt borrowers 

and can also make it difficult for borrowers to attain refinance on scheduled maturities, 

but it all depends on the circumstances, as loans could still be refinanced or extended 

(Griesmer et al., 2010). When commercial mortgage debt borrowers face severe debt 

service pressures, maturing loans could result in workouts or restructurings, 

bankruptcies, discounted payoffs, or foreclosures (Griesmer et al., 2010).  

 

In summary, a property becomes distressed, when property cash flows fall below the 

break-even point for various reasons and the owner of the property is thus unable to 

service the property loans, inevitably defaulting on the debt payments (Torto, 2010). 

In the business of real estate, debt service obligations, such as mortgage repayments, 

are deducted from the net operating income of a property (IREM, 2011). Before a 

lender is likely to loan any money to a property investor, the lender must check to see 

whether the property is able to generate enough operating income in order to service 

the property loan debt requirements and eventually repay the property loan principal 

amount (Ling & Archer, 2017). Mortgage lenders will always have superior and legal 

claim on property operating cash flows, despite whether the property generates 

enough cash flow or not (Ling & Archer, 2017). There is a high risk that when a 

property investor borrows too much money, that property net operating income will not 

be enough to cover the mortgage payment obligation and default and foreclosure 

could be the outcomes (Ling & Archer, 2017).  
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When a property owner takes out a mortgage, the property owner accepts the terms 

that in the event of a default or payment arrears and delinquencies, lenders, by law, 

can take possession of the property or follow the foreclosure route (Pirounakis, 2013). 

Distressed loan situations are likely to be followed by workouts or restructurings, 

bankruptcies, discounted payoffs, or foreclosures resolution paths (Griesmer et al., 

2010). 

 

The foreclosure of a mortgage indicates the inability of the property owner to generate 

sufficient income to pay the debt service of the mortgage (IREM, 2011). Lenders most 

probably will grant borrowers the chance to remedy their financial situations where a 

default is imminent, before the lenders take any drastic measures against the borrower 

(Cloete, 2005). On the other hand, borrowers have an incentive to continue to make 

payments, as the borrower is likely to have the expectation that the property value will 

eventually go up (Ling & Archer, 2017). Mortgage loan holders and servicers alike 

would prefer avoiding a foreclosure situation and workout options are feasible 

substitutes to foreclosure (Wesly et al., 2009). Futhermore, lenders want to void the 

costs of foreclosure, making non-litigious solutions to debt problems a more viable 

option (Geltner et al., 2014). Property investors seek loans with the lowest annual debt 

service, since less debt service means greater property cash flow (IREM, 2011). 

Borrowers who are experiencing temporary difficulties and are struggling to honour 

the terms of a loan, may seek to renegotiate debt in order to be granted facilities by 

the lender and elements of the loan agreement, namely, the term, interest rate and 

repayment plan are amended, in order to alleviate pressures off the borrower (Morri & 

Mazza, 2015). 

 

Thus, it can be hypothesised that renegotiating the elements of an existing loan 

agreement can assist with alleviating existing loan and debt servicing pressures faced 

by the property, by securing loan amendments from the lender that apply to either the 

existing loan term, interest rate, repayment plan or a variety of these options and which 

together should improve the overall net operating income of a property and positively 

influence the financial recovery of the net operating income of a distressed or problem 

property to a level that is sufficient to cover debt service for a number of repeated and 

consecutive time periods, due to the alleviation of existing loan and debt servicing 
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pressures to a point where the property can break-even and generates a positive cash 

flow. 

 

3.6 STRATEGIC PLANNING CONSIDERATIONS FOR REAL ESTATE 

 

The following section briefly discusses the independent variable Strategic Planning. 

Strategy, strategic planning, the strategic plan, the benefits of strategic planning, 

scenario planning and the SWOT analysis are discussed. Furthermore, the possible 

link between strategic planning and distressed properties is provided using present 

literature, by showing how putting together a strategic plan involving a good strategy 

that grows revenue and maintains or shrinks expenses, improves the overall net 

operating income for a property and, thus, can contribute to a likelihood of recovery of 

a distressed property.  

 

3.6.1 Strategy and Strategic Planning 

 

This section provides definitions for strategy and strategic planning and discusses 

important aspects with regards to formulating a strategy and the strategic plan. 

 

3.6.1.1 Organisational Strategy and Real Estate  

 

The commercial real estate market is a very competitive market in which to operate 

(Lind & Lundström, 2011; Palm, 2013). Adapting to the environment is crucial for 

companies to survive and succeed in a competitive market (Palm, 2013). A firm should 

design a strategy that is applicable to the environment, with the objective of attracting 

and retaining new customers (Palm, 2013). According to Mintzberg (1987) & Graetz 

(2002), strategy is characterised by a plan, ploy, pattern, position and perspective. In 

order to meet its objectives, an organisation needs a strategy that determines where 

it wants to go, what path it will take, and how it will get there (Olsen, 2011).  

 

To remain successful, the management of an organisation must devise a strategy to 

relate the organisation to its environment in a systematic way (Palm & Palm, 2017). 

Organisations develop strategies to achieve their mission, goals, and objectives, which 
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carry out their vision (Gates, 2010). A strategy is a deliberate and premeditated plan 

of action (Graetz, 2002), involving important decisions and actions, consists of 

approaches in which a firm differentiates itself from competitor firms (Digman, 1986; 

Noorie & Bala, 2008) and involves top management planning for the future (Grant, 

2010; Palm, 2013). Strategy can be seen as a pattern of a stream of decisions that will 

likely impact upon performance (Hambrick 1983b; Phillips & Moutinho, 2000), notably, 

a stream of resource allocation decisions (Furrer et al., 2008; Hofer & Schendel, 1978; 

Mintzberg, 1978; Mintzberg & Waters, 1982; Venkatraman & Prescott, 1990), where 

in order to capture the full potential of the strategy, it is essential to make appropriate 

resource allocation decisions to the perpetual benefit of the business (Arend, 2004; 

Furrer et al., 2008). Thus, the choice of strategy that accomplishes the requirements 

of company management, is the essential determinant of what the strategy will be 

(Harrison & Pelletier, 1998).  

 

In summary, a company strategy entails an action plan of management for running the 

business and conducting operations (Hough et al., 2011). Futhermore, a company 

strategy involves competitive moves and business approaches that grow the size of 

the business, draw and satisfy customers, allow the firm to adequately complete, 

oversee and conduct operations and attain required performance targets (Hough et 

al., 2011). A strategy will always entail defining purpose and provide managers with 

objectives, involve adopting certain objectives and achieving required actions and 

assist in determining the allocation of resources (Harrison & Pelletier, 1998). 

 

An organisation should always pursue and develop a strategy that results in providing 

value for money, measured in terms of economy, efficiency and effectiveness (Gibson, 

1994). A company should always adopt a strategy that will defend the position of the 

business in the long run, accommodate sustainable competitive advantage, provide 

for continuous adaptation and enforce continuous improvement (Eisenhardt & Brown, 

1998; Graetz, 2002). The purpose of strategy is to be consciously aware of the 

direction a company should be taking in light of the variables in a dynamic environment 

(Olsen, 2011). The strategy must be able to evolve with time so that the business is 

well-prepared to defeat any competitive threats (Eisenhardt & Brown, 1998; Graetz, 

2002) and thus should always provide a different value proposition to the competition 

(Olsen, 2011). When designing a strategy, for a business to improve the likelihood of 
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attaining strategic goals, a company should take into account the ever-changing 

contextual environment, therefore, a strategy should, on a regular basis, be reviewed 

and reassessed, in order to be pro-active with regards to the changing context of the 

environment (Bright & Dixie, 2014). A strategy should always be tailored to satisfy the 

needs of customers, should focus on doing the right things and should clearly indicate 

the actions and direction that a company should not adopt (Olsen, 2011). A good 

strategy involves adopting activities and actions that work well together and are drivers 

of continuous improvement (Olsen, 2011). Strategy design can be affected by changes 

in laws, regulations, social developments, market developments and demographic 

developments  (Bright & Dixie, 2014). 

 

The purpose of strategy is to give a business its goals and vision  (Palm, 2013). For 

corporations, their primary objective is to increase wealth and to achieve this, they set 

specific objectives for the operations of their business that assist with attaining the 

wealth growth objective (Lindholm & Leväinen, 2006). Strategy processes aim to 

maximise the organisation's profits and benefits over a period of time (Palm & Palm, 

2017). Reaching the wealth growth objective requires strategic roadmaps to be 

developed (Lindholm & Leväinen, 2006). A good strategy is about adopting actions 

that helps the company attain the overall vision of the business (Olsen, 2011). Those 

who adopt a robust strategy will enjoy success across multiple, future scenarios and 

outcomes (Gates, 2010). According to Olsen (2012), in order to achieve efficiency, a 

good strategy requires a set of goals. 

 

• Attaining the required performance targets. 

• Doing better than the competition. 

• Realising sustainable competitive advantage. 

• Increasing revenues and decreasing expenses. 

• Satisfying the needs of customers. 

• Dealing with and adapting to changing market conditions. 

 

The real estate industry, like all other industries, requires the development of 

strategies to deal with new challenges that continuously arise (Palm, 2013). Strategies 

that concern commercial properties and the commercial real estate industry require of 
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the owners of such properties to align the property-specific business model with the 

environment in which such commercial properties operate, in order to satisfy the needs 

of customers, in this case, the tenants of the commercial properties and the customers 

of the tenants and, furthermore, to allow the delivery of necessary services that the 

tenants require from the property owners and managers (Palm, 2013).   

 

To summarise, strategists view strategy as a rational method of deliberate choices, 

guided by analysis (Palm, 2013; Palm & Palm 2017), that is meant to assist in long-

term profit maximisation (Palm, 2013). Putting a strategy together and executing such 

a strategy requires planning for the internal and external environments and 

managements’ commitment to formulate, substantiate and implement the plans, which 

should improve the likelihood of increasing profits (Palm, 2013). Well-defined business 

strategies give companies an added advantage of clearly articulating a plan for their 

future (Hewlett, 1999; Palm, 2013).  

 

3.6.1.2 Organisational Strategic Planning 

 

In order to develop an effective business strategy for profitable growth, strategic 

planning is usually carried out (Ward, 1988). The task of strategic planning is to 

develop a plan and strategy, while that of strategic management is to execute that 

strategy, once developed. Thus, strategic management falls within a business process 

category, whereas strategic planning is an event (Olsen, 2011). Futhermore, the term 

‘strategic business management’ involves the development of a strategic plan that 

entails putting all available resources to the best possible use, in other words, the 

optimisation of capacity (Edwards & Ellison, 2004; Palm, 2013). Strategic planning has 

been defined in a variety of ways in the literature, several of which overlap and are 

consistent (Wolf & Floyd, 2013). The focus of most ‘strategic planning’ definitions is 

on the systematic, step-by-step development of strategy (Armstrong, 1982; Ocasio & 

Joseph, 2008; Wolf & Floyd, 2013). The process of strategic planning involves a series 

of logical steps (Schendel & Hofer, 1979; Wolf & Floyd, 2013), a coordinated and 

systematic process (Olsen, 2011) and an approach (Bryson, 2011; George, Walker & 

Monster, 2019) to strategy development that entails a number of different aspects, 

according to a various authors: 
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• Preparation for the strategic planning session (Simerson, 2011). 

• Evaluating the mandate and mission and values of the organisation (Bryson, 

2011; George et al., 2019). 

• Defining the mission statement (Boyd & Reuning-Elliott, 1998; Schendel & 

Hofer, 1979; Wolf & Floyd, 2013;). 

• The putting together of the plan for the overall direction (Olsen, 2011). 

• The process of creating a strategic plan (Olsen, 2011; Simerson, 2011; Ward, 

1988). 

• Deciding on and laying down the strategic goals (Rusjan, 2005). 

• Formulating the goals (Bryson, 2011; George et al., 2019; Simerson, 2011). 

• Refining goals (Simerson, 2011). 

• The formulation or refining the strategic intentions of the organisation 

(Simerson, 2011). 

• Deciding on goals for the year (Boyd & Reuning-Elliott, 1998). 

• Long-term goals (Boyd & Reuning-Elliott, 1998; Schendel & Hofer, 1979; Wolf 

& Floyd, 2013). 

• Evaluating information from internal and external environments (Simerson, 

2011). 

• Trend analysis (Boyd & Reuning-Elliott, 1998). 

• Competitor analysis (Boyd & Reuning-Elliott, 1998). 

• Analysing the internal situation of the organisation (Bryson, 2011; George et 

al., 2019). 

• Environmental analyses (Bryson, 2011; George et al., 2019; Schendel & Hofer, 

1979; Wolf & Floyd, 2013). 

• Identifying strategic issues (Bryson, 2011; George et al., 2019). 

• Developing organisational decisions that can assist a business to adapt with 

change (Olsen, 2011). 

• When it is time to replace an asset Cloete, 2001). 

• Establishing why an asset is failing, particularly those that are failing on a 

regular basis (Cloete, 2001). 

• Concluding what actions to take (Simerson, 2011). 

• Short-term action plans (Boyd & Reuning-Elliott, 1998). 

• Plans that can resolve issues (Bryson, 2011; George et al., 2019). 
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• Putting together strategies (Rusjan, 2005). 

• Meetings and the production of strategic plans (Hage & Aiken, 1969; Wolf & 

Floyd, 2013). 

• The development of a business strategy (Ward, 1988). 

• Develop a variety of strategies (Tapinos, Dyson & Meadows, 2005). 

• Strategy formulation (Bryson, 2011; George et al., 2019; Schendel & Hofer, 

1979; Wolf & Floyd, 2013;). 

• Strategy execution and control (Schendel & Hofer, 1979; Wolf & Floyd, 2013). 

• Strategy reviews (Hage & Aiken, 1969; Wolf & Floyd, 2013). 

• Continuing evaluation (Boyd & Reuning-Elliott, 1998). 

• Analysing the progress and overall success of the execution of the strategic 

plan in order to improve the next planning cycle and achieve optimal results   

(Simerson, 2011). 

 

For companies to rationalise their strategic choices, strategic planning is crucial (Palm, 

2013; Whittington, 2001). The degree that all activities relating to strategic planning 

are presided over by clearly expressed rules and procedures, that is, the degree of 

strategic planning formalisation within the organisation (Hage & Aiken, 1969; Wolf & 

Floyd, 2013), will differ within the levels and units inside an organisation and will differ 

amongst different organisations (Hahn, 1999; Tapinos et al., 2005; Wijerwardena, De 

Soyza, Fonseka & Perera, 2004; Wolf & Floyd, 2013). A fundamental concept of 

strategic planning is that growth in business only occurs when deliberate steps and 

actions are taken to stimulate such growth, in other words, business growth does not 

happen by accident and thus requires some sort of strategic plan (Ward, 1988).  

 

Strategic planning involves strategic thinking (Simerson, 2011). Strategic thinking 

entails looking at all relevant information relating to a situation involving an 

organisation in terms of present and future, so that a number of possible future 

outcomes can be presented, trends can be identified, the right values are chosen, the 

value proposition of the organisation is developed, the vision and mission is 

developed, ascertaining the means to achieve the vision and mission and determine 

how to alleviate any and all barriers to achieving overall success (Simerson, 2011). 

The effectiveness of strategic planning in contributing to the overall financial success 
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of a firm depends on whether the strategic plan adopts crucial drivers of success, 

where the strategies developed and used in the plan are based on these crucial drivers 

of success (Lindholm & Leväinen, 2006). In a business, the process of strategic 

planning serves as a bridge between the different members that form part of the 

organisation, top levels of management and the change that has being instigated by 

various parties within the organisation (Liedtka, 2000; Palm, 2013).  

 

In summary, strategic planning can be considered a process where plans are defined 

(Gates, 2010), a company mission is determined, key objectives are set, strategies 

and policies that oversee the acquisition and allocation of resources are developed 

(Glaister & Falshaw, 1999; Pearce, Freeman & Robinson, 1987) for the sole purpose 

of accomplishing the mission of the business (Gates, 2010) and for attaining 

organisational objectives (Glaister & Falshaw, 1999; Pearce et al., 1987), and where 

an organisational strategy represents the means of achieving that mission and the final 

product produced is a strategic plan containing a proposed strategy, that is perceived 

to be highly effective, and proposed factors that can affect such a strategy, in other 

words, the strategic plan should present a comprehensive picture of what the 

organisational environments, both internal and external, looks like and what the 

intentions are of the organisation, while attempting to navigate through such 

environments (Gates, 2010). The process of strategic planning should always entail 

the attempt to win over the support of the relevant company stakeholders, particularly 

those stakeholders that are affected by the strategic plan (Glaister & Falshaw, 1999; 

Pearce et al., 1987). Futhermore, the process of strategic planning should always 

adopt systematic criteria and thorough investigation, in order to devise, execute and 

manage a strategy, as well as record any important company expectations that are 

required to be met (Higgins & Vincze, 1993; Mintzberg, 1994; Pearce & Robinson, 

2000; Taiwo & Idunna, 2007). The strategic planning process will always be a 

intellectual and formal process that can be divided into distinct steps to follow, can be 

validated by a checklist and is supported by appropriate techniques (Falshaw et al., 

2006; Mintzberg & Lampel, 1999). Therefore, strategic planning processes must 

analyse the environment, analyse the abilities of the organisation, consider what 

needs to be done to grow and adapt the organisation and consider organisational 

aspirations and intentions about the future (Gates, 2010).  
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According to Hopkins & Hopkins (1997) & Falshaw et al., (2006) the strategic planning 

process consists of a number of steps. 

 

• Formulation; in other words, determine the mission, set crucial objectives, 

analyse the environments both internally and externally and lastly choose the 

appropriate strategy amongst a set of options proposed that is likely to achieve 

the mission an objectives 

• Implementation 

• Control. 

 

In summary, the steps in the strategic planning process entail; goal and objective 

setting, situation analysis, alternative consideration, implementation and evaluation 

(Crittenden & Crittenden, 2000; Tapinos et al., 2005). The literature identifies a number 

of purposes of strategic planning. 

 

• Assists with a company attaining the required business and financial returns 

(Rusjan, 2005). 

• Can help with the accomplishment of strategic goals (Rusjan, 2005). 

• Helps realise new organisational direction (Tapinos et al., 2005). 

• Can assist with the establishment of a system for achieving goals and 

objectives within an organisation (Crittenden & Crittenden, 2000; Tapinos et al., 

2005). 

• Promotes creating insights into the company and respective environment 

(Ward, 1988). 

• Helps recognise environmental change (Olsen, 2011). 

• Assists with creating a system that promotes crucial questions being asked 

about the business (Ward, 1988). 

• Helps enforce maximising future potential and opportunities (Olsen, 2011). 

• Aids in altering strategic direction (Wolf & Floyd, 2013). 

• Assists with the Integration and coordination of decision-making within an 

organisation (Andersen, 2004; Grant, 2003; Jarzabkowski & Balogun, 2009; 

Spee & Jarzabkowski, 2011; Wolf & Floyd, 2013). 
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• Helps with integrating emerging strategic decisions, but also assists with double 

checking such decisions (Wolf & Floyd, 2013). 

• Aids in overall organisational management improvement (Falshaw et al., 2006). 

• Provides a foundation for executing work (Gates, 2010). 

• Establishes the overall picture for enterprise architecture, process 

improvement, risk management, portfolio management and any other 

enterprise-wide initiatives (Gates, 2010). 

• Assists with attaining competitive advantage (Rusjan, 2005). 

 

Realised strategies, or the outcome of an intended strategy, which, according to Wolf 

and Floyd (2013), involves the actual pattern of decisions made and actions taken 

over a period of time, comprises of the results achieved from deliberate planning plus 

the added benefits from emergent forces within the organisation; in other words, the 

actual strategy that occurs in the end is attributed to what was planned and to 

decisions and actions which happen to occur in the organisation and that although 

contributing to the final realised strategy, did not form part of the planning process 

leading up to such a strategy, but played a role in realising the strategy (Wolf & Floyd, 

2013). As mentioned before, strategic planning has also been acknowledged as a 

critical process for integrating and coordinating decisions and as a means of 

centralising and decentralising various decision-making processes in an organisation 

(Andersen, 2004; Grant, 2003; Jarzabkowski & Balogun, 2009; Spee & Jarzabkowski, 

2011; Wolf & Floyd, 2013). The strategic plan of a business typically contains and 

presents corporate decisions taken, but the contradiction lies in the fact that there is a 

usually a disconnect between decision-making and planning processes in general in 

businesses (Bolland & Lopes, 2018). Possible reasoning for this is that the process of 

strategic planning is not about making decisions, but instead is about documenting 

decisions that have already been made (Bolland & Lopes, 2018; Mankins & Steele, 

2006). Additionally, strategic planning focuses on business unit planning and not 

necessarily planning around a specific sporadic issue affecting the business, 

therefore, it can be rendered less useful when dealing with spontaneous situations 

that require quick decisions to be made (Bolland & Lopes, 2018; Mankins & Steele, 

2006). In the present research effort, strategic decision-making falls within the 

‘Business Analysis’ variable. According to Dobbs and Dobbs (2015), the likelihood of 
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achieving greater, successful strategic planning outcomes should improve when 

meeting certain conditions. 

 

• Be practical and non-academic. 

• The process should always be easy to understand, explicit and sequential. 

• At each point of the process, the relevant and valid set of questions should 

always be asked. 

• Using objective decision-making criteria as standard practice 

• Getting all executives to be on the same page  

• Develop a reasonable list of beneficial actions and initiatives to be taken on. 

• Always demonstrate self-honesty about the reality of a situation. 

(Dobbs & Dobbs, 2015) 

 

3.6.2 The Strategic Plan and Real Estate 

 

When it comes to real estate, tenants are the customers and obtaining new customers, 

or in this case, tenants, may require a landlord to incur greater costs than the cost of 

retaining existing tenants (Li, 2003; Matzler & Hinterhuber, 1998; Palm, 2013). A 

tenant that is happy with the services of the property owner or manager may be 

inclined towards leasing more space or a larger property, therefore, it makes sense 

for the landlord or manager to consider retaining strategies. In addition, vacancy costs 

are costly for property owners since a vacant space will still incur costs, with or without 

tenants, and the market value of the property can be affected due to the loss of rental 

income. Hence, it is important to outline how to obtain new clients or tenants in well-

thought-out strategic plans (Palm, 2013). 

 

Since strategy is deliberate and can be planned, its function should be to align a firm 

with its environment, by means of a strategic plan (Palm, 2013; Raymond & Bergeron, 

2008). The outcome of the strategic planning process should be a strategic plan that 

explicitly explains a strategy (Wolf & Floyd, 2013). In other words, a strategic plan 

involves a document that clearly indicates the proposed organisational strategy and 

documents the factors that affecting the organisation (Gates, 2010). A strategic plan 

is the formalised blueprint that shows the way a business intends to implement a 
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selected strategy, where a strategic plan should include the direction in which the 

business should be heading and how the business proposes to move in that direction 

(Olsen, 2011). Therefore, strategic plans should be used as a tool to communicate a 

strategy and manage and control the executing of the strategy (Mintzberg, 1994; Wolf 

& Floyd, 2013).  

 

The desired outcome of a strategic plan should be greater competitive advantage, 

employees clearly understanding the strategy, putting the spotlight on the financial 

needs of the business and providing the ‘action plan road map’ (Olsen, 2011). In 

addition, the result after the strategic planning process should be a well-prepared 

written document that clearly shows the required steps to improve customer 

satisfaction, increase profit, revitalise and prepare the company for the future, the 

business mission, direction to follow for growth, how the growth will be achieved and 

how to make the business more competitive (Ward, 1988). According to Olsen (2012), 

a strategic plan typically includes: 

 

• Mission and vision statements 

• Long-term goals and objectives 

• Strategies to achieve goals and objectives 

• Action plans for execution 

• Identifying factors influencing the realisation of and likelihood of achieving long-

term goals.  

 

Depending on the size of the organisation, strategic plans may differ in their scope 

and detail (Olsen, 2011). In the context of the strategy process, plans represent 

tangible objects used by the actors or stakeholders to facilitate their involvement and 

to position their interests in the strategy (Jarzabkowski & Balogun, 2009; Spee & 

Jarzabkowski, 2011; Wolf & Floyd, 2013). For an organisation to develop and 

communicate its plans, a well-documented and put together strategic plan is vitally 

important because it includes elements that describe the current state of things and 

ambitions, as well as its intentions for the future and how to proceed (Gates, 2010). 

As part of its strategic plan the organisation should, very importantly, broadly and in 

detail describe its present state, its current circumstances and its aspirations for the 
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future (Simerson, 2011). An effective strategic plan encapsulates the values of the 

organisation, inspires action towards a bright future, explains how to win in the relevant 

market-place, clearly defines the criteria for success and can provide a road map for 

some daily decisions that need to be made (Olsen, 2011).  

 

The focus of a strategy is to navigate a business effectively into the future and intends 

to effect change in some way for the better (Cassidy 2016; Gates, 2010). According 

to Simerson (2011), an effective strategic plan should contain the following: 

 

• What the organisation will become or where the organisation will be in the 

future. 

• The unique value proposition to customers. 

• Specific goals associated with the value proposition 

• Specific strategies needed to attain goals. 

• Detailed explanations of strategies, timelines, required resources and tasks 

• Show detailed plans on how to win over the full commitment of all the relevant 

stakeholders concerning the strategic plan.  

• Reveal detailed plans on proposed methods that will prevent the strategic plan 

from impeding on the culture of the organisation, and instead improve the 

culture and utilise the strengths of the culture. 

• Show the evaluation techniques that will measure progress concerning strategy 

deployment, implementation and execution. 

• Indicate the means to detect negative factors, no matter how serious, affecting 

the organisation in some way or another and the methods to deal with such 

adverse situations, to the benefit of the organisation. 

• The methodology of measuring and assessing the overall progress and 

success of the strategic plan 

(Simerson, 2011) 

 

A feasible strategic plan will include all the relevant financial reports and forecasts, 

show a plan that can generate value even under unfavourable circumstances and 

constraints, is opportunity-based, shows revenues to some extent are predictable with 

certainty, show a plan that can be implemented under the present state of the 
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organisation and takes into account the potential need for capacity expansion 

requirements (Dobbs & Dobbs, 2015). Figure 3.3 shows typical strategic plan 

elements and the relationships. 

 

FIGURE 3.3: TYPICAL STRATEGIC PLANNING ELEMENTS 

 

(Source: Gates, 2010: 6) 

 

Table 3.2 shows minimum strategic plan requirements. 

 

TABLE 3.2: THE MINIMUM STRATEGIC PLAN REQUIREMENTS 

1 Analysis of the current state of; • The value proposition 

• Internal strengths and 

weaknesses  

• External opportunities and threats 

2 Development, verification and 

refinement of purpose 

• Mission 

• Vision 

• Where passion, abilities and 

purpose or reason for existence 

intersect 
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3 Development, verification and 

refinement of strategic goals, to 

add clarity and specificity on 

what to strive to accomplish in 

terms of; 

• Customer service 

• Product development 

• Growth 

• Quality 

• Innovation 

• Human resource capabilities  

4 Identification and prioritisation of 

the means by which an 

organisation will achieve the 

strategic goals. 

 

5 An action plan built around the 

strategies consisting of; 

• Identification of tactics 

• Assignment of responsibilities 

• Establishment of timelines 

• Delineated metrics 

6 A contingency plan, consisting 

of the identification of; 

• Challenges likely to impede 

implementation 

• Viable countermeasures for each 

of the obstacles 

7 Execution considerations, 

consisting of a description of; 

• What an organisation will do to 

ensure constant and consistent 

execution throughout the 

organisation. 

• How an organisation will help 

ensure that everyone has the 

needed levels of awareness, 

understanding, buy-in, 

commitment and advocacy. 

8 Continuous improvement 

considerations that describe; 

• What an organisation will do 

throughout execution to improve 

the way the organisation deploys 

and implements strategies to help 



424 
 

ensure increasingly more 

effective and efficient execution. 

• Steps an organisation will take to 

improve the next strategic 

planning endeavour. 

(Source: Adapted from Simerson (2011) 

 

According to Dobbs & Dobbs (2015), a well-understood strategic plan entails: 

 

• Having easily and clearly explainable and concise statements of strategy. 

• Having all relevant audiences understand what is explained in the plan. 

• Listing all the plausible strategic opportunities, goals and required actions. 

• Progress indicators being obvious 

• The senior management team being united around the plan. 

 

3.6.3 The Benefits and Importance of Strategic Planning 

 

According to literature surrounding strategic management that concerns the aspect of 

strategic planning, a business mission must be planned, business objectives must be 

established, including objectives around performance enhancement and strategies 

and control systems must be applied to achieve the set objectives (Greenley, 

1986;1994; Glaister & Falshaw, 1999). Strategic planning is can be seen as essential 

for companies  (Greenley, 1986;1994; Glaister & Falshaw, 1999), as organisations are 

likely to benefit from strategic planning  (Sarason & Tegarden, 2003; Tapinos et al., 

2005), since strategic planning can and should improve the performance capabilities 

of companies (Greenley, 1986;1994; Glaister & Falshaw, 1999; Hofer & Schendel, 

1978; Henderson, 1979; Miller & Cardinal, 1994; David, 1997; Arasa & 'Obonyo, 

2012).  

 

Moreover, strategic planning contributes to the effectiveness of management, to 

process advantages, to taking advantage of opportunities, to personnel advantages, 

to the promotion of organisational change and can ensure that the business remains 
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aligned with and adapted to the eternal environment (Glaister & Falshaw, 1999; 

Greenley, 1986;1994).   

 

Strategic planning assists with strategy development, solving problems, setting 

objectives, analysing alternatives and choosing strategies (Armstrong, 1982; Dutton & 

Duncan, 1987; Hopkins & Hopkins, 1997; Miller & Cardinal, 1994; Powell, 1992; 

Shrivastava & Grant, 1985; Wolf & Floyd, 2013). Strategic planning provides the 

means to develop a strategy that includes procedures, tools and practices which 

involve (Bryson, Edwards & Van Slyke, 2018; Ferlie & Ongaro, 2015; George et al., 

2019) the Harvard policy model (Andrews, 1971; George et al., 2019), synoptic 

planning theory (Dror, 1983; George et al., 2019) and goal-setting theory (George et 

al., 2019; Locke & Latham, 2002) and arguments during strategy formulation (Bryson 

et al., 2018; Ferlie & Ongaro, 2015; George et al., 2019).  

 

Strategic planning is extensively used as a tool to assist companies with managing the 

a business (Rigby, 2001; Rigby & Bilodeau, 2011; Whittington, 2006; Wilson, 1998; 

Wolf & Floyd, 2013). It increases the probability of attaining desired organisational 

effectiveness,  provides direction and boosts coordination and control of the processes 

and tasks within a company (Arasa & 'Obonyo, 2012). Strategic planning bridges 

strategic goals with operational goals (Glaister & Falshaw, 1999), helps to navigate 

through environmental turbulence (Boyd, 1991; Glaister & Falshaw, 1999), can 

improve stability and coping with change (Grant, 2003; Wolf & Floyd, 2013), assist 

adaptation (Barringer & Bluedorn, 1999; Wolf & Floyd, 2013) and can potentially 

stimulate the operational capabilities of an organisation (Eisenhardt & Martin, 2000; 

Wolf & Floyd, 2013). According to Simerson (2011), effective strategic planning can 

benefit the organisation in a number of ways. 

 

• Mitigates the negative affects that personal biases or blind spots have on focus, 

priorities, or actions of an organisation. 

• Can improve decision-making. 

• Can ensure that decision-making is aligned with the mission and values of a 

business.  

• Promotes value-adding actions. 
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• Increases the likelihood that decisions, systems, processes, technology, 

personnel and culture contributes to overall success. 

• Can reveal the importance of all personnel and stakeholders, learning and 

working together and the contribution of the individual roles. 

• Can reveal how the decisions and involvement from all personnel and 

stakeholders, contribute to the overall value proposition. 

• Promotes team work but also ensures the bigger picture concerning the 

strategic intent is always kept in mind. 

• Contributes to aligning all structures and elements within the organisation. 

• Can provide a communication plan and a change management plan. 

(Simerson, 2011) 

 

According to Mintzberg, Lampel & Ahlstrand (2008) & Simerson (2011) effective 

strategic planning positively influences an organisation in a variety of ways. 

 

• Align strengths with the environment.  

• Assists with analysing and developing alternative ways to be successful. 

• Can assist with becoming more competitive, by scoping the competitor 

environment and responding to such pressures.  

• Assists with creating a vision that is hopeful and exciting to all the relevant 

stakeholders. 

• Aids in trend, market movement and pattern analysis. 

• Helps with taking advantage of opportunities and dealing with threats. 

• Promotes best practices. 

• Can improve confidence to take on challenges, subject to budget constraints.  

• Promotes and utilises key cultural norms. 

• Assists with environmental analysis, where positive forces are noted and used 

to the benefit of the organisation and negative forces are mitigated. 

• Promotes continuous improvement. 

(After, Mintzberg et al., 2008; & Simerson, 2011) 

 

Kim & Mauborgne (2005) & Simerson (2011) note that effective strategic planning 

should assist in the likelihood of achieving goals in the following ways: 
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• Looking internally within the business to see what needs to be removed, 

created or changed. 

• Adjusting and improving the initial strategy, in line with the recommendations 

provided by the relevant stakeholders of the organisation.  

• Evaluating the actual products or services offered by a firm, to see whether 

such products or services remain relevant to the customers.  

• Assessing quality, cost and product availability, thereby ensuring that customer 

expectations are met, and better, exceeded.  

• Evaluating the value proposition, manufacturing factors, transportation factors, 

distribution costs, the price of the services and products and profit margins. 

(After, Kim & Mauborgne, 2005; & Simerson, 2011) 

 

Simerson (2011) stipulates further the benefits of strategic planning. These entail: 

 

• Providing focus and direction. 

• Assisting with decision-making regarding the market to compete in, the value 

offered to customers and how to differentiate from the competition.  

• Showing and reviewing progress, acknowledges what has being accomplished, 

shares the lessons learned and reveals where time and effort should be 

allocated to.  

• Provides a platform to learn from the mistakes of the past and how to make 

sure that things can be done better going forward.  

• Opening up a forum for which crucial questions posted by customers can be 

addressed.  

• Putting different future scenarios up for debate. 

• Helping with the identification of effective and important goal achieving 

strategies, tactics, tasks, and subtasks. 

• Helping with the identification of required resources, budgets, people, facilities, 

equipment, supplies, knowledge and information. 

• Assisting the business to be pro-active with regards to issues that negatively 

influence performance.  

• Promoting comprehensive involvement from all stakeholders. 
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• Utilising skill, knowledge, insight, experience, advice, and abilities from all 

stakeholders, to the benefit of the organisation.  

(Simerson, 2011) 

 

3.6.4 Strategic Planning Approaches and Real Estate 

 

In order to succeed in real estate, a set of real estate strategies is essential (Lindholm 

& Leväinen, 2006). As noted earlier, strategy is about forming goals, setting objectives 

based on internal and external circumstances, determining the means to attain the 

objectives, executing such means and ensuring that everything is implemented 

correctly, with the sole objective of meeting the requirements of investors who have a 

vested interest in the success of the strategy (Cloete, 2017). In the context of real 

estate, analysing the most suitable employment of real estate assets falls within the 

strategic planning and managerial control dimensions (Vermiglio, 2011). Developing 

a comprehensive real estate strategy should be supported with the free flow of relevant 

and useful information so that those managing the properties can make effective and 

proactive decisions (Bottom et al., 1998).  

 

Since it is very costly for a landlord to have properties with vacancies, in terms of 

operating costs and the value of the property, strategic planning in the context of real 

estate should focus on attracting new and retaining existing tenants (Palm & Palm, 

2017). Real estate investors, at environmental, strategic and tactical levels, make 

decisions on real estate investments based on goals, objectives, alternative real estate 

projects and investments subject to investor’s criteria, the formulated proposed 

property strategy and property selection criteria subject to real estate environmental 

circumstances (Gallimore et al., 2000). Despite the challenges faced in property 

markets and the fact that property markets are far from perfect, investors are still able 

to make much money and required returns from real estate investments, provided the 

appropriate property strategy is executed and followed (Cloete, 2005). Perceptions 

that top management have of the market and strengths and weaknesses of a 

organisation will in the greater scheme of things, fundamentally establish what strategy 

is used for the organisation (Caves, 1980; Palm, 2013).  
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As mentioned before, strategic planning requires a firm to adapt to the ever-changing 

environment in which the firm operates (Olsen, 2011). Futhermore, strategic planning 

requires taking into account external and internal factors, evaluating the present state 

of the organisation, proposing where the organisation should be in the future, 

assessing different future scenarios, analysing numerous strategic intents and goals, 

determining how to achieve the set goals, taking into account resource constraints, 

taking into account risk and uncertainty, establishing contingencies and allocating time 

and effort to those activities that are the most likely to achieve success based on the 

vision and mission (Simerson, 2011). With regards to real estate project, the company 

research team or and external consultants are used to conduct strategic analysis 

(Reed & Sims, 2014). The type of research employed will depend on the intentions of 

the real estate development or investment company, usually involving the reviewing 

of the current strategy in place or assessment of changing overall direction (Reed & 

Sims, 2014).  

 

It is vital to know the possibilities of the company to ensure that company capabilities 

match company potential, thus information about the possibilities is required and must 

be attained (Palm, 2013). In practice, during the strategic planning process, data is 

collected, forecasts are made, models are developed and multiple future scenarios 

are constructed (Glaister & Falshaw, 1999). Strategic planning approaches will always 

entail evaluating the organisation itself and the environment in which the organisation 

operates, where effective strategies are designed to align the organisation and the 

environment (Bryson 2018; George et al., 2019). In the context of real estate, real 

estate market performance is examined with the use strategic analysis subject to the 

underlying economic forces (Reed & Sims, 2014). In the real estate strategic analysis, 

those analysing the real estate strategy will look at economic and real estate market 

forecasts to make predictions about future real estate performance (Reed & Sims, 

2014). In addition, real estate strategic research assists real estate investors and 

decision-makers in keeping up-to-date with property occupier trends and up-to-date 

with the property development and property investment markets (Reed & Sims, 2014).  

 

Strategic planning approaches involve an external environmental analysis and an 

internal analysis (Andrews, 1971; Glaister & Falshaw, 1999). Organisations depend 

on multiple sophisticated planning tools in order to deal with the extremely competitive 
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conditions that exist and the fast pace of technological innovation (Wilson, 1994; Wolf 

& Floyd, 2013). Various tools and techniques used include capital budgeting methods 

(Guerard, Bean & Stone, 1990; Naylor & Tapon, 1982; Peel & Bridge, 1998; Wolf & 

Floyd, 2013) scenario analysis, analysis of strengths and weaknesses and 

opportunities and threats, the analysis of internal success factors, the analysis of 

competitors and stakeholders and cognitive mapping (Glaister & Falshaw, 1999; 

Frentzel et al., 2000; Wilson, 1994; Wolf & Floyd, 2013). The next two sections touch 

on two of the tools listed above and the usefulness of such tools in real estate strategic 

planning. 

 

3.6.4.1 Scenario Planning and Real Estate 

 

An external environmental analysis is used to identify the opportunities and threats 

faced by an organisation (Andrews, 1971; Glaister & Falshaw, 1999). When those 

running organisations are unable to predict outcomes with a comfortable level of 

certainty or when faced with substantial risk and uncertainty in general, strategic 

foresight and scenario-planning are likely to be useful tools (Lew et al., 2019; Ringland, 

2010). Strategic foresight entails methodologies, processes and tools that provide 

assistance to decision-makers in future-oriented decisions and planning (Lew et al., 

2019; Vecchiato, 2012).  

 

Scenario planning is based on the principle that taking the unknown future into 

account, it is best to formulate strategies or make decisions that can be applied to 

multiple future outcomes (Gates, 2010; Wilkinson 1995). It can be said that scenario 

planning is about identifying powerful forces that produce different future outcomes 

and not necessarily determining actual events in the future (Gates, 2010; Wilkinson 

1995). 

 

Scenario planning can be utilised in redesigning strategic planning processes (Graetz, 

2002), can enhance decision-making comprehensiveness (Lew et al., 2019), can 

simplify complexities about the future, can provide a platform to ask crucial ‘what-if’ 

questions and can assist in providing ways to deal with future events and trends 

(Olsen, 2011).  
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In addition, scenario planning contributes to strategic thinking with regards to 

uncertainty, interdependence, complexity and discontinuities in a system (Lew et al., 

2019; Schoemaker, 1991; 1993). 

 

Rather than yielding estimates of complex probabilities (Huss, 1988; Lew et al., 2019), 

scenario planning provides a map of the environment and reveals potential issues that 

could occur in the future and that may have been overlooked during analysis, hence, 

an opportunity is provided to adjust plans (Lew et al., 2019; Schoemaker, 1995; 

Schoemaker & van der Heijden, 1992). According to Lew et al., (2019), scenario 

planning in practice is used to. 

 

• Manage risk. 

• Establish a vision. 

• Analyse trends. 

• Develop strategic thinking. 

• Understand different future outcome. 

• Promote macro-environment and bigger picture thinking. 

(Lew et al., 2019) 

 

In real estate planning, scenario planning is commonly utilised to manage uncertainty 

(Becker & Sims, 2000; Msezane & McBride, 2002). According to Olsen (2012), 

scenario planning is useful in the following situations:   

 

• When there is a need to push the planning horizon far into the future to sharpen 

perspectives. 

• When there is a need to update a plan and review a vision.  

• When an organisation makes a new beginning where the need for a powerful way 

to formulate a new strategy, is required. 

• When there is a need to get teams and personnel to be more creative and 

imaginative. 

• When there is a need to establish action plans to deal with short-term risks.  

(Olsen, 2012) 
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The formal utilisation of scenario planning in strategic decision-making involves the 

use of immediate information, increases corporate insight into elements of strategy, 

improves alignment to strategy, empowers resource planning and due diligence 

processes and provides guidance for business decisions (Lew et al., 2019). The 

informal utilisation of scenario planning assists organisations with strategic decisions, 

to plan for the future and to plan for the competition (Lew et al., 2019). Scenario 

planning is particularly useful to investors, since scenario planning can help with 

investment evaluation in terms of returns, subject to a reasonable range of options 

(Altoon, 2010). 

 

With regards to real estate, scenario planning involves the modelling of ‘what if’ 

questions subject to business conditions (O’Mara, 1999). Scenario planning is useful 

during the regular real estate planning process, is useful when having to make an 

immediate decision on a long-term real estate investment and is further useful in 

assessing a specific real estate market of interest (O’Mara, 1999). 

 

3.6.4.2 SWOT Analysis and Real Estate 

 

Internal analysis is used for the identification of the strengths and weaknesses found 

in an organisation (Andrews, 1971; Glaister & Falshaw, 1999). An analytical mindset 

is required during the scenario exploration phases, particularly with SWOT and internal 

analysis  (Chermack, 2011; Lew et al., 2019), therefore, analytical and intuitive 

reasoning must complement each other (Evans, 2014; Lew et al., 2019). Strategic 

planning provides a model that takes external threats and internal opportunities into 

account (Palm, 2013). A SWOT analysis is noted to be both a technique and a tool 

(Simerson, 2011). Explicit and precise descriptions of strengths, weaknesses, 

opportunities and threats (SWOT) assist in establishing the circumstances in which a 

business finds itself (Dobbs & Dobbs, 2015).  

 

The purpose of the SWOT analysis is to provide assistance in identifying factors that 

are likely to have an impact on organisational success (Simerson, 2011). The SWOT 

analysis also acts as a balanced scorecard for the strategic planning team (Simerson, 

2011). The development of the SWOT analysis must include both internal and external 

influences and factors, in order to be effective (Dobbs & Dobbs, 2015).  
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According to Simerson (2011), with regards to a SWOT analysis and an organisation: 

 

• Internal strengths are capabilities and resources that can potentially provide a 

benefit. 

• Internal weaknesses are internal issues that impede on success achievement.   

• External opportunities are positive external forces that can potentially provide 

a benefit. 

• External threats are negative external forces that impede success 

achievement.   

 

In practice and, in the context of a real estate development, SWOT analysis provides 

a qualitative view of the viability of a proposed real estate project, is useful when 

forecasting cannot be done and when clarification needs to be brought about with 

regards to the optimum size and configuration of a proposed real estate development 

(Reed & Sims, 2014). In order for property management to formulate an appropriate 

marketing plan for a property, building strengths and weaknesses must be 

ascertained, which may require a comprehensive evaluation of the building and 

surrounding neighbourhood, may require taking note of potential tenant objections and 

all the reasons explaining why there is difficulty in leasing out space of the property 

(Coppola, 2014). In addition, property strengths and weaknesses analysis assists with 

the feasibility study, concerning potential property capital improvements and, thus, will 

require cost versus benefits analysis, a clear understanding of the market and 

awareness of construction costs (Coppola, 2014).  

 

3.6.5 Turnaround and Strategic Planning 

 

The following section provides literature that explains possible links between 

turnaround and strategic planning. A turnaround is the process by which an 

organisation recovers its performance after a major decline in such 

performance (Balgobin & Pandit, 2001; Panicker & Manimala, 2015; Santana et al., 

2017; Walshe, Harvey, Hyde & Pandit, 2000; Yandava, 2012) and where the 

performance is restored to, or exceeds the level that performance was at, before the 

start of the serious decline (Barker & Duhaime, 1997; Pearce & Robbins, 1993; 

Tangpong et al., 2015).  
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As mentioned earlier, organisational turnaround involves a series of performance 

improving events occuring over time (Chowdhury, 2002; Kibui & Iravo, 2017). 

Typically, turnaround strategies are used to turn around an organisation's finances 

after showing deterioration for some time (Awwad, 2014; Kibui & Iravo, 2017). Thus, 

to improve financial performance and increase productivity of current operations, 

subject to overall decline, an effective turnaround strategy must be 

implemented (Mbandu, 2016). Hofer & Schendel (1978), Henderson (1979), Miller and 

Cardinal (1994) and David (1997), argue that firms perform better when they adopt 

strategic planning (Arasa & 'Obonyo, 2012). 

 

As noted earlier, the benefits of strategic planning for organisations are 

numerous (Sarason & Tegarden, 2003; Tapinos et al., 2005). Futhermore, as 

mentioned before, organisations adopt strategic planning efforts as a means to 

improve performance, since strategic planning entails setting performance objectives 

and putting strategies and systems into place that are set to achieve those objectives 

(Glaister & Falshaw, 1999; Greenley, 1986; 1994). The performance of an 

organisation can indirectly benefit from strategic planning, as strategic planning leads 

to better management, process advantages, taking on marketing opportunities, 

personnel advantages and environmental adaptation (Glaister & Falshaw, 1999; 

Greenley, 1986; 1994).   

 

Turnaround actions involve strategic, operational (Hofer, 1980; Panicker and 

Manimala, 2015; Schendel et al., 1976), entrepreneurial and efficiency actions 

(Hambrick & Schecter, 1983; Panicker & Manimala, 2015). Operational strategies that 

are revenue generating, cost-cutting, asset-reducing or a combination of strategic 

position-changing strategies are just a few of the strategies available to a firm in need 

of turnaround action (Hofer, 1980; Pretorius, 2008a). Operational turnaround actions 

aim to improve efficiency, thus the affects from the turnaround actions implemented 

are observed almost immediately, while strategic turnaround actions are meant to 

enhance competitiveness, therefore, the affects would only be observed some time 

into the future, with the emphasis on future profitability (Furrer et al., 2008). Decision-

making is a crucial aspect of the strategic planning process, where informed decisions 

are derived, based on strategic issues (Bryson 2018; George et al., 2019).  
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Effective strategic planning aligns strategic goals with operational plans (Glaister & 

Falshaw, 1999). Organisations face hefty pressures to change, especially due to the 

environment in which organisations operate (Mbandu, 2016). Changing the way a 

company operates is vital to turnaround success (Collard, 2010). Thus, when 

implementing a turnaround strategy, the motive should be to do things differently and 

make important changes to the existing strategy, but when it comes to operating the 

turnaround, processes should be looked at, thus processes should operate differently 

from before with the hope of achieving higher efficiency (Angwin et al., 2015). 

 

A strategy change is a critical component of a turnaround process for reversing the 

declining trajectory of a firm's performance (Pearce & Robbins, 2008). Turnaround 

companies that are known to have succeeded in their turnaround actions are 

characterised by strategic change (Collett et al., 2014). Stability and change are said 

to be inextricably linked to strategic planning (Grant, 2003; Wolf & Floyd, 2013). 

Improving strategic planning capabilities provides a foundation for organisations to 

turn processes towards developing superior operating capabilities and adaptability, 

especially when faced with constant change (Eisenhardt & Martin, 2000; Wolf & Floyd, 

2013). 

 

3.6.7 Distressed Properties and Strategic Planning 

 

Often, shortfalls in cash flow to cover debt payments signal distress 

situations (Schweizer & Nienhaus, 2017). Distressed properties include properties that 

are struggling to earn a positive net operating income for various reasons 

(Healy,1989), where the low level of net operating income is usually not enough to pay 

the monthly debt payments on property loans, thus producing a distressed situation 

(Brophy & Chen, 2010; Cornell et al., 1996). According to Geltner et al., (2014), net 

operating income is calculated by taking all property revenues, notably, rent, vacancy 

allowances and reimbursements and misusing property operating expenses from the 

total revenue. 

 

Having a set of real estate strategies is essential (Lindholm & Leväinen, 2006). The 

sole purpose of the corporate world is to create wealth for investors (Lindholm & 

Leväinen, 2006). Creating wealth requires a company to establish a set of objectives 
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that lead to wealth creation. Thus, strategies must be formulated to provide a path that 

leads to achieving these objectives (Lindholm & Leväinen, 2006). According to Olsen 

(2012), a good strategy would focus on achieving the following objectives: 

 

• Reaching performance targets. 

• Doing better than competitors.  

• Attaining sustainable competitive advantage.  

• Growing revenues and reducing expenses or keeping expenses at a bare 

minimum. 

• Keeping customers happy. 

• Responding and adapting to the changing conditions of the marketplace. 

 

A strategic plan is an excellent tool to utilise in order to deliberately drive a business 

in a certain desired direction and is a tool that is likely to have a positive affect on the 

future and profitability of that business, if effective strategic planning is implemented 

(Olsen, 2011). Greenley (1986), Miller and Cardinal (1994) and David (1997), Hofer 

and Schendel (1978), and Henderson (1979) argue that businesses that adopt 

strategic planning, are likely see performance levels improving and increasing (Arasa 

& 'Obonyo, 2012). In addition, a strategic plan is said to contribute to both stability and 

change (Grant, 2003; Wolf & Floyd, 2013).   

 

Typically, strategic planning is the process of formulating a business plan and strategy 

in order to grow the business profitably (Ward, 1988). As mentioned before, strategic 

planning entails goal setting and developing strategies to achieve the goals, where the 

achievement of the goals must be linked to attaining the required investment return 

requirements of investors who have invested in the subject business (Rusjan, 2005).  

 

As mentioned earlier, the use of a strategic plan can positively impact upon profitability 

and the future of a business (Olsen, 2011). The actual written strategic plan document 

will normally contain the steps needed to improve customer satisfaction, increase 

profit, revitalise an organisation and prepare the organisation for the future (Ward, 

1988). 
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Kim and Mauborgne (2005) and Simerson (2011) note that companies that adopt 

strategic planning should analyse all the relevant factors that have an influence on the 

value proposition, in order for the strategic planning process to be effective at ensuring 

that manufacturing, transportation, distribution costs and the price of the goods and 

services are at the required levels to satisfy customers and in turn realise the desired 

profit margins. According to Mintzberg, Lampel & Ahlstrand (2008) and Simerson 

(2011), effective strategic planning provides a foundation for a company to take on all 

challenges, even with resource limitations, with an objective of meeting the 

requirements of all relevant stakeholders. Thus, in summary, taking the context of real 

estate into account, linking strategic real estate planning to overall business strategy 

is imperative for the success and profitability (Gibler, Black & Moon, 2002). 

 

Even though a property market is imperfect, investors can still earn substantial returns 

by following the right strategies (Cloete, 2005). Turnaround means recovery from 

distress and decline (Schendel et al., 1976; Schweizer & Nienhaus, 2017). According 

to Olsen (2012), it is important to have a strategy that increases revenue and shrinks 

expenses or keeps expenses the same at least. Ward (1988) states that a strategic 

plan should offer steps to improve profits and revitalise the organisation. Kim and 

Mauborgne (2005) and Simerson (2011) note that organisations should be able to 

achieve desired profit margins through effective strategic planning. According to 

Mintzberg et al., (2008) and Simerson (2011), when addressing challenges with limited 

resources, effective strategic planning facilitates doing whatever it takes to do so. 

Thus, it can be hypothesised that a strategic plan that entails planning a good strategy 

that grows revenue and maintains or shrinks expenses, and hence improves the 

overall net operating income for a property, should positively influence the financial 

recovery of the net operating income of a distressed or problem property to a level that 

is sufficient to cover debt service for a number of repeated and consecutive time 

periods, due to strategic planning that spells out specific steps to increase profit and 

revitalise the company and to realise needed profit margins and address challenges 

associated with limited resources. 
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3.7 PROPERTY CAPITAL IMPROVEMENTS  

 

The following section briefly discusses the independent variable Capital Improvements 

Feasibility. Property development, property redevelopment, project feasibility and 

capital improvements are discussed. Futhermore, the possible link between accessing 

the feasibility of a capital improvement and distressed properties is provided using 

present literature, by showing how accessing the need to redevelop a distressed 

property in order to increase future rental rates and reduce operating expenses can 

improve the net operating income of a property and, thus, can contribute to a likelihood 

of recovery of a distressed property.  

3.7.1 Property Development and Redevelopment 

 

In order to meet the ever-changing needs of society, the built environment must be 

continually reconfigured and adapted, in other words, the built environment must be 

continually developed (Ling & Archer, 2017; Miles, Berens & Weiss, 2007). 

Development usually involves the following activities and operations that either take 

place below, inside or on top of land in general, namely, building, engineering, mining 

or other operations (Pirounakis, 2013). Additionally, development involves the making 

of any material changes in use to the actual land and building, including the operations 

found within land and buildings and can include the following activities and operations: 

demolition, rebuilding, structural alterations, additions and other related operations 

(Pirounakis, 2013).  

 

Development is usually conducted and executed by anyone carrying on business as 

a builder (Pirounakis, 2013). The sole purpose of the property development process, 

is to greatly improve the market value, using material, human and capital resources, 

of any existing property, whether that property has being developed before but 

requires redevelopment or is undeveloped or underdeveloped and requires 

development (Cloete, 2017). The outcome of a property development, besides 

improving property values, would be to create a space in users, for which the users 

can work, live, pay and build (Cloete, 2017). In summary, any process involved with 

changing or intensifying land use to produce buildings for occupation, is considered 

property development (Wilkinson & Reed, 2008). Real estate development involves a 

number of related situations that are connected via the development motive, where 
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the situations entail landowners wanting to put parcels of land to productive use to 

earn income, property development companies looking for money-making projects 

and investors seeking the highest possible returns from the many investment options 

available and uses of capital (Ling & Archer, 2017). The development motive leads to 

development ideas derived from spontaneity, false starts, amusement and excitement 

(Ling & Archer, 2017). 

 

Development projects are usually sparked by a site in search of a use, a use in search 

of a site, or resources in search of an opportunity (Graaskamp, 1970; Ling & Archer, 

2017). In the real estate development process, the site is the starting point and 

construction transforms the site into a real estate product, with the final result being 

some sort of completed structure on a parcel of land, depending on the requirements 

of investors and developers (Fisher & Gillen, 2005). In real estate development, 

construction must ensure physical permanence and spatial fixity (Nutt et al., 1976; 

Pinder & Wilkinson, 2000). Sites are treated differently in the real estate development 

process depending on their location, physical characteristics and legal 

ownership (Fisher & Gillen, 2005). 

 

The process in which a property is developed will always be subject to the different 

perceptions that property developers will have concerning a property development, 

thus, each development is likely to involve a unique process from other developments 

comprising of what that specific development process is expected to face within the 

unique circumstances of the development (Reed & Sims, 2014). Therefore, it can be 

said that the development process of each and every property development project is 

infinitely flexible and cannot be prescribed since circumstances will always alter cases 

and make each project unique (Fisher & Collins, 1999). If one looks at existing 

literature on property development, there are many different understandings and 

descriptions of, the property development process (Wilkinson & Reed, 2008).  

 

Where there is consensus in the literature, is that the property development process 

usually involves stages and phases, although what to call each stage or phase is 

generally never the same, amongst the different texts and findings (Fisher & Gillen, 

2005), but, as indicated by Eppig and Brachman (2014), the processes in different 
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property development projects are generally the same, although the sequence of 

activities may differ from project to project. 

 

To summarise, a real estate development process is about taking a site and 

transforming that site via building and construction into a final real estate product, 

where usually the beginning of the process starts with choosing a site and ends once 

construction on the site has come to an end, in line with the requirements of the 

investors, developers and other relevant stakeholders (Fisher & Collins, 1999). 

Various examples of the processes of steps or stages of the development process 

found in existing literature, are provided by a number of different authors. 

 

• The phases of development involve opportunity and site selection, market analysis, 

site investigation, feasibility study, professional appointments, financing, planning 

application, site assembly and purchase, design, tendering and contracting, 

construction, promotion, letting and sale (Birrell & Gao, 1997; Fisher & Gillen, 

2005). 

• The stages of the development process, according to Wilkinson & Reed (2008), 

are; initiation, evaluation, acquisition, design and costing, permissions, 

commitment, implementation and finally, the let and manage and the disposal 

stage. 

• The property development process according to Cloete (2017), involves; the idea 

stage, preliminary feasibility stage, gaining control of the site, feasibility analysis 

and design, financing stage, construction stage, marketing stage, leasing and 

finally sale of project. 

• The development process Reed & Sims (2014), state, involves the initiation, 

investigation and analysis of viability, acquisition, design and costing, consent and 

permission, commitment, implementation and leasing or managing or disposal. 

• The process of development according to Ling and Archer (2017), includes; 

establishing site control, feasibility analysis and refinement and testing, obtaining 

permits, design, financing, construction, marketing and leasing and lastly 

operation. 
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• The basic phases of commercial real estate development projects entail four 

phases, notably; vision and predevelopment, construction, management and 

operations and sale or refinancing phases (Wehrmeyer, 2013). 

• The following steps are provided for a reuse redevelopment strategy, namely; 

feasibility and acquisition, design and planning, approvals, financing, construction, 

marketing and leasing and, lastly, operations and management (Eppig & 

Brachman, 2014). 

 

As noted earlier, real estate development processes are said to be heterogeneous in 

nature, but each development is likely to include similar aspects that comprise of site 

finding, market research, site acquisition, financing, cost estimation, time 

management, appraisal, design, town planning, construction and marketing, and 

where the list is not exclusive and some elements are optional (Fisher & Collins, 1999). 

Thus, as explained earlier, the phases of the property development process should be 

seen as one part of a generalised model of the property development process, with 

the sequence of each phase and related events being subject to the circumstances 

faced by each development (Fisher & Gillen, 2005), and since the real estate 

development process is evolving on a continuous basis into different forms this makes 

it next to impossible to suggest in which order the events and phases should be (Fisher 

& Collins, 1999). Stages can be repeated, may overlap each other and might not 

always follow the same sequence (Reed & Sims, 2014). Figure 3.4 on the following 

page, provides a summary of the phases of a typical real estate development, where 

in practice, these phases are likely to vary substantially. The arrows provides 

sequence to the phases and indicates phase overlapping situations (Ling & Archer, 

2017). 
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FIGURE 3.4: A TYPICAL DEVELOPMENT SEQUENCE 

 

 

(Source: Ling & Archer, 2017) 

 

A crucial aspect of the property development process is the interaction amongst 

different individuals who have some sort of a stake in the development (Adams & May, 

1991; Adams, Baum & MacGregor, 1985; 1988; Goodchild & Munton, 1985; Samsura 

et al., 2010). All property development projects will involve a variety of stakeholders 

(Ling & Archer, 2017).  

 

The potential of the position of a site, identified for a property development, reflects 

the overlapping geographic targets and boundaries of the various stakeholders and 

actors of the property market, who are affected by the specific development (Fisher & 

Gillen, 2005). According to Cloete (2017), some important stakeholders concerning a 

property development include the owners, sellers, financiers, mortgage brokers, 

developers, promotors, land sale estate agents, letting agents, architects, engineers, 

quantity surveyors, building contractors, subcontractors, project managers, local 

authorities, the community, tenants, local press, market research companies and 

advertising and promotions companies. Wilkinson and Reed (2008) include 

landowners, accountants, objectors, construction economists, property economics 
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consultants, valuation surveyors, public sector and government agencies. Fisher & 

Collins (1999) include speculators and donors.  

 

Like all businesses, a development will transpire if there is money to be made and, 

thus, will likely occur when development pricing on the property market is signalled at 

the appropriate levels, indicating that money can be made. Thus, a property 

development appraisal greatly depends on estimated rental values based on what the 

letting market is indicating and an estimated yield based on what the investment 

market is indicating, where rental values and estimated yield combined produce an 

estimated sale value of the final real estate product which must exceed the estimated 

land cost plus construction costs of the development for the development project to 

make sense to proceed, of which all information signalled is subject to evidence 

provided by the various markets affecting the development (Fisher & Gillen, 2005). 

The general property development market goes through its own cycle that moves with 

the business and credit cycles (Wilkinson & Reed, 2008).  

 

The property development cycle comprises of the development phase, including the 

design, the construction phase and the usage phase, consisting of the actual use and 

the reuse or end-of-life phase (de Jonge & Arkesteijn, 2008; Thomsen et al., 2011). 

Wilkinson & Reed (2008), identify what happens at the different stages during the 

business cycle, the credit cycle and the property development cycle, working together: 

 

• The start of a new booming property development cycle is characterised by 

strengthening demand, rising rents and capital values. 

• A business cycle upswing that is complemented with a credit expansion 

produces a economic boom, where bank funding speculative development 

activity increases. 

• During the upswing of the property development cycle, owing to the lengthy 

lead time characteristics of property developments in general, demand 

continues to be greater than supply, pushing values up. 

• The business cycle eventually reaches an expansion peak, as economies 

cannot grow forever, and where in order to alleviate typical inflationary 

pressures created by the business cycle upswing, monetary policy tightening 
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would likely be implemented, but at this stage due to lagging effects, the 

property development cycle is still in upswing and developers are still 

developing, slowly increasing the supply further. 

• Monetary policy tightening and the general slow down of an economy has 

implications for all sectors of the economy, where a slump in aggregate demand  

generally occurs in a falling economy. Thus the demand for real estate would 

naturally also decline, pushing down rental and property values and as demand 

subsides so the number of vacancies across the real estate market increases 

substantially, thereby resulting in an increase in supply. 

• With the economy quickly moving into recessionary territory and substantial 

increase in vacancies as well as overbuilding from developers causing rental 

and property values to decline significantly,  property companies are affected 

by the credit crunch and increase in bankruptcies as a result of the recession 

and supply greatly outweighs demand in the real estate market, thereby leading 

to a downswing in the development cycle, as developers cannot achieve the 

returns required for developing to make business sense (Williams & Reed, 

2008) 

 

It must be noted that a property development can entail than more just constructing 

new structures and buildings, but it also includes developing existing structures 

(Cloete, 2017). Usually, a new development would mean constructing on a plot or site 

that is vacant and does not have any buildings on, while when a redevelopment takes 

place the replacing of an old structure or part of an old structure with a new and 

hopefully superior building that meets the expectations of potential users, subject to 

changing space requirements, occurs and can be done so through demolishing the 

existing structure or part of the restructure and then redeveloping those structures via 

refurbishment (Pirounakis, 2013), a major overhaul and conversion for a completely 

different use (Gahr et al., 2017).  

 

Redevelopment is normally a strong option, when an existing structure on a property 

is unable to produce enough income to cover all costs, but the actual parcel of land 

that the structure is on is valuable enough in terms of location and other factors to 

house a different structure that, if redeveloped correctly and within the requirements 
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of the market, has the potential to produce enough income to cover expenses (Barras 

& Clark, 1996). In the situation where a structure on a parcel of land is unable to 

produce enough income to cover costs, the structure becomes obsolete when the 

surplus the structure earns for the user of the structure drops below that required to 

yield a normal rate of return on the present value of the site for the property owner. 

Therefore, the result is a signal to redevelop the structure (Barras & Clark, 1996). In 

addition, any structure has the capability of housing multiple economic activities, so in 

the case of a structure becoming obsolete in its current use and unable to generate a 

profit, if redeveloped and converted, it can make a profit from another, less costly, use 

(Barras & Clark, 1996). 

 

The options for reusing an existing structure include the following redevelopment 

strategies: renovation, adaptive reuse and conversion from single-use to mixed-use 

(Eppig & Brachman, 2014). Deciding on reusing a structure will depend on whether 

there is market demand for the planned reuse, the location, the structure itself and 

condition of the overall property, cost of the redevelopment, funding available for the 

redevelopment, the environmental condition of the site and the long-term plans for the 

surrounding area (Eppig & Brachman, 2014).  

 

Since development should focus on recycling used sites and buildings, it is important 

to take into account the physical characteristics of a site (Fisher & Gillen, 2005; Syms, 

2002) Ground-up developments are generally very risky due to the uncertainty of 

permitting, on-time and on-budget construction and leasing (Gahr et al., 2017). The 

risks affecting ground-up developments may negatively impact on the ability of the 

development in a number of ways, namely, the ability to generate a profit, the ability 

to buy land, the ability to construct buildings, lease space and repay debt (Gahr et al., 

2017). These risks are likely to be mitigated by adopting the following strategies: pre-

sales, purchasing land that is already entitled and securing cost overrun guarantees 

from the developer (Gahr et al., 2017). 

 

For a developer to be successful, the developer should be good at negotiating and 

must have the ability navigate through a risky development path filled with obstructions 

and objections, and which characterise property developments in general (Ling & 

Archer, 2017). How successful the final outcome of any property development will be 
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will always be subject to many social, political, economic and environmental factors 

and to public and private actor involvement (Fisher & Gillen, 2005). The final outcome 

of a property development as a result of a change of land use and a new or altered 

structure within a process that combines land, labour, materials and finance to produce 

a fluctuating level of profit and risk, characterises a successfully completed property 

development project, provided all the requirements of the development are met in the 

end (Reed & Sims, 2014). According to Cloete (2017), meeting certain requirements 

is likely to improve the success prospect of a property development. 

 

• Where the proposed development product has enough demand so that enough 

money can be made with the intention that the development investment makes 

financial sense.  

• Having the most appropriate cost structure that enables the maximisation of 

profits. 

• The development product must be designed in such a way that the product 

meets cost structure and demand requirements, thus requires an architect with 

the ability to produce such designs.  

• A good location to develop, is key. 

• A developer must be able to control the erection costs, finance the project 

economically, manage the development effectively and lease or sell the 

property effectively.  

(Cloete, 2017) 

 

Developer objectives and external constraints, fitting the context, identifying the 

problem and providing solutions to the problem, have to be taken into account with 

regards to proposing a new development (Cloete, 2006). The total value of all the 

property leases, in other words, property value must exceed development costs and 

net replacement cost. Thus a property value based on the revenue stream of the 

property must be greater than the total cost of the development (Muhlebach & 

Alexander, 2008). Rent and other income of a property less the property operating 

expenses is where the value is obtained concerning a property, therefore the property 

value is derived from the capitisation rate that is determined by the relevant property 

market.  
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Thus, the main objective of a property owner should always be to try and improve the 

property value, within the realities of the property market (Muhlebach & Alexander, 

2008). 

 

3.7.2 Real Estate Projects and Feasibility  

 

A proposed property development predicted with reasonable certainty to produce the 

required cash flows relative to the capital invested in the development, is the most 

significant deciding factor on whether to proceed with the development over other 

investment options (Cloete, 2006). How much a property investor is willing to invest in 

a property development depends on the project financial commitment, the technical 

and economic risks of redevelopment operations and the need to implement the 

changes within a certain time frame (Morano & Tajani, 2013). Thus, evaluating 

financial feasibility of a property development is crucial to investors, before getting 

involved with a proposed development project (De Mare, Nesticò & Tajani, 2012; 

Morano & Tajani, 2013). According to Ling and Archer (2017:625), “To determine 

project feasibility, a developer must, at a minimum, estimate net operating income for 

the first full year of operation, where capitalising this net operating income, will indicate 

the prospective value of the project when finished and operating, this enabling the 

developer to compute the difference between resulting value and total accumulated 

construction cost, in other words, the net present value at the time of completion”. 

 

3.7.2.1 Projects and Real Estate 

 

Essentially, a project can be seen as any planned and temporary commitment 

undertaken in order to develop a unique, high-quality outcome within a limited time 

frame and subject to resource constraints, where the processes of project 

management include the initiating process, the planning process, the executing 

process, the monitoring and controlling process and, finally, the closing process (Steyn 

et al., 2013). According to Brigham and Daves (2004), firms are known to categorise 

projects in a number of ways. 

 

• Replacement: maintenance of business 

• Replacement: cost reduction 
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• Expansion of existing products or markets 

• Expansion into new products or markets 

• Safety and environmental projects 

• Research and development 

• Long-term contracts 

(Brigham & Daves, 2004) 

 

From another point of view, according to Correia, Flynn, Uliana & Wormald (2013), 

projects can be classified, as replacement or expansion, independent or mutually 

exclusive and lastly, as divisible and indivisible projects, where classifying a project is 

applicable in order to evaluate project risk. Every project is subject to unique, different 

socio-economic, political and physical environments (Aglionby, Carpenter, Hepper, 

Emglish & Carpenter, 2001; Ngwepe et al., 2017). A detailed analysis may be 

necessary before proceeding with most projects (Brigham & Daves, 2004). An 

organisation can benefit from capital project in terms of net profit, low costs, increase 

in total assets and sales, dividends plus share price appreciation, return on 

investment, economic value added, market share, innovation, creativity and avoiding 

bankruptcy (Alkaraan & Northcott, 2007). In the context of real estate, projects or 

construction projects produce structures or buildings as outcomes (Heralova, 2017; 

Ryghaug & Sorensen, 2009). The objective of a real estate project is to develop or 

redevelop a property in order to attract tenants and customers for the tenants 

(Wehrmeyer, 2013). As a rule of thumb, all projects should undergo some sort of 

assessment against certain criteria (Gallimore et al., 2000). In addition, decision-

making regarding any project should be based on strategy and the maintenance of 

performance (Gallimore et al., 2000). A project is chosen on the basis of financial 

criteria requirements but should only be undertaken once market conditions are 

suitable for that specific project (Gallimore et al., 2000), where, with regards to real 

estate development, job growth, salaries and wages, ages and size of households and 

financing costs, are just some factors that should be analysed (Gahr et al., 2017). 

Table 3.3 shows the typical phases of a residential house building project according 

to Steyn et al., (2013).  
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TABLE 3.3:  TYPICAL PHASES OF A BUILDING PROJECT 

Phase Main deliverable Approved by: Reason(s) for 

milestones 

Concept design Sketches Owner Agreement on 

concept design 

Detailed design Detailed drawing 

and specifications 

Owner and 

Municipality  

Acceptance of 

plan 

Foundation 

trenches 

Trenches ready for 

inspection 

Municipality Ensure that the 

building would be 

at the right place 

and also the 

quality of 

foundations 

Phase 1 of 

brickwork 

Brickwork up to 

windowsill level 

Owner Payment to Builder 

Phase 2 of 

brickwork 

Brickwork to the 

level of the roof 

Owner Payment to Builder 

Construction of 

roof 

Roof completed Owner and Main 

Contractor 

Acceptance and 

payment to 

Contractor 

Completion and 

handover 

Municipal 

certificate of 

occupancy 

Owner and 

Municipality 

Acceptance and 

final payment to 

Builder 

(Source: Steyn et al., 2013) 

 

3.7.2.2 Feasibility Studies and Real Estate Developments  

 

The purpose of a feasibility study is to assess the merits of a project or business 

opportunity and to determine whether it is worthwhile to pursue it (Audu, 2014). Hence, 

the study should determine if the project proposition is a reasonable one, as well as 

determine what alternatives there are (Heralova, 2017). Futhermore, the feasibility 

study should provide the business case, the project execution plan and the strategic 

brief (Heralova, 2017). How effective a feasibility study is will likely influence the 

accomplishment of the project (Heralova, 2017).  
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In the context of property developments, the feasibility study will ascertain whether a 

proposed property development can be implemented (Cloete, 2006; Downs, 1966) 

and will always include a report on the potential profitability regarding the real estate 

project (Kyle, 2013). A feasibility study, concerning a property development, needs to 

be objective and be conducted independently, providing all the relevant information 

deemed necessary for deciding on whether to proceed with the development (Cloete, 

2006). As noted by Cloete (2006:4) and earlier by Graaskamp (1970:4), “A real estate 

project is feasible when the real estate analyst determines that there is a reasonable 

likelihood of satisfying explicit objectives when a selected course of action is tested for 

fit to a context of specific constraints and limited resources”. 

 

A feasibility study or viability analysis is a crucial requirement before proceeding with 

any property development (Cloete, 2006). Such studies will always entail comparing 

different development options by a developer or investor, based on a cost-benefit 

analysis within a time frame regarding each development, with the goal of determining 

the developments that are likely to have the higher success rate, or be successful at 

all, as noted earlier (Cloete, 2006). With regards to construction projects, a feasibility 

study is a preliminary study that is usually conducted at the beginning stages of such 

projects (Heralova, 2017), where the potential outcomes of the projects undergo an 

enquiry (Audu, 2014). Resource constraints are the limitations that projects are subject 

to, where a project may only be seen as feasible if the project can proceed within these 

limitations and constraints (Cloete, 2006).  

 

The viability of a property development must always be determined before undertaking 

the property development (Reed & Sims, 2014). A viability exercise will usually involve 

architects, quantity surveyors, accountants, planners, valuers and appraisers (Reed & 

Sims, 2014). Since a property developer is associated with the development risk, the 

decision to proceed with a development lies with the property developer, who bases 

the decision on the conclusions of the viability study (Reed & Sims, 2014). For any 

project to be feasible, the project should be feasible from a technical point of view and 

financially feasible (Morano & Tajani, 2013). In the real estate development process, 

an investment analysis plays a fundamental role in the decision on whether to invest 

in the project, since developments that are financially feasible are likely to attract the 

required funding (Geltner et al., 2014). Taking the example of developing a new 
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shopping centre into account, certain aspects, namely; marketing demographics, 

building costs and expected revenues are to be assessed in the feasibility study (Bean 

et al., 1988; Bruwer, 1997). 

 

As already established, the desire to invest in a property development should be 

supported with a feasibility study (Cloete, 2006). Although feasibility studies assist with 

deciding on which development, out of a number of alternatives, to go with, based on 

the potential success chances of each development, the feasibility study in no way 

guarantees that the chosen development will in fact be successful in the end (Cloete, 

2006). There are cases where a feasibility study will indicate loss potential and, thus, 

in such cases, a developer should not proceed with the development (Fisher & Gillen, 

2005). In the early stages of the feasibility study, a property developer would usually 

conduct a rough-cut analysis, to determine if it even makes sense to conduct the 

feasibility study in the first place (Cloete, 2017). It must be noted that due to the 

heterogeneous nature of projects and unpredictable behaviour of the economy, a 

feasibility study of ‘yesterday’ at a given location that confirms a project does not imply 

that the same feasibility study can confirm a project for today, even if the location is 

the same (Audu, 2014). 

 

Feasibility confirms that something is possible, while viability evaluates performance 

capacity (Cloete, 2006; Eagar, 1993). A feasibility study evaluates a project against a 

set of criteria to establish its viability (Audu, 2014). Viability pronounces whether a 

project will pay-out enough, as indicated by the requirements of the stakeholders 

related to the project (Cloete, 2006). Not conducting an enquiry into the prospects of 

a project, poor planning and rushing things, can result in severe loss potential (Reed 

& Sims, 2014). For a feasibility study to have merit, there must be a comprehensive 

coverage of all relevant information (Audu, 2014). Personal ‘gut feeling’, experience 

and common sense should never be underestimated with regards to making decisions 

on developments (Cloete, 2006). Information regarding the costs from competitors or 

similar projects can be used in the feasibility study, but the information must be 

adapted to satisfy the unique characteristics of the property development, particularly 

concerning cost escalations (Steyn et al., 2013). 

 



452 
 

Financial issues, return on investment, demand and supply and risk are factors that 

must be assessed in order for a feasibility study to be merited (Graham, 2010; 

Heralova, 2017). To determine economic feasibility of a proposed development, a 

property developer must consider the market potential (Ling & Archer, 2017). 

According to Reed & Sims (2015:7), “The evaluation stage is the most important part 

of a property development process, as the evaluation stage enables a developer to 

create an essential framework for the entire project management of the development 

which guides decision-making throughout the development process, and where a 

comprehensive investigation and evaluation will include detailed market research and 

it examines in detail the financial viability of a proposal”. Financial evaluation involves 

ensuring that the proposed property development costs are within reason, are viable 

and determine the profit potential relative to the risk faced by the proposed project 

(Wilkinson & Reed, 2008). The financial viability process should include assumptions, 

forecasts and past experiences (Reed & Sims, 2014).  

 

A project is confirmed via pre-feasibility and feasibility phases (Steyn et al., 2013). Pre-

feasibility deals with technological risk and feasibility ascertains the risk of failing on a 

commercial basis (Steyn et al., 2013). The results obtained from the financial viability 

process should provide some assurances about the likelihood of project success 

(Reed & Sims, 2014). As noted earlier, a feasibility study must produce a business 

case or ‘project prospectus’, which is used to make the decision on whether to proceed 

with the project (Steyn et al., 2013). Geraedts et al., (2017) and Rockow, Ross and 

Black (2018) consider the process steps of a Conversion Metre Adaptability Tool.  

 

1. Quick scan: context features of a building 

2. Secondary scan: location of building 

3. Tertiary scan: physical features of the building 

4. Financial feasibility scan: acquisition cost, building condition, level of adaptation 

required, number of units created and rental and sale costs of units 

5. Risk assessment checklist: location and physical-focused lists, solutions if risks 

are identified 

 

After the financial feasibility study, a property developer should conduct a detailed 

marketing analysis, where the marketing analysis will either confirm or refute the rental 
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rates of the financial feasibility study (Cloete, 2006). Table 3.4 Shows a feasibility 

study framework for a real estate project. It was noted by Cloete (2006), that there are 

unique, specific, feasibility studies applicable to residential developments, commercial 

developments and industrial developments and which follow a similar guideline to 

Table 3.4. 

 

TABLE 3.4: GENERIC FEASIBILITY STUDY FRAMEWORK FOR A REAL ESTATE 

PROJECT 

1) Objectives of 

the developer 

Economic objectives: 

optimising the use of 

resources in maximising 

the return on funds 

invested. 

Social and other objectives 

Feasibility Study 

required 

Factors to consider Analyse these items 

2) Socio-

economic 

feasibility 

Demographic (National 

and local) 

• Population growth 

• Migration 

• Birth rate 

• Mortalities 

• Age distribution 

• Household size, type and 

timespan  

• Divorce and marriage 

patterns 

 Macro-economic • Investment in fixed 

property 

• Liquidity in national 

economy 

• Financing institutions 

• Fixed property sales 

 Local economic • Stability that is evaluated 

by analysing retail, 
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wholesale, services and 

manufacturing data 

• Demand for property 

• Property supply statistics  

 Trends in construction 

market 

• Unique qualities of the 

construction market 

• Availability of professional 

expertise 

• Availability of skilled 

labour 

• Escalation in building 

costs 

• Shortage of building 

materials 

 Urban growth • Pattern and direction of 

growth in local market 

• Application of different 

theories on land use 

development patterns in a 

specific area 

 Property trends • Type, age, state, 

occupancy and value of 

property 

• Supply of unoccupied 

space 

• Owner occupation versus 

tenant occupation 

• Preference changes 

• Different purchase 

patterns 

• Demand for new types of 

property 
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• Demand for decentralised 

areas 

 Income and expenditure 

patterns 

• Renting versus 

purchasing patterns 

• Incomes of households 

• Proportion of income 

spent on housing 

• Spendable income 

• Confidence in future 

economy 

 Political • Government policies 

• Land use 

• Building regulations 

• Zoning 

• Rent control 

• Taxation legislation 

• Labour legislation 

• Monetary and fiscal policy 

Feasibility Study 

required 

Factors to consider Analyse these items 

3) Physical and 

legal 

feasibility 

Site characteristics • Limited real rights 

• Title deed restrictions 

• Government control 

measures 

• Availability of electricity 

and water reticulation, 

sewerage and stormwater 

drainage, postage, 

telephone, police and fire 

departments and refuse 

removal 

• Subsoil conditions 
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• Topography 

• Vegetation 

 Location • Method of transport 

• Physical access 

• Travelling stress 

• Travelling costs 

• Visual impressions of 

property and 

neighbourhood 

• Public transport 

• Shops and schools 

• Traffic noise 

 Environmental • Orientation of the building 

• Position and size of 

windows 

• Building materials 

• Vegetation 

• Identify present and future 

uses which are important 

for the success of the 

planned development. 

• Pollution, noise and 

dilapidated surroundings 

• Determine the 

environmental impact of 

the proposed 

development, where a 

formal systematic 

environmental 

assessment may be 

required by law. 
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• Ensure community 

support, particularly if the 

project is politically 

sensitive. 

Feasibility Study 

required 

Factors to consider Analyse these items 

4) Marketing 

feasibility 

Demand analysis • Analysis of national 

economic situation 

• Define trading area. 

• Results from socio-

economic factor analysis 

applied to relevant trading 

area to determine 

potential demand. 

• Grouping of demand 

factors with regards to 

applicability and 

importance on the 

development 

• Current demand 

determined through 

market building method. 

• Future demand 

determined through 

systematic surveys of 

potential clients, estate 

agents, opinions of 

experts or statistical 

methods. 

 Supply analysis • Construction volume, 

type, location and 

tendency 



458 
 

• Rental levels according to 

type, trends and services 

included 

• Owner occupation versus 

tenant occupation and 

trends 

• Empty space ratio 

according to building type, 

location and trends 

• Number of competitor 

buildings, location of 

competitor buildings, 

rentals charged by 

competitor buildings, price 

of competitor buildings 

and trends. 

• Volume of current and 

future supply, type of 

buildings within current 

and future supply, location 

of current and future 

supply and rent trends. 

• Geography 

• Community services and 

facilities 

• Services in terms of type, 

extent, location, taxes and 

tendency 

 Merchandising analysis • Primary data collection in 

order to profile future user 

of space preferences, 

needs and financial 

ability. 
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Feasibility 

Study 

required 

Steps 

5) Financial 

feasibility 

1) Estimate the total capital outlay of the project. 

2) Estimate the total project income. 

3) Do a cash flow projection for the development period. 

4) Estimate profitability of the project and compare with 

investors objectives. 

5) Do a sensitivity analysis. 

(Source: Adapted from Cloete, 2006) 

 

The level at which the objectives of the property investor are met determines the 

successfulness of a property development (Cloete, 2006). Development decisions are 

based on the comparison of the findings of the information analysis with the success 

requirements and criteria of the property developer (Cloete, 2006). Financial 

evaluation is crucial for all proposed projects and must be conducted in the early 

stages of a project, as this is necessary to determine, early on, whether to proceed 

with the project or change its terms, before too much time and money is wasted 

(Morano & Tajani, 2013).  

 

A property development is deemed economically feasible when a real estate project, 

in terms of costs and revenues, is viable (Fisher, 2007). An accurate and reliable cost 

forecast is crucial for project viability, where the cost forecasts are based on 

standardised costs, such as cost per square metre for buildings (Steyn et al., 2013). 

The cost information of a development must be reasonably reliable in order for a 

financial feasibility analysis to be successful (Ling & Archer, 2017). The major 

elements of cost with regards to all real estate developments, according to Kuruvilla & 

Ganguli (2008), are namely; the land, the construction, the interest during construction, 

the interiors, equipment, fixtures, pre-opening expenses and the working capital. 

Project viability improves when a project is predicted to produce more revenue (Fisher, 

2007). Audu (2014) provides a summary of what to expect from an economic feasibility 

study. 
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• Justifies the project. 

• Shows if benefits outweigh costs. 

• Ascertains whether a project can be completed within given cost constraints. 

• Calculates minimum cost. 

• Shows the alternative that offers the best return on investment. 

(Audu, 2014) 

 

Getting things wrong in the economic feasibility stage can be a disaster for projects as 

projects are made or broken during this stage (Steyn et al., 2013). According to Cloete 

(2006) decisions made by the developer, concerning a proposed development, may 

entail: 

 

• Proceeding with the development. 

• Terminating the process. 

• Reverting to pre-feasibility investigations. 

 

As noted by Cloete (2006:9), “The proceed decision rests on a set of assumptions, 

analysis and expectations, and which requires an accurate assessment of current and 

future economic and market conditions, a development plan and business strategy 

that insulates a project from conditions outside the control of the developer, a 

management group committed to maintaining the quality of the investment and a 

feasibility study that is pragmatic, timely and responsive to all potential influences on 

the performance of a project”. Ultimately, the findings from a feasibility study should 

project the cash flows expected from a project. A property developer uses these 

projections to ascertain the financial feasibility of the proposed project which is usually 

determined by a cash multiple or by a net present value analysis (Ling & Archer, 2017). 

 

Brigham and Daves (2004), postulate key methods used to rank projects and the 

decision to proceed with a specific project. They entail; payback period, discounted 

payback period, accounting rate of return, net present value, internal rate of return, 

modified internal rate of return and profitability index. Reed and Sims (2014), stipulate 

that property development projects are evaluated using the conventional technique, 

cashflow method and the discounted cashflow method. Correia et al., (2013) indicate 
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capital budget techniques involving the net present value, internal rate of return, 

payback method and accounting rate of return methods.  

 

Financial evaluation is crucial to strategic investment analysis and uses techniques 

such as net present value, internal rate of return, payback period and accounting rate 

of return (Alkaraan & Northcott, 2007), while for Van Cauwenbergh, Durinck, Martens, 

Laveren and Bogaert (1996), financial evaluation models are required in strategic 

investment decision-making processes, particularly in the early analysis of projects 

(Alkaraan & Northcott, 2007). 

 

According to Cloete (2005; 2006), the common methods for measuring financial yield 

include initial return, payback method, return on investment, net present value and 

internal rate of return. Geltner et al., (2014) suggest that to deal with financial 

feasibility, simple financial feasibility analysis front-door procedures and simple 

financial feasibility analysis back-door procedures, should be used.  While dealing with 

financial economic desirability, the net present value investment decision rule should 

apply. Break-even analysis studies the impact that technical, economic and 

organisational decisions are likely to have on the financial feasibility of a proposed 

project (Conine, 1986; Morano & Tajani, 2013; Kee, 2001; Schweitzer, Trossmann & 

Lawson, 1991).  

 

According to the IREM (2011), cost-benefit analysis assists with determining whether 

a specific recommendation is likely to improve property income. According to Cloete 

(2017), the financial viability of rehabilitation is affected by a number of factors: 

 

• Structural condition of property and level of accrued dilapidation 

• Anticipated residual life 

• Adaptability of existing layout 

• Acquisition costs 

• Cost of building work 

• Planning requirements 

• Effects of legislation 

• Rental levels 
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• Interest rates and funding periods 

• Annual maintenance costs 

(Cloete, 2017) 

 

Development is risky but rewarding as well (Muhlebach & Alexander, 2008). Sensible 

property developers will always consider the effects that economic trends will have on 

local circumstances and specific institutions (Fisher & Gillen, 2005). Buildings are 

generally developed in uncertain circumstances (Nutt et al., 1976; Pinder & Wilkinson, 

2000; Thomsen et al., 2011). There will always be concerns about investment projects 

not being able to generate the expected cash flows, leading to adverse consequences 

or losses (Alkaraan & Northcott, 2007). Risk is a reality faced by all projects and 

requires management, since ‘no risk’ can never be achieved, but only mitigated to 

levels that are acceptable (Steyn et al., 2013). The deviation of actual cash flows from 

expected cash flows equates to project risk (Correia et al., 2013). Future or expected 

cash flows are difficult to calculate with accuracy (Correia et al., 2013). Financial risk, 

operational risk, commercial risk, strategic risk, political risk and contingent risk all 

surround strategic capital investment projects (Alkaraan & Northcott, 2007). 

 

Risks in real estate development are attributed to technical, financial, legal, political, 

physical, social and organisational factors (Cloete, 2017). The beginning stages of a 

project pose the greatest amount of risk and uncertainty (Cloete, 2017). The beginning 

stages also involve the most important decision-making (Cloete, 2017). When the 

mechanical aspects of investment analysis are analysed and understood, risk analysis 

is the next most important step (Cloete, 2006; Jaffe & Sirmans, 1989). To account for 

strategic investment project risk, different discount rates should be used for each 

project and evaluated at each project’s own opportunity cost of capital (Alkaraan & 

Northcott, 2007).  

 

According to Cloete (2005;2006), various measures of risk analysis are appropriate 

for individual projects, such as; conservatism, risk-adjusted discount rates, the 

certainty equivalent approach, the risk-absorption ratio, decision trees, sensitivity 

analysis and probabilistic risk simulation. Steyn et al. (2013) state that new risk 

analyses are categorised into; qualitative analysis, semi-quantitative analysis, 
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decision analysis, risk simulation and a full quantitative analysis, where choosing an 

analysis is based on the size and complexity of the project as well as on the availability 

of effective data to assess probability and consequence. Reed & Sims (2014) only 

mention sensitivity analysis as a method of risk analysis in property development. 

Correia et al. (2013) note that the net present value method can be used to evaluate 

projects with different risk profiles by adjusting the discount rate, the internal rate of 

return compared to a cost of capital that includes a risk premium, decision tree 

analysis, sensitivity analysis, certainty equivalents, break-even analysis, scenario 

analysis, Monte Carlo simulation and computer simulation techniques as methods of 

risk analysis in capital budgeting. Brigham and Daves (2004) indicate techniques to 

assess the stand-alone risk of a project as a sensitivity analysis, a scenario analysis 

and the Monte Carlo simulation. According to Cloete (2006), out of the various 

measures of risk analysis applicable to individual projects, sensitivity analysis provides 

the best trade-off between sophistication and practicality.  

 

Based on the market and building condition, a landlord can determine the capital 

needs of the building based on property strengths and weaknesses (Coppola, 2014). 

The concept of feasibility is a matter of personal preference, customised to the 

individual developer's objectives and resources (Cloete, 2006). Economics or 

discounted cash flow and ratio analysis should be conducted on every discretionary 

capital or maintenance project, where chosen projects must face further scrutiny via 

peer reviews (Dobbs & Dobbs, 2015). Feasibility study effectiveness will always 

depend on the predictions made concerning financing, the site purchase, 

procurement, letting and sale (Fisher & Gillen, 2005). According to Steyn et al., (2013), 

projects with the best return on investment and payback period, at an acceptable risk, 

should be funded. A large enough expected profit can provide for potential cost 

overruns or lower than expected rents and market values, and which will make the 

case stronger for the project to proceed (Cloete, 2017). 

 

As deduced by Ling and Archer (2017:12), “A primary determinant of the feasibility of 

new construction is the relationship between the current level of property prices and 

the cost of new construction, where if current property values are greater than the cost 

of new construction, including land costs and a fair developer profit, developers and 

investors have an incentive to add new space to the existing stock in an attempt to 
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capture excess profits”. Some projects are scaled down or delayed until there is an 

improvement in the market, when the rental rates provide a justification to proceed 

with the project (Muhlebach & Alexander, 2008). Regeneration will likely not occur if 

financial feasibility is absent from the property development process (Morano & Tajani, 

2013). 

 

3.7.2.3 Real Estate Development Cost-Benefit Analysis  

 

Building occupiers are likely to incur costs and be disrupted by an adaptation project 

(Ali, 2010; Isnin & Ahmad, 2012; Malaysia Productivity Corporation, 2011). A building 

adaptation project usually involves a time-pressured environment, pressures to reduce 

funding met with cost-effectiveness and efficient project management (Isnin & Ahmad, 

2012). Real estate investors involved with construction and the rehabilitation of 

commercial buildings, face a make-or-break situation (Geltner et al., 2014). 

Furthermore, the construction and rehabilitation of commercial buildings influences the 

shaping of the future urban environment, resulting in social and public consequences 

(Geltner et al., 2014).  

 

As mentioned in the above paragraph, rent incomes can be disrupted and extra costs 

incurred, due to rehabilitation and other structural changes, while the work is being 

conducted (IREM, 2011). In the context of increasing property income, if it is 

recommended that no capital improvement works are required, in other words, the 

property is left unchanged, changes may still be required, a property owner will still 

have to conduct a cost-benefit analysis in both cases (IREM, 2011). Conducting a 

cost-benefit analysis entails evaluating each of the above two cases, to determine 

which of the two above cases are likely to yield higher levels of net operating income 

and cash flow (IREM, 2011).  

 

In order to recover the cost of making a change to the property involving a capital 

improvement project and finding the funds to finance such improvements, there will 

always be a concern to the property owner (IREM, 2011). As a result of the capital 

improvement work done to the property, the benefit of the improvement in the form of 

increased net operating income and property value must outweigh the cost of the 

improvement, for the development recommendation to be deemed feasible, where the 
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feasibility can be confirmed by assessing the payback period (IREM, 2011). Hence, 

the overall expectation from the findings of a cost-benefit analysis must indicate if there 

is any potential increase in the value of the property as a result of the capital 

improvement work done (IREM, 2011).  

 

The cost-benefit analysis of different refurbishment strategies should always be 

conducted, with the intention of deriving the applicable level of capital investment 

requirements for ageing properties (Sanderson and Edwards, 2016). The existence of 

building obsolescence in properties, is a feasible reason for a property owner to 

undertake improvement actions that can mitigate or remedy building obsolescence 

and this can be done so by revaluing the built fabric through refurbishment of the 

intrinsic attributes of a property (Bryson, 1997; Pinder & Wilkinson, 2000). Building 

obsolescence mitigation will likely require the property owner to undertake 

improvement actions that add to building usefulness and, hence, reduce relative 

obsolescence (Pinder & Wilkinson, 2000).  

 

As claimed by Ling and Archer (2017:572), “An improvement should be undertaken 

only if the value added to the property at least equals the cost of the improvement”. 

As mentioned earlier, the feasibility of a recommendation can be determined with the 

evaluation of the payback period (IREM, 2011). However in addition, the feasibility of 

a recommendation can also be determined by the net present value rule as maintained 

by Geltner et al., (2014). 

 

 In order to redevelop the reuse option selected so that the commercial redevelopment 

project can attain the required returns on the development investment for both the 

developer and for the betterment of the surrounding area, it is crucial to conduct the 

cost-benefit analysis (Eppig & Brachman, 2014). A change in use of a property that is 

recommended must have a strong case to proceed, as a change in use is complex 

and expensive (IREM, 2011). If a property developer can get it right, a change in use 

of the property can have significant reward potential (IREM, 2011). It is extremely 

challenging to revert to the previous condition of the property after a change in use 

has been executed. Therefore, like all other improvements, the potential performance 

increase attributed to the change in use improvement must be weighed against the 
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risks of the change (IREM, 2011). Thus, it is feasible to undertake an adaptive use 

project, when the new use attains greater cash flows than the old use (IREM, 2011). 

 

Another aspect to look at is the projected future supply shortfall, as a shortfall would 

contribute to the prospect of better future rents and greater ease of leasing currently 

vacant space, thus making the investment in existing structures appear to be more 

profitable (Geltner et al., 2014). As a rule of thumb, it is vital to understand the cost-

benefit situation for all the different types of capital improvement options, and which 

would require an explicit understanding of the real estate market and current 

construction costs, and so that it a property developer will be able to accomplish an 

improvement project at the most reasonable cost and that it should result in higher 

rental rates and better tenants for the property (Coppola, 2014). Another crucial aspect 

is that market values in relation to replacement cost, which is the total cost of building 

or replacing a property, must be considered by property developers and, as with all 

property developments, a project is rejected if replacement costs are greater than the 

expected market values (Gahr et al., 2017). To end off, Cloete (2006:6) stresses that, 

“Any feasibility study is a perishable product, where the future can never be predicted 

with guaranteed accuracy, as unforeseen events can and will happen”. 

 

3.7.3 Improvements and Real Estate 

 

When relatively close to end of a building’s life, or at the point when the technical end 

of a building’s lifespan is imminent and action needs to be taken, those in charge of 

managing the property need to make a vital decision on whether the existing building 

requiring intervention on the site must remain the same, or if there needs to be some 

changes and improvements done to the building (Pfnuer, Schaefer & Armonat, 2004). 

If it is decided that an improvement is to be done to the building, then the building will 

undergo upgrades or some sort of change, where the outcome is likely to increase the 

value of the property and should make the building more useful to the users of the 

building (Fisher, 2007).  

 

In repurposing commercial or other buildings, it is important to draw upon the strengths 

of the existing structure or building and surrounding neighbourhood, in other words, 

find a solution that provides ways that leverage what already exists (Eppig & 
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Brachman, 2014). The purpose of future investing in a building is to extend the lifespan 

of the building (Effiong & Mfam, 2015). Since improvements should contribute to the 

overall property value (South African Property Education Trust, 2004) and may only 

maintain its value instead of improving revenues, overlooking the need for property 

improvements can be detrimental to the property, for if action is not taken when 

needed, this will probably lead to less rental income, increased vacancies and 

operating expenses escalating, hence, a decline in the overall value of the property 

(IREM, 2011). 

 

A significant amount of invested capital in the built environment gradually loses value 

and depreciates over time, therefore, many buildings that encompass invested capital 

go through an aging and decaying process over time, leading to the constant 

deterioration in the usefulness of such buildings, and where the best solution in many 

cases is to constantly invest capital into these buildings to keep them functioning up 

to standard (Bryson, 1997; Pinder & Wilkinson, 2000). Since all building are complex 

in nature, they can only last long enough, in terms of the requirements of the property 

owners, via regular reinvestment, maintenance and adaptation (Thomsen & van der 

Flier, 2011).  

 

Additionally, to complicate the matter further, the different parts that make up a 

property each have their own lifespans, therefore, they may deteriorate at a different 

speeds to that of the building itself and, thus, may require the property owners to 

replace those specific building components, a practice that can occur regularly during 

the property’s economic life (Ling & Archer, 2017). Property owners need to, on a 

regular basis, evaluate the cost-benefit situation of a building in order for crucial 

decision-making concerning building design and managing the overall property, all 

over the course of the economic lifespan of the buildings (Bradley & Kohler, 2007; 

Thomsen & van der Flier, 2011).  

 

Economic life is not necessarily related to the service lifetime (Bradley & Kohler, 2007; 

Thomsen & van der Flier, 2011). Extending productivity is equated to prolonging the 

service lifetime (DeSimone & Popoff, 1998; Liu et al., 2014). Since properties, although 

having a long-lasting nature, are assets undergoing constant deterioration, therefore 

physical deterioration is likely to be a cause factor of property depreciation. Real 
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estate, and specifically property, although it is an important investment class, 

unfortunately, unlike other types of assets classes, will likely need constant 

disproportionate spending on maintaining the buildings and overall property to keep 

the value of the investment at the required level. The disproportionate spending can 

be concentrated, anticipated and occur at pre-determined times, usually where the 

need for the spending is identified when evaluating the property on a regular basis, or 

the need can arise from a unanticipated event (Mansfield & Pinder, 2008). Looking at 

Figure 3.5, the ‘with renewal investment’ line shows the building performance level, 

during the building service lifespan, with renewed investment, and where both the 

demand and the limit of acceptance ascend over time due to improved technology, 

rising standards and growing prosperity. Thus, improvement and renewal are crucial 

requirements and solutions to rising expectations, by adding performance capacity. 

Hence the period of highest efficacy can be stretched and the service lifespan is likely 

to extend (Thomsen & Van Der Flier, 2011).  

 

FIGURE 3.5: OBSOLESCENCE AND SERVICE LIFE 

 

(Source: Thomsen & Van Der Flier, 2011: 7) 

 

3.7.3.1 Property Capital Improvements and Expenditures  

 

When an investor purchases an existing property or invests in a property development 

or real estate project, the actual cost equates to the property purchase price, building 
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rehabilitation and repairs to get the buildings up to standard so that the building and 

leasable space in the building is desired by potential tenants or existing tenants up for 

lease renewal, thus the actual property acquisition cost would include required tenant 

improvements to the leasable space (Wehrmeyer, 2013). When property owners or 

investors invest in new equipment for a property or conduct some form of alteration to 

the property that is likely to result in the property value improving, the increase of the 

productive capability of the property, or to make the property more useful to users for 

a longer period of time, all of which should last for longer than one year, are considered 

capital improvements to the property and include any structural addition to the property 

or betterment to the property that did not exist before, where capital was utilised to 

implement these improvements  (IREM, 2011). Therefore, a capital improvement will 

always entail a cash expenditure which the property owner will have to incur, in order 

to execute the improvement, with the hope of better future economic benefits (Kyle, 

2013).     

 

According to Geltner et al. (2014:238), “capital improvements add to property value, 

either by increasing the future rent that can be charged or by decreasing the future 

operating expenses, or both, relative to a baseline that would occur without the 

expenditures”. Apart from affecting rent, property value and operating expenses, 

capital improvements also can affect vacancy and collection losses. In various 

situations, capital improvements are likely to influence rental income, such as when 

capital improvements that involve making alterations to a building increase the 

leasable area, when the quality of the services a building provides have improved and 

when vacancy and collection losses are mitigated, provided that the improved property 

has become more competitive compared to similar competitor properties (Ling & 

Archer, 2017).  

 

It must be noted, that there are cases where capital improvements increase certain 

costs and obligations, such as property taxes and insurance premiums, since capital 

improvements, as noted before, may increase property value and thus, this situation 

naturally would increase property tax and insurance obligations. Capital improvements 

can also result in increased property operating expenses if the improvements have led 

to a larger building to be maintained and managed, but the more desirable result would 

be for the building to attain greater efficiency as a result of the capital improvement, 
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as this would likely cause a decline in property operating expenses (Ling & Archer, 

2017).  

 

As mentioned earlier, capital improvements cost money (Altoon, 2010). As stipulated 

by Ling and Archer (2017:571), “decisions to improve a property are less frequent than 

decisions to maintain and repair a property, but in contrast to maintenance and repair 

expenditures, which are operating expenses, the replacement of building components 

when a component ages and deteriorates, involves a capital expenditure meant to 

increase the value of the structure, since a capital expenditure generally increases the 

market value of a property”. Geltner et al. (2014:238) state that “Capital improvement 

expenditure refers to expenditure providing long-term improvements to the physical 

quality of a property, and required to maintain or add to the value of a property”. 

Another category of property-related capital expenditure is involved with the signing of 

long-term leases, which include tenant improvements and leasing commissions paid 

to leasing brokers (Geltner et al., 2014).  

 

If a capital expenditure entails preservation, the expenditure is not intended to produce 

extra revenue, but rather protect existing buildings or components of the building. If 

the capital expenditure entails income-production, then the expenditure is intended to 

increase property income by either increasing gross income or net income by reducing 

property operating expenses (Kyle, 2013). Despite the fact that the purpose of 

incurring capital expenditure is to improve the existing condition of a property or 

structure with the hope of producing greater rental earnings, unfortunately when there 

is a refurbishment that takes place between two lease contracts and not during the life 

of the existing lease, this may entail increased vacancies during the period when 

capital expenditure takes place (Füss et al., 2012). In a situation where a tenant is 

responsible for paying the maintenance costs, this may cause an opportunistic 

property owner, not to incur any initial capital expenditure that was meant to mitigate 

future maintenance costs, since the owner knows the tenant is covering the 

maintenance costs and, thus, the owner sees an opportunity to save money, but such 

a situation may backfire on the owner as the tenant may observe the effect of greater, 

future maintenance costs on rental obligations, causing the tenant to become 

unsatisfied with the property and the situation they find themselves in, where property 
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operating costs have become unnecessarily too much, due to the lack of initial capital 

improvements (Cloete, 2001). 

 

As claimed by Geltner et al. (2014:238), “if a capital expenditure does not add to the 

value of a property relative to what the value would be without the expenditure as at 

the time of the expenditure, an increment in value at least equal to that of the 

expenditure, then there is no rational business justification for making the expenditure 

at the time”. The objective of incurring capital expenditure concerning real estate is to 

attempt to increase a property’s value. After some time has passed from when the last 

property valuation occurred, all the capital expenditure that took place since then is 

expressed as a percentage of the market value, where if the property market value 

improves by the same value as the total of capital expenditure incurred since the last 

valuation, the outcome is that capital growth equates to nothing. The usual objective 

of property investors regarding capital improvements is to get the capital growth of the 

property to be positive, hence, the market value of the property to increase by more 

than the sum of all the capital expenditure since the last valuation (Füss et al., 2012). 

 

There are several terms used in cash flow projections to describe non-recurring capital 

expenses and tenant improvements. These include capital costs, capital expenditures, 

reserve for replacement, replacement allowance, reserve for capital expenditures, or 

another similar term (Ling & Archer, 2017). There are situations where a property 

owner or manager negotiates with a tenant to make the tenant financially responsible 

for capital improvement projects, in other words, the capital expenditure is passed 

through to the tenant and is no longer the financial responsibility of the property owner 

(IREM, 2011). As mentioned earlier, capital expenditure may involve tenant 

improvements, since property owners would have to incur re-tenanting expenses 

when leases expire, where new tenants would have specific occupying requirements. 

Thus, the vacant space after a lease expires must be renovated, entailing a capital 

expenditure to the specifications of the new tenant. Ling and Archer (2017:198) define 

tenant improvements as: “the costs that owners incur to make the space suitable for 

the needs of a particular tenant”.  

 

Property capital improvements can entail various improvement methods, including; 

rehabilitation, remodelling, modernisation, or adaptive reuse (Ling & Archer, 2017). 
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Repositioning a property would usually include refurbishment and better property 

management, resulting in a potential re-grade of property quality and improved 

property income (Gahr et al., 2017). When a property owner wants to renovate a 

building, the property owner must make sure that the renovations are likely to be 

relatively in line with the expectations of potential future tenants, that the interaction 

between different property uses are considered, that necessary infrastructure to 

support multiple uses is considered and that the interaction with the surrounding 

neighbourhood is considered (Eppig & Brachman, 2014). If a property owner is 

considering a redevelopment and the reuse of a property, a renovation that keeps the 

property the same but in a better condition or for a similar use can be an effective 

strategy to follow, provided the long-term expectations of the market allows for this 

(Eppig & Brachman, 2014). 

 

Renovating a property usually involves property enlargement, completion of major 

capital improvements to upgrade quality, or structural repair and refinishing (Gahr et 

al., 2017). The speed of reuse is subject to various factors that affect the demand for 

land uses that make sense at the given location and of the level of competition from 

alternative sites, and whether the reuse is able to generate the required returns for 

investors (Ling & Archer, 2017). Any form of renovation must be in line with the 

merchandising strategy, where the renovation process must involve identifying 

potential key tenants likely to take up the renovated space (Altoon, 2010). 

 

According to Mansfield (2009), in order for an improvement to be classified as a major 

renovation, the cost of improvement must be more than 25% of the entire value of a 

building, excluding the land. Property renovation can entail various types of 

improvements, from superficial changes to extensive upgrades. To what extent a 

property should be renovated will depend on what the new use of the building is going 

to be, the structure and condition of the building and the design guidelines and codes 

of the location of the development (Eppig & Brachman, 2014). In addition, the 

difference in property values is a strong indicator of the degree of renovation activity 

that takes place (Liu et al., 2014). Different properties will always have different 

renovation requirements, where some buildings only need some refreshing, while 

other buildings in a good location may need a complete makeover or will need to be 

expanded (Altoon, 2010).  
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Refurbishment is a standard occurring activity during a building’s lifespan, since, as 

mentioned earlier, most buildings and structures experience the effects of depreciation 

(Cloete, 2017). The usefulness of, and demand, for a building is determined by the 

perception that the market has of the particular building meeting required business 

objectives. Thus, when a building undergoes deterioration and becomes less useful, 

more than likely the rental rates that such a building can fetch from tenants will also 

decrease. The solution to the deterioration and decline is refurbishment, which is able 

to mitigate the decline to acceptable levels or even reverse it (Grover & Grover, 2015). 

 

Refurbishment is used to deal with physical obsolescence, thus it involves returning a 

building and systems of a building to the condition the building was in when 

deterioration was almost non-existent. Renovating, on the other hand, includes 

refurbishment plus the integration of changes to physical parameters of the building. 

Retrofitting is conducted to deal with technological or environmental obsolescence, 

hence involving upgrading the technological aspects of the building. Retrofitting is said 

to be highly cost-effective, but ad hoc retrofits must be taken into account when faced 

with certain high-risk situations that need to be dealt with. Retrofit design lifetimes 

should be appropriate to the investment involved (Mansfield, 2009), as such 

interventions would be required to satisfy what the market wants at some point 

(Mansfield, 2009; Miller & Buys, 2008). Retrofitting, refurbishment and renovation can 

all occur together and may all be required in a single real estate project (Husin, Zaki 

& Husain, 2019; Hyde, Groenhout, Barram & Yeang, 2013). For those buildings with 

functions that have short life-cycles, regular refurbishment is a suitable solution to 

remain competitive and keep up with market expectations (Thomsen & van der Flier, 

2011). 

 

Remodelling and rehabilitation are improvements that can add value to a property. 

When a property owner wants to restore a property to a satisfactory condition, the 

property owner adopts the method of rehabilitation (Ling & Archer, 2017). Restoration 

entails the process of bringing the building or structure to its original form (Cloete, 

2017; Radford, 1987). Rehabilitation does not involve making changes to the floor 

plan, form, or style of the structure, deals with under-maintenance and replaces 

deteriorated building components (Ling & Archer, 2017). In addition, rehabilitation 

includes renewing the equipment and materials in a building, correcting deferred 
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maintenance and correcting any physical improvement problem that does not affect 

building use (IREM, 2011). Futhermore, rehabilitation would usually involve building 

work to a property, but does not include day-to-day maintenance. Rehabilitation should 

extend the useful life of the building, within the parameters of social desirability and 

economic viableness (Cloete, 2017; RICS, 1973). 

 

Deferred maintenance usually only takes place when obvious repairs are put off until 

they are deemed absolutely necessary (Kyle, 2013). When property management 

deliberately delays day-to-day property maintenance, in order to save costs, meet 

budget funding levels, or realign available budget monies, the result is deferred 

maintenance. Deferring maintenance activities can involve deferring repairs on real 

estate property or infrastructure and personal property or machinery. The eventuality 

of deferred maintenance is likely to lead to asset deterioration and, finally, to asset 

impairment. Additionally, deferred maintenance is likely to lead to higher property 

costs, assets failing and health and safety implications (IREM, 2011). Deferred 

maintenance usually can be corrected by undertaking the required repairs and capital 

improvements (Kyle, 2013). 

 

When a property owner undertakes remodelling, the intention is to change the floor 

plan, form, or style of a structure. Remodelling can be used to address and correct 

functional or economic deficiencies. Furthermore, remodelling may involve converting 

a property from one use to another, as the existing use of the property may not be 

suitable for, or competitive enough, for the present market requirements, expectations 

and conditions (Ling & Archer, 2017). The Institute of Real Estate Management (2011) 

notes that when a property owner adopts a modernisation approach, the owner is able 

to some extent to correct some forms of functional obsolescence, where 

modernisation normally forms part of the rehabilitation process. Modernisation is also 

able to improve the competitiveness of a property by replacing older property 

equipment with similar but more modern versions (IREM, 2011). The most intensive 

and transformational competitive improvement strategy includes horizontal and 

vertical expansions of buildings and needs substantial amounts of capital investment, 

but in most cases this is essential if a property owner has an ambitious growth plan 

for the property (Altoon, 2010). 
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Building adaptation is another factor that contributes to improving existing 

structures  (Douglas, 2006; Isnin & Ahmad, 2012). A property owner should always 

have building adaptability in mind, particularly when selecting a building and most 

importantly, when designing a building. Adaptable buildings are able to meet changing 

expectations more so than buildings with lower adaptability, where usually the strategy 

behind adaptability is to anticipate the quality of space that will be demanded at some 

point (Worthington, 2001). 

 

A building’s physical condition is a good indicator of how adaptively repurposed a 

building can be (Langston et al., 2008; Liu et al., 2014). Adaptability is about how easy 

it is for a building to be physically modified, deconstructed, refurbished, reconfigured 

or repurposed (Rockow et al., 2018; Ross, Chen, Conejos & Khademi, 2016) and 

shows the ability of a building to be able to be adapted, or adjusted to different 

circumstances and situations (Rockow et al., 2018; Schmidt & Austin, 2016), thus, the 

ability of the building to respond quickly to new conditions with minimal effort and at a 

reasonable cost (Cowee & Schwehr, 2012; Rockow et al., 2018). 

 

Although their importance, relevance and benefits remain undisputed, maintenance 

and adaptation are still often neglected and overlooked (Thomsen, 2010; Thomsen & 

van der Flier, 2011). The advantages of an adaptable building means that the building 

has the ability to last longer with the need to refurbish only arising much later during 

the building’s lifespan and longer intervals between each refurbishment job. 

Furthermore, when the moment eventually comes for the need to refurbish, the 

refurbishment requirements are less radical. Hence, an adaptable building has a 

greater likelihood to be more sustainable than similar buildings that have less 

adaptability (Ellison et al., 2007). Readily adaptable buildings add value to the built 

environment, since readily adaptable buildings use existing resources and require less 

time and effort to meet new changing demands and conditions than do buildings that 

are less adaptable (Rockow et al., 2018). 

 

A property owner has better chances of dealing with vacancy problems in a 

sustainable way, with adaptation. In addition, adaptation contributes to property value 

positively (Remøy & Wilkinson, 2012). If a property owner decides that the right course 

of action is to adopt an approach to accomplishing adaptation, the property owner, 
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fortunately, has a range of modifications that can be utilised and that are likely able to 

bring the building back to relevance (Rockow et al., 2018).  

 

A building that has a function with a short life-cycle should adopt approaches to 

achieve adaptation as such adaptation is an accepted precondition to meeting 

changing market requirements (Thomsen & van der Flier, 2011). Some methods 

applicable to reaching adaptation include conversion and within-use adaptation 

(Remøy & Wilkinson, 2012). 

 

The rehabilitation or renovation of an existing building or existing structure in order to 

change the present use to a different use, falls within the adaptation dimension 

(Rockow et al., 2018; Dolnick & Davidson, 1999). Furthermore, any improvements 

done to a building and structure, over and above regular maintenance, and which 

results in changing the capacity, function or performance of the building, is regarded 

as a move to ensuring adaptation; in other words, any form of intervention to adjust, 

reuse, or upgrade a building so that the building meets new market situations, 

expectations and requirements (Douglas 2006; Wilkinson & Remøy, 2012). 

 

Adaptation can be attained via changing the building use, retaining maximum original 

structure and fabric to extend its useful lifespan, alterations, renovation, refurbishment, 

extension, improvement and other works modifying a building (Douglas, 2006; Isnin & 

Ahmad, 2012; Wilkinson & Reed, 2009). Like all other types of capital projects, a 

property owner should assess the need and the extent of adaptation requirements 

concerning a particular building, taking into account the attributes of the building 

(Remøy & Wilkinson, 2012). 

 

Some buildings can be converted into new uses when their original or previous uses 

have ceased to be relevant, with the help of conversions (Mansfield, 2009) and a 

process known as adaptive reuse (Eppig & Brachman, 2014). An adaptive reuse 

process involves a conversion in which the remodelling results in a creative reuse of 

a building that is different from the building’s original purpose (Eppig & Brachman, 

2014; Ling & Archer, 2017). In other words, adaptive reuse can be seen as a 

transformative process.  If a property owner adopts an adaptive reuse approach, the 

owner needs to have a clear appreciation for the unique characteristics of the building 
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or structure and how such characteristics will fundamentally play a role in catering for 

the desired new use of the building or structure. In addition, the property owner  must 

plan the alterations, improvements and additions that leverage and highlight the 

original design and character of a building or structure, so that it leads to the outcome 

of making the building and structure more appealing to potential tenants and the 

customers of tenants. Adaptive reuse could, in some cases, ultimately mean 

demolishing parts of the structure used by a previous tenant in order to construct a 

new structure that accommodates the needs of potential or new tenants (Eppig & 

Brachman, 2014). 

 

It is to the advantage of a property owner to pursue adaptive reuse or recycling as 

such approaches utilise existing building and structures and can be more economical 

than constructing new ones, since adaptive reuse or recycling benefits from the 

existing shell and foundations of the structure, thus reducing the need for a costly 

demolition and new building materials. In summary, the benefit of adaptive reuse 

involve; lower development costs, converting obsolete property to meet new market 

expectations, preserving historical architecture, or reviving a property location that is 

not attaining the highest and best use. However, a recycled building does not in any 

way guarantee similar rents to those of a brand-new building, but the advantages lie 

with fewer initial costs and fewer debt service requirements. Thus, the overall outcome 

could likely mean a feasible income situation; a situation that could have been far 

worse without the modifications (IREM, 2011). Rockow et al. (2018) identify 

adaptability models and tools., as indicated in the literature. 

 

• Adaptive reuse potential model (Langston & Shen, 2007) 

• Adaptstar (Conejos et al., 2013) 

• Iconcur (Langston, 2012) 

• Causal loop diagram of building adaptation (Gosling, Sassi, Naim & Lark, 2013) 

• Flex 4.0 instrument (Geraedts & Prins, 2016) 

• Preliminary Assessment Adaptation Model (Wilkinson, 2014) 

• The learning buildings framework (Ross, 2017) 

• Adaptable building design framework (Allahaim, Alfaris & Leifer, 2010) 

• Conversion Metre (Geraedts et al., 2017) 
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• Triple-bottom-line retrofit optimisation (McArthur & Jofeh, 2016) 

 

There are many terms that are synonyms for the term ‘rehabilitation’, including related 

activities, such as; refurbishment, regeneration, remodelling, renewal, upgrading, 

revamping, modernisation, alteration, improvement and conversion (Cloete, 2017). To 

summarise this section, some important reasons for refurbishment are notably; for 

increased space and comfort standards, for greater complexity of equipment, plant 

and processes which require different accommodation in order to comply with 

changing statutory requirements, in order to upgrade safety requirements, for the 

modification of the structure to improve acoustic or thermal performance and, lastly, 

for sheer commercial competition (Cloete, 2017; Marsh 1983). 

 

3.7.3.2 Property Capital Improvements and Obsolescence  

 

The decline of building improvements and components over time and usage can 

strongly be attributed to deterioration (Derbes, 1998). It is likely that a building or 

structure is its own worst enemy as the original design of the building was intended to 

cater for a single-use and short lifespan, making the building vulnerable to 

obsolescence (Bullen, 2007; Mansfield, 2009), thus limiting the ability to prolong the 

beneficial economic life as a result of the limitations of the initial design, material 

selection and construction techniques adopted (Mansfield, 2009). However, a property 

owner is able to address and possibly cure some of the building obsolescence, by 

means of investing more in the form of capital improvements (Grover & Grover, 2015).  

 

Obsolescence can result in economic and social decay, uncertainty and social 

insecurity, vandalism and graffiti, break-ins and illegal occupancy. Although 

obsolescence risk can be mitigated with investment diversification, property owners 

still lose the income from those obsolete properties in their investment portfolios that 

have being vacant for some time as a result of obsolescence (Remøy & Wilkinson, 

2012). As note before, property investors can lose much money as a result of high 

vacancy rates (Remøy & Wilkinson, 2012; Remøy & Van der Voordt, 2007b) and 

without an acceptable remedy, the outcome of obsolescence is a shorter service 

lifespan and, most likely, demolition.  
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However, a property owner should try to avoid demolition, even if obsolescence makes 

a demolition justifiable, as a property owner should explore other approaches to deal 

with obsolescence, such as renovation, reuse and transformation, all which could 

possibly extend the building service lifespan (Thomsen & van der Flier, 2011). If a 

property owner wants to address visually obvious physical deterioration identified 

during routine maintenance, the property own can adopt various planned capital 

improvements (Stewart, 2008), and such deterioration can usually be mitigated or 

cured via renovation (Pšunder, 1999). Building obsolescence can usually be alleviated 

by adopting a refurbishment approach (Pinder & Wilkinson, 2001; Debenham Tewson 

& Chinnocks, 1985). A property owner will always have to undertake capital costs to 

remedy some forms of curable obsolescence and prevent future obsolescence (Reilly, 

2012). Curable obsolescence is normally managed with refurbishment (Jamila & 

Nuhu, 2019). 

 

If the users of a building perceive and consider it to be obsolete, then the property 

owner would have to take action to adjust such perceptions. Some buildings can cater 

for many economic activities and different uses as such buildings have an adaptable 

nature. In the case where an obsolete building may be profitable if converted to 

another use, in other words, the conversion results in less operating costs or more 

property income, then a property owner can avoid demolition and reuse the existing 

obsolete building, provided that new use produces value superior to the old use. If the 

property owner is going to undertake a conversion of the building, the property owner 

must make sure that the costs to convert the property do not off-set the profitability of 

the desired new use (Grover & Grover, 2015). 

 

Unfortunately, only some forms of functional obsolescence can be addressed 

(Pšunder, 1999); in other words, functional obsolescence may be curable or incurable 

in nature (Miller, 2012; Pšunder, 1999). A property owner should only pursue 

remedying functional obsolescence when the cost of the correction is the same or less 

than the expected increase in present value due to the correction. Furthermore, like 

other capital improvements, the proposed correction must pass the feasibility study 

first (Stewart, 2008). In most cases, functional obsolescence is incurable (Khalid, 

1992; Mansfield & Pinder, 2008), however, before accepting that the functional 

obsolescence cannot be cured, owners must make sure that all potential building 
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functions and uses have being explored (Mansfield & Pinder, 2008; Tiesdell et al., 

1996), since potential tenants may appear if an alternative use is discovered, thus 

making the building desirable again (Mansfield & Pinder, 2008). Furthermore, some 

forms of functional obsolescence can be addressed via re-use opportunities with the 

support of refurbishment that revitalises the existing building positively (Mansfield & 

Pinder, 2008). Lastly, adaptations, conversions and the installation of modern 

equipment can possibly resolve the many deficiencies that were more than likely to 

have caused the functional obsolescence (Effiong & Mfam, 2015; Thorncroft, 1965).  

 

There are, regrettably, always buildings that are physically or functionally obsolete and 

which are beyond economic repair or adaptation (Mohamad et al., 2014; Swallow, 

1997) and a building as it stands may not always contribute to property value (South 

African Property Education Trust, 2004). In such situations, a property owner should 

always consider the land that holds the obsolete structure or building, as land generally 

always has value and thus, a redevelopment project can harness such value (Barras 

& Clark, 1996). For a commercial redevelopment project, as mentioned before, a 

property owner should conduct a cost-benefit analysis as the selected reuse option 

must achieve the required investment returns for investors and the surrounding 

community (Eppig & Brachman, 2014).  

 

Property developments are challenging at the best of times in terms of accurately 

forecasting their viability, due to time, planning, construction and marketing (Ooi, 

1999). When there is a proposed property development, a property owner must make 

use of market surveys, in order to project rental rates, concessions and lease-up, since 

such information is needed to produce the development budgets and cash flow 

forecasts (Muhlebach & Alexander, 2008). Figure 3.6, on the following page, offers 

direction on how to select a reuse that aligns the unique situations of the commercial 

vacant property and the resources available (Eppig & Brachman, 2014). 
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FIGURE 3.6: MENU OF REDEVELOPMENT AND REUSE OPTIONS

 

(Source: Eppig & Brachman, 2014:54) 

 

As noted before, a renovation strategy must always consider the merchandising 

strategy, including determining who the important tenants are (Altoon, 2010). As part 

of the market analysis, a property owner can analyse alternatives and visit the idea of 

potential operational and physical changes, involving procedural changes to 

operations or physical changes such as rehabilitation, modernisation and a complete 

change in the building or site use. Any physical change proposals will always require 

expense and capital budgets showing fund allocation, projected return on investment, 

impact on net operating income, impact on cash flow and impact on property value. 

Furthermore, a property owner must never forget to assess debt service requirements 

before conducting any physical changes to the building (IREM, 2011). 

 

3.7.4 Turnaround and Capital Expenditures  

 

The following section provides literature that explains possible links between 

turnaround and capital expenditures. Strategic investments are characterised by 

substantial investments, high levels of risk, outcomes that are difficult to quantify and 

significant long-term impact on performance (Alkaraan & Northcott, 2007). The capital 

budgeting process involves managers identifying and making decisions about 

investments that are perceived to contribute value to their firms (Brigham & Daves, 
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2004). Projects require capital budgeting to determine whether a project is capable of 

producing the required returns, subject to time constraints. In addition, a firm’s future 

success depends on the capital budgeting decision, since capital budgeting 

contributes to making good investment decisions (Correia et al., 2013). “Expected 

capital expenditures are increasingly referred to in cash flow forecasts as capital 

expenditures or capital costs” (Ling & Archer, 2017:194). 

 

Operational restructuring, asset sales, acquisitions, capital expenditure, managerial 

restructuring, dividend cut or omission, equity issue and debt restructuring have all 

previously being explored as possible turnaround strategies (Pretorius, 2008; 

Sudarsanam & Lai, 2001). During corporate distress, capital expenditure alterations 

can improve operating efficiency within budget constraints (Schweizer & Nienhaus, 

2017). Undertaking capital investment and retrenchment and taking into account 

structural characteristics and the industry environment, will be a major determinant of 

firm performance (Francis & Desai, 2005; Scherer, 1980). Using existing resources as 

well as effectively replacing and adding resources and avoiding the depletion of 

resources, is essential for managers to successfully manage a turnaround (Francis & 

Desai, 2005). Under survival-threatening distress conditions, firms may have to 

consider cost and asset reductions (Hofer, 1980; Panicker & Manimala, 2015; Robbins 

& Pearce, 1992). Although asset retrenchment strategies usually mean disposal of old 

or obsolete assets, asset retrenchment can also entail replacing the old or obsolete 

assets with newer, superior assets, normally in the form of investing in new plant, 

equipment or technology. However, efficiency savings must always be assessed in 

order to ascertain whether such savings more than cover all investment and 

implementation costs incurred with reference to investing in new plant, equipment or 

technology (Schoenberg et al., 2013; Sudarsanam & Lai, 2001). 

 

The advantages of capital expenditure changes is that such changes are relatively 

easy to execute, the impact of such changes can demonstrate direct results and short-

term budget allocations can be adopted as a main lever to manage the capital 

expenditure (Schweizer & Nienhaus, 2017). Reducing capital expenditure during the 

retrenchment phase of a turnaround is likely to be effective in alleviating financial 

tightening, while increasing capital expenditure in the stabilisation phase of a 
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turnaround can assist with rejuvenating asset productivity (Schendel, Patton & Riggs, 

1976; Schweizer & Nienhaus, 2017). 

 

Investing in new initiatives can contribute to a firm’s decline, due to resource depletion 

(McKinley et al., 2014; Tangpong et al., 2015). In some turnaround instances, the 

reduction of capital expenditure may be unavoidable for companies in distress 

(Andrade & Kaplan, 1998; Schweizer & Nienhaus, 2017), since the turnaround plan 

proposed by management may involve strategies such as including deferring or 

reducing capital expenditures (Correia et al., 2013). Furthermore, cost-cutting 

strategies encompass the delay of non-essential capital expenditures (Hough et al., 

2011). In a recovery strategy, managers have the option of adopting cost efficiency 

measures, as such measures have an almost immediate effect and generally require 

little or no capital or resource outlay (Hofer, 1980; Robbins & Pearce, 1992; 

Schoenberg et al., 2013). 

 

It has being shown that the positive effects of capital expenditure on market 

performance may only be observed in the subsequent mid-term years, after a 

turnaround has taken place, where capital expenditure was revealed to actually have 

a negative influence on market performance in the years immediately after a 

turnaround (Furrer et al., 2017) and furthermore, significant performance 

enhancement might occur, only if complemented by strategic asset retrenchment or 

portfolio restructuring (Lins, Volpin & Wagner, 2013; Pearce & Robbins, 1993; 

Schweizer & Nienhaus, 2017).  

 

Additionally, capital expenditures could negatively affect shareholder value at the start 

of the decline phase, since spending too much early in the decline phase could be 

seen as a negative by the stock market, but in the later stages of the decline phase, 

to attempt a turnaround, the firm may need to consider increasing capital expenditure 

to harness the positive benefits that may come with such expenditure later on in the 

decline stage (Furrer et al., 2008). Another consideration is that immediate cash flow 

constraints make it almost impossible for a distressed firm to increase capital 

expenditure (Schweizer & Nienhaus, 2017). However, there are some instances, when 

taking all the costs incurred during the lifespan of an asset, may in fact present a 

situation where higher initial capital costs are shown to be a cheaper option over the 
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long-run, as a result of lower maintenance costs, thus making a capital expenditure 

feasible (Cloete, 2001). 

 

3.7.5 Distressed Properties and Capital Improvements Feasibility 

 

In distressed situations, cash flow shortfalls used to pay debt are often used to 

measure such a situation (Schweizer & Nienhaus, 2017). A distressed property is 

normally faced with very low net operating income (Healy,1989), where net operating 

income is too minimal to effectively manage the property debt service (Brophy & Chen, 

2010; Cornell et al., 1996). According to Geltner et al., (2014), net operating income 

comprises of all property income, less all operating expenses of the property. Even 

during favourable market conditions, distressed properties involve unique 

redevelopment challenges (Barr & McCulloch, 2009). Brophy and Chen (2010), 

indicate that renovations are one of the solutions available to addressing a property in 

distress. 

 

An owner must consider injecting extra cash into a leveraged real estate project faced 

with cash flow issues, or default on the mortgage (Cornell et al., 1996). Although 

renovations have the potential to revive an old or obsolete property in good market 

conditions, a cost-benefit analysis is still essential before undertaking the renovation 

(Brophy & Chen, 2010). It is crucial that a property owner is familiar with the cost-

benefit characteristics of each of the different types of capital improvement 

approaches.  

 

Moreover, property owners should have an explicit understanding of the market 

situation and current construction costs, in order proceed with improvements that are 

feasible. Furthermore, a property owner should always only proceed with 

improvements that are reasonable in cost relative to the returns gained from the 

improvements, in terms of, higher rental income and superior tenants (Coppola, 2014), 

as unforeseen extra costs associated with capital improvements have the potential to 

topple returns (Altoon, 2010).  

 

Buildings require substantial amounts of capital in general (Thomsen & Van Der Flier, 

2011). It is feasible to repurpose commercial buildings in ways that leverage the assets 
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of an existing building or structure and the neighbourhood surrounding the property 

(Eppig & Brachman, 2014). Various forms of obsolescence are responsible for the 

occurrence of distressed properties (Healy,1989). Tenants demand buildings that are 

useful to them. In other words, buildings should meet the business objectives of the 

tenants, for such tenants to desire rental space in such buildings. When buildings go 

through deterioration, the utility or usefulness is said to decline as well. Thus, with 

building deterioration, all things being equal, the rental rates that a tenant would be 

willing to pay should also decline in real terms. However, building owners may be able 

to manage, control or even reverse the decline by means of refurbishment (Grover & 

Grover, 2015). Regular refurbishment and adaptation approaches are said to be 

recognised prerequisites that are likely to support building competitiveness and cater 

for new building expectations (Thomsen & van der Flier, 2011). In addition, benefits of 

refurbishment are generally rewarding in terms of cost savings as opposed to 

constructing a new building (Cloete, 2017). 

 

“Capital improvements add to property value either by increasing the future rent that 

can be charged or by decreasing the future operating expenses, or both, relative to a 

baseline that would occur without the expenditures” (Geltner et al., 2014:238). Ling 

and Archer (2017) too, see value in such improvements. 

 

Capital improvements can affect rents, vacancy and collection losses, 

operating expenses and the reversion value of the property at the end of the 

investment holding period. Many improvement decisions will affect rents, in 

some cases, because after alteration a building will have more rentable area or 

because the quality of the services a building provides will have increased. 

Vacancy and collection losses may be reduced if the improved property is more 

competitive in its market. Operating costs may decrease because of the greater 

efficiency of the improved property (Ling & Archer, 2017:572).  

 

Property capital improvements include rehabilitation, remodelling, modernisation, or 

adaptive reuse (Ling & Archer, 2017). Deferred maintenance is always likely to result 

in greater costs and assets failing but is a policy that is often observed. However, 

rehabilitation approaches can be adopted to remedy deferred maintenance. A recycled 

building provides the advantage of lower initial costs and lower debt service 
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requirements, although the rental rates attainable are likely to be less than those of a 

new building. The benefits of adaptive use include; lower development costs, 

converting obsolete properties to new useful spaces and reviving a location in order 

to attain the highest and best use of the property (IREM, 2011). Additionally, since 

adaptive reuse involves a conversion (Ling & Archer, 2017), condominium conversions 

are known to generate a high profit in a short time, as converting a rental property to 

condominium ownership allows a property owner to recapture investment, pay off the 

mortgage and keep any excess funds as profit (IREM, 2011). 

 

When acquiring an existing building, the total cost equates to the acquisition price plus 

the cost of rehabilitating and repairing the building and the cost of preparing the space 

within the building for tenants (Wehrmeyer, 2013). Property developments are risky 

ventures, where expected profits are often not attained and even losses are known to 

occur regularly in such industries (Cloete, 2017). Since all proposed property 

developments are subject to budget and resource constraints, even the best of 

solutions may not be feasible for a property developer, due to the limitations presented 

by budget and resource constraints (Cloete, 2006). The objective of every real estate 

investor is to preserve property values and capital that is invested, therefore, before 

undertaking any property capital improvement project, a cost-benefit analysis is a 

crucial necessity, considering that the costs of any capital improvement needs to be 

factored into rents, or the capital improvement must reduce operating expenses as a 

suitable outcome (IREM, 2011). 

 

Losses can occur easily, thus a property manager should not adopt any action or 

activity that may present a serious risk to the property or property equipment that is 

likely to result in losses to the property owner. With regards to property investors, it is 

highly recommended that an investor walks away from any deal that has a high risk 

that the project may not generate enough returns that make financial sense to proceed 

with the project, taking the risks involved with the project into account (Cloete, 2017). 

Thus, a feasibility study or viability analysis, that looks at cost-benefit relationships of 

alternatives within time frames, should always be conducted before undertaking any 

property development, since such studies evaluate the chances that a proposed 

property development will succeed (Cloete, 2006). 
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Looking at section 3.7.4, Turnaround and Capital Expenditures,  capital expenditure 

according to Schendel et al. (1976) and Schweizer and Nienhaus (2017), is 

recommended to be reduced during retrenchment in the turnaround of a firm, but 

conversely, as Geltner et al., (2014) suggest, property capital improvements may 

increase future rental income or reduce future operating expenses and since, as noted 

by Feldman (2004), effective capital investment is key to the success of a shopping 

mall turnaround, although according to Altoon (2010) unanticipated added costs 

related to capital improvements have the potential to overturn returns, hence, 

according to Cloete (2017), as noted earlier, a property investor should always walk 

away from a deal if the projected returns from a project do not pay out enough for the 

risks involved. Thus Cloete (2006) maintains that, before a property development is 

proceeded with it is always necessary to do an analysis. 

 

It can be deduced that although organisational turnaround literature recommends 

reducing capital expenditure during organisational turnaround, future rental income 

and lower future operating cost benefits provided by real estate-related capital 

improvement literature, warrant at least accessing the feasibility of conducting capital 

improvement projects that can potentially increase future rental and reduce future 

operating expenses of a property. Thus, it is hypothesised in the present research 

effort that accessing the feasibility of capital improvements that potentially can 

increase the future overall net operating income of a property should positively 

influence the financial recovery of the net operating income of a distressed or problem 

property to a level that is sufficient to cover debt service for a number of repeated and 

consecutive time periods, since conducting the feasibility study will indicate if an 

improvement project makes financial sense for the property owner to commit to it and 

if not, the improvement project is rejected.  

 

3.8 MANAGEMENT CONSIDERATIONS FOR REAL ESTATE 

 

The following section briefly discusses the independent variable Property 

Management. The responsibilities of property management and the outsourcing of 

property management are discussed. Furthermore, the possible link between good 

property management and distressed properties is provided using present literature, 
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by showing how good property management can increase the net operating income 

of a property and thus, can contribute to a likelihood recovery of a distressed property.  

 

3.8.1 Property Management 

 

A number of different reasons exist why real estate differs from other types of assets, 

where the most important reasons entail idiosyncratic risk, heterogeneity and the fact 

that real estate requires active day-to-day management (Lekander, 2015; Ang, 2012). 

As noted before, commercial properties are usually held as an income earning 

investment, but need to be managed by a property manager who assists in assuring 

the generation of those property incomes (Lind & Lundström, 2011; Palm, 2013).  

Thus, owning a commercial property that earns rental income is not a passive activity, 

but is management intensive and can be seen the same as any other business where 

operations need to be continuously managed (Ling & Archer, 2017). Managing a 

property can impact upon the most important determinants of the value and rate of 

returns achieved by a property, which are operating expenses and effective gross 

income (Skinner, 2007). 

 

The lifespan of a property is very dependent on the successful management of the 

property (Palm & Palm, 2017). If a property is well-managed, an investor can expect 

the property to be a highly reliable income earning asset (Worthington, 2001), a tax 

shelter and a source of funds for future deals (Rider, 2006). Usually, property 

management is the one crucial aspect to consider after a property acquisition or once 

a property development has reached completion (Rider, 2006). Since investments in 

real estate require significantly more management than most other kinds of 

investments (Cloete, 2005), the performance of such real estate investments will 

depend on, the important factors of location, age, state of repair, specification and the 

amenities provided by a building, and mostly will depend on how effective the property 

management is (Sanderson & Devaney, 2017).  

 

Property owner requirements and objectives and property trends determine the ways 

in which a property manager needs to manage a specific property (IREM, 2011). Any 

property development that involves the developing of a building that is planned to be 

an income-earning property will require the developers to fully understand the 
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management requirements of the property, whether the property will be managed by 

the developers themselves, or whether they, the developers are to seek a professional 

to manage the property (Ling & Archer, 2017). 

 

Property management can involve the management and administration of a single 

property or many properties, making up a property portfolio (Van den Berg & Cloete, 

2004). Managing a property encompasses all day-to-day, mostly on-site, property 

operational activities (Gahr et al., 2017) and property transaction execution (Füss et 

al., 2012). A fundamental factor of managing a property is that of achieving the 

objectives of the property owner (Cloete, 2001). Property owner objectives will always 

include financial objectives, operational objectives and communication objectives 

(Cloete, 2001; Farina, 2000). In addition, it is crucial that managing a property 

achieves the objectives of increasing investment returns, optimising property usage 

and prolonging the functional life (Abdullah, Arman & Abd, 2011; Palm & Palm, 2017). 

Another core aspect is that a proper manager must be able to align property owner 

objectives with the expectations of the various tenants (Oyedokun et al., 2014). Other 

objectives include maintenance, rent reviews, leasing, customer relations (Abdulla et 

al., 2011; Palm, 2013) and improving capital value and rental value (Hui, Lau & Khan, 

2011). Managing a property should involve formulating value accretion strategies, 

improving revenue flows, overseeing physical maintenance and unlocking latent real 

estate values through the negotiation of tenancies (Oyedokun et al., 2014).  

 

Unlike most other asset types, buildings and structures require constant maintenance, 

where the investors of such assets are responsible for the maintenance (Ho & 

Liusman, 2016). When it comes to a structure or building on a property, property 

management is essential for maintaining, preserving and improving such structures 

(IREM, 2011). Managing a property includes the management of all tangible, technical 

functions of a property (Kariya et al., 2005) and understanding of the functionality of a 

property (Oyedokun et al., 2014). Thus, managing a property will greatly involve the 

physical management of the property asset, engineering, reliability-centred 

maintenance, multi-skilling, total productive maintenance and hazard and operability 

studies (Hipkin, 2001; Razali & Juanil, 2011). A property that is kept in a good and 

required condition is likely to have a reputable and effective property manager (Hui, 

Lau & Khan, 2011). Building dilapidation, health risks, safety risks, community risk and 
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urban decay are likely outcomes if buildings are not managed properly (Ho & Liusman, 

2016), therefore crumbling buildings and building demise can be mitigated, if not 

cured, via the effective management of buildings (Ho & Liusman, 2016; Yau, 2010). 

 

Whoever manages a property must have the skills and knowledge of business 

management and marketing, architecture, engineering and behavioural sciences 

(Oyedokun et al., 2014). The effective managing of a property is crucial for attaining 

property capital appreciation, attaining the highest and best use of the property, 

income maximisation (IREM, 2011), attaining a positive image for the property, 

improving property capital and rental values (Hui et al., 2011), protecting property 

values, attracting tenants, increasing cash flows (Kariya et al., 2005), finding potential 

tenants, negotiating profitable lease contracts, timing lease contract negotiations 

properly, using capital expenditures efficiently (Füss et al., 2012), controlling 

operational costs (Füss et al., 2012; IREM, 2011), minimising operating costs (Hui et 

al., 2011), establishing a proper tenant mix (Oyedokun et al., 2014), ensuring efficient 

security systems, maintaining records of income and expenditure, preparing periodic 

financial statements, setting policies, enforcing tenancy and lease covenants 

(Oyedokun et al., 2014; Singh, 1996) and most importantly, impacting upon the rate 

of the return of the property investment (Skinner, 2007; Głuszek & Zięba, 2014).  

 

There is, however, a difference between property management, facilities management 

and corporate real estate management. When one talks about facilities management, 

one talks about a business finding premises to lease for the purpose of the operational 

requirements of that business and the manager of such a premises is known as the 

‘facility manager’ (Liow & Ingrid, 2008). A facilities manager is responsible for 

producing an optimal environment for the main functions of an organisation and 

matches business infrastructure requirements with space requirements (Vermiglio, 

2011). Due to the perspective of building space users, the boundaries between 

property management and facilities management are vague, since spaces are viewed 

as services to be chosen by a facilities manager (Dettwiler, Lindelöf & Löfsten, 2006).  

 

On the other hand, a corporate real estate manager is responsible for locating 

premises and managing those premises for a company that actually invested and 

bought the premises; in other words, the company owns the building and is not leasing 
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the space (Kyle, 2013). In addition, when premises are located by a corporate real 

estate manager, they are done so based on operational specifications (Gibler et al., 

2002). Also, space is to be provided in line with the corporate strategic plans (Becker 

& Sims, 2000; Msezane & McBride, 2002; O'Mara, 1999). Furthermore, once the 

building is identified, the corporate real estate manager negotiates the best price, 

manages the space, then disposes of the space once the space is no longer needed 

(Gibler et al., 2002). 

 

Since value is derived by providing an optimal service for the requirements of property 

users, contracting out property management services can provide a long-term, 

complete service for the customer utilising such services and not just value from 

property transactions (Worthington, 2001). Property management services are 

efficient at financial management and the enforcement of lease provisions (Hui, Tse & 

Yu, 2014; Scarrett, 1983). According to Cloete (2001), effective, professional property 

management can provide the following benefits to the property owner, notably; 

property maintenance, increased occupancy, reduced tenant turnover, improved 

tenant relations, maintenance of property records, expense analysis, financial 

reporting and management counselling. Organisations have improved property 

management practices (Gibson, 1994), via initiatives such as internal rental systems 

or asset rents, planned maintenance programmes, co-ordinated occupier audits and 

valuations of portfolios (French, 1994; Gibson, 1994).  

 

Due to investors losing properties to foreclosure or bankruptcy for various reasons, 

investors are seeking those types of property managers that possess the skills to 

turnaround troubled properties, so that those properties can once again meet the 

market expectations and are considered useful once more, and profitable (IREM, 

2011). In the present research effort, the terms ‘real estate management’ and ‘property 

management’ have the same meaning.  

 

3.8.2 Property Management Responsibilities 

 

As noted earlier, management is a crucial aspect when dealing with a property 

investment (Klingenberg & Brown, 2006). Property owners need to get more actively 

involved when dealing with property management (Kingsley, Falco & Graham, 1999; 
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Oyedokun et al., 2014), since the perspective of the owner is important in property 

management (Dettwiler et al., 2006; Edwards & Ellison, 2004). Because managing a 

property requires general property management (IREM, 2011), managing a property 

entails supervising, coordinating and controlling all property-related activities (Baldwin, 

1994; Ling & Archer, 2010; Palm, 2013). Managing a property means achieving 

financial objectives, sorting out practical management issues, maintaining investment 

value and maintaining customer value (Abdulla et al., 2011; Palm, 2013). 

 

3.8.2.1 Financial Management of Properties 

 

As noted before, an objectives of property management includes financial 

management (Hui et al., 2011). Managing a property requires implementation of 

managerial control systems (Anthony & Young, 1999; Vermiglio, 2011), the 

management of expenses, income budgeting, record keeping, reporting (Cloete, 

2001) and preparing periodic financial statements (Oyedokun et al., 2014; Singh, 

1996). A significant task of managing a property is to ensure income generation (Kyle, 

2013), because, those properties that have effective management become great 

sources of income (Rider, 2006). Thus, those managing the property must collect rent, 

collect other property income (IREM, 2011), collect overdue rent payments, collect any 

applicable late fees when tenants miss rent payments (Ling & Archer, 2017), maximise 

property investment returns by increasing rental income (Loh, 1991; Palm, 2013; 

Wurtzebach et al., 1994) and always attempt to improve rental value (Hui et al., 2011).  

 

In order to cover property expenses in a timely manner, rents must be collected within 

the required time frame (Füss et al., 2012; Geltner et al., 2007). Those managing the 

property are responsible for paying all property operating expenses and any debt 

service payments (IREM, 2011). According to Geltner et al. (2014:236), operating 

expenses are “a number of regularly occurring, specific expense line items associated 

with the ongoing operation of the property”. Cash flow maximisation depends on how 

well those managing the property understand what the property costs are and why 

those costs are what they are. Furthermore, those managing the property should 

always try and find ways to reduce these costs (Rider, 2006). Thus, a crucial aspect 

of managing a property includes controlling operational costs (Füss et al., 2012; IREM, 

2011) and minimising operating costs (Hui et al., 2011). The costs incurred by a 
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property should always be comparable to similar properties, thus those managing a 

property must be able to identify when there are significant variances in the costs 

between the subject property and competition properties and take correcting action if 

the variances are great in number (Rider, 2006). 

 

The reliability of the information system providing useful information to those managing 

a property is crucial in order to attain timely and selective data that supports internal 

reporting (Vermiglio, 2011). An accounting system must be able to provide information 

on expenses and obligations, qualitative information regarding general trends and 

organisational behaviour (Vermiglio, 2011; Mintzberg, 1983), provide historical trends 

and catch signals with which to forecast (Vermiglio, 2011).  

Those managing the property can compare the performance of the property to the 

performance of a reference benchmark, in order to evaluate the real estate asset 

overall performance (Pfnuer et al., 2004). 

 

3.8.2.2 Marketing Management of a Property  

 

Marketing is a function of managing a property (Cloete, 2001), thus promoting and 

advertising the property (IREM, 2011) and providing a positive image of a property, 

are all responsibilities of those managing the property (Hui et al., 2011). Marketing, in 

the context of the management of a property, includes leasing, tenant relations, public 

relations, community relations, promotions and publicity (Cloete, 2001). Usually, 

strategy concerning a property includes promoting the marketing message, promoting 

sales and the selling process (Gibson & Barkham, 2001; Nourse & Roulac, 1993). 

Those managing the property can likely grow the rental rate of a property at a faster 

and profitable rate when undertaking advertising campaign strategy and methods, as 

well as promotional efforts and personal selling activities (Kyle, 2013). 

 

The desired outcome of marketing rental space should always be the signing of a 

lease agreement (Kyle, 2013). “Leases are the engines that drive property values, but 

are perishable assets. Most commercial space must, therefore, be marketed on a 

continual basis so that desirable replacement tenants can be found in a timely fashion 

as leases expire” (Ling & Archer, 2017:557). International Real Estate Management 

(2011) highlights a number of aspects central to marketing: 
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• Prospective tenant identification.  

• Attracting prospect tenants.  

• Marketing effort is measured via prospect tenant property visits, cost of 

reaching tenants, number of tenants secured and length of time the space 

remains vacant.  

• Level of advertising depends on occupancy levels and property location. 

(IREM, 2011) 

 

To appropriately market a property requires those that managing the property fully 

understand the property features and locational circumstances, where management 

should focus on those attributes that make the property attractive to potential tenants 

and creating awareness in the property market about the property (IREM, 2011). 

Property advertising plans should be shaped by property type, supply and demand 

and the budget for advertising (Kyle, 2013). Promotional tools that can be utilised by 

those managing a property include; signs, brochures, direct mail, cold calling, press 

releases, broadcast advertising, internet and social media (Ling & Archer, 2017). 

Because commercial tenants are integral to leasing activities, advertising plays a more 

prominent role when it comes to them (IREM, 2011). A traffic report can help property 

managers identify what drew a new prospect to the property (IREM, 2011). Those 

managing a property should always strive to satisfy existing tenants in a property, 

since through renting recommendations, those satisfied tenants are likely to attract 

new tenants to the property and this form of marketing costs the property owner next 

to nothing (Kyle, 2013). 

 

3.8.2.3 Property Tenant Management  

 

The physical structure, technical functions and other tangible aspects of the property 

need to be managed so that the overall property is attractive enough to draw 

prospective tenants to lease space at the property, thereby increasing property cash 

flows (Kariya et al., 2005). The owner of a commercial property will only achieve 

success in their property investment when the space that the property provides has 

being leased to tenants and if all the leases contain a profitable rental rate. Once all 

the space is leased, both the actual property and tenants must be managed effectively 
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(Ling & Archer, 2017). Before the beginning of a new tenancy, both the prospective 

tenant and property management must inspect the space to confirm that all relevant 

improvements have been implemented as required (Kyle, 2013). It is advised that 

those managing a property do their best to prevent existing tenants from vacating the 

property as it is said to be cheaper to retain existing tenants than to attract new tenants 

(Li, 2003; Matzler & Hinterhuber, 1998; Palm, 2013). 

 

Managing a property includes tenant administration as a core function (Cloete, 2001). 

Those managing the property provide an effective service to tenants only when tenant 

expectations are met and the tenant experiences the benefits of the service provided 

(Thompson, 2015). Property management in the context of tenant management 

involves managing combinations of tenants, managing the structure of lease 

agreements, managing other intangible aspects that affect the value of a property 

(Kariya et al., 2005), finding tenants (Füss et al., 2012), collection of rentals and other 

payments due from tenants, maintaining good tenant relations (Cloete, 2001) and 

selecting tenants (Ling & Archer, 2017). 

 

As mentioned above, those managing a property need to select tenants and, in the 

case where the property is a multi-tenant property, management will have to consider 

the property tenant mix situation and manage the mix of tenants (Ling & Archer, 2017), 

thus those managing a multi-tenant property are responsible for establishing a proper 

tenant mix (Oyedokun et al., 2014) and the constant management and monitoring of 

the tenant mix is crucial (Kyriazis & Cloete, 2018; Downie et al., 2002), since tenant 

mix management is vital for pedestrian flow within the property (Kyriazis & Cloete, 

2018). Those managing retail properties need to be aware of the extent to which the 

property is attractive to retail shoppers to the benefit of the tenants (Abghari & 

Hanzaee, 2011; Wong et al., 2001). All tenants in the retail property should add to the 

attractiveness of the property, maintain the positioning and, add to retail synergy 

(Kirkup & Rafiq, 1994). 

 

Tenants are generally concerned with location, form and function of the building and 

the rent (Sanderson & Devaney, 2017; Sanderson & Edwards, 2014), but most 

importantly, tenants are concerned with the satisfaction derived from the service 

provided by those managing the property and which would likely impact upon overall 
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occupier satisfaction (Sanderson & Devaney, 2017; Sanderson & Edwards, 2016). For 

property owners to benefit from long-term leases, rental growth and capital 

appreciation, more attention needs to be given to the satisfaction levels of occupiers 

(Oyedokun et al., 2014), since the level of satisfaction a tenant enjoys with regards to 

the service provided by management, is a direct reflection on the skills, strategy and 

ethical stance of those managing (Grover & Grover, 2015). In addition, superior 

management services that translate into higher tenant satisfaction have links to 

probably better property returns (Sanderson & Devaney, 2017). 

 

A tenant who makes rent payments for utilising space, has the same rights as any 

other paying customer, which is to receive exemplary service (Edington, 1997; 

Sanderson & Devaney, 2017). Like any other business, managing a property requires 

keeping customers satisfied (Ling & Archer, 2017). Property managers have the 

difficult task of having to build loyalty with existing tenants while securing new tenants 

with excellent service, since tenants are generally becoming more concerned about 

service levels. Furthermore, customer satisfaction is vital for customer retention and 

relationship building (Oyedokun et al., 2014). Property owners should benefit from 

providing better service levels to tenants, by means of increased lease renewal rates, 

improvement in reputation and fewer void periods (Sanderson & Edwards, 2016). 

 

Service is expected from all property managers (Lindholm, 2008; Palm & Palm, 2017), 

since service delivery is generally included in a property strategy (Gibson & Barkham, 

2001; Nourse & Roulac, 1993). A property manager should involve tenants in the 

property decision-making process in order to make sure that such decisions translate 

into a service delivery outcome that meets the requirements of the tenants (Edington, 

1997; Oyedokun et al., 2014). Moreover, management and tenants should work 

together, hence, tenants should provide management with service elements that need 

to be prioritised and worked on, and which are likely to improve tenant satisfaction, 

loyalty and advocacy levels (Sanderson & Edwards, 2016). 

 

Property management builds goodwill with tenants (Realty Publications, 2016). 

Communication is key to building goodwill, thus those managing the property should 

have the required communication skills to address tenant issues respectfully, 

conscientiously and promptly (Ling & Archer, 2017). Management should always be 
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empathetic, communicative and understanding towards tenants (Sanderson & 

Devaney, 2017; Sanderson, 2012). Occupier’s satisfaction with those managing the 

property is an important deciding factor of occupier advocacy of a property owner 

(Sanderson & Devaney, 2017). As a rule of thumb, management should always keep 

tenants informed about how management values their business as this is likely to 

improve tenant satisfaction. In reality, every time those managing the property are in 

contact with the tenant, it is an opportunity for management to convince a tenant, even 

more, about renewing an upcoming expiring lease (IREM, 2011). Aspects that can 

further entice lease renewal intentions include value for money management services, 

management trustworthiness and management professionalism (Sanderson & 

Devaney, 2017).  

 

Over and above service received, lease renewals are more likely when tenants are 

satisfied with the property location, appearance and structural integrity (IREM, 2011). 

A property manager should consider the following building factors, as these factors 

are important for keeping, pushing or pulling tenants, namely; appearance, rental 

price, land price, health and safety, building age, too much or too little space, extension 

possibilities, internal climate, internal sound, internal light, flexibility, operating costs, 

quality of fittings, facility services, saleability, maintenance state, rental contract, 

ownership conditions and layout (Appel-Meulenbroek, 2008). 

 

Current dissatisfied tenants can cause serious harm to the future occupancy prospects 

of a property (Ling & Archer, 2017). Insensitive property management may result in a 

tenant vacating a property (Oyedokun et al., 2014). Occupancy problems create 

burdens for those managing the property, as they are left with sorting out the property 

vacancies (Kirkup & Rafiq, 1994). Those managing properties should always consider 

both the needs of tenants and the physical building and not just the physical building 

(Oyedokun et al., 2014) and they should establish and sustain long-term, strong 

relationships with tenants to maximise their satisfaction with the property and 

management service and, thus, they will be more likely to renew a lease under these 

conditions (Bell, 2001; Oyedokun et al., 2014). Lastly, property managers should 

always strive to provide a service to tenants in the most cost-effective manner and 

always offer credible advice to tenants when needed (Sanderson & Edwards, 2016). 
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3.8.2.4 Property Personnel Management  

 

Those managing a property are likely to have human resource management 

responsibilities of hiring and supervising property personnel as well as payroll 

administration (IREM, 2011). Property personnel are usually responsible for customer 

service and fault reporting tasks (Blomé, 2010; Palm, 2013).  

 

Property personnel who are committed to the goals set by management are likely to 

improve the success rate of leases (IREM, 2011). Occupier satisfaction is likely to 

improve, with a property service personnel workforce that is highly skilful, has good 

attitudes and behaves appropriately, thus attributing to an overall better property 

management service (Devaney, 2017; Phillips & Roper, 2009; Rasila, 2010; Levy & 

Lee, 2009; Sanderson, 2012) Overall superior property management, due to better 

customer service, may act as a hedge against falling demand for space (Sanderson & 

Devaney, 2017). Efficient property maintenance requires personnel that will meet the 

needs of a building. Staffing and scheduling requirements will vary with the type, size 

and regional location of the property (Kyle, 2013). Personnel to do maintenance work 

can be from hiring onsite staff or using management firm employees (IREM, 2011). 

 

3.8.2.5 Commercial Lease Administration  

 

Leasing is a very important task of property management, since leasing is vital to the 

property financial returns. Leasing, in the context of property management, entails 

marketing space available, setting rental levels, soliciting prospects and negotiating 

(Cloete, 2001), executing leases (Cloete, 2001; IREM, 2011), the process of 

marketing, tenant selection, contract writing (Blomé, 2010; Palm, 2013), administering 

lease terms, collecting rents, providing services to the resident or the commercial 

tenant (IREM, 2011) and enforcing tenancy and lease covenants (Hui et al., 2011; 

Oyedokun et al., 2014; Singh, 1996). Importantly, those managing the property must 

fully understand each and every lease clause (Ling & Archer, 2017). In summary, 

those managing a property and the commercial leases of the property must preserve 

and improve all the leases while at the same time keep the tenants happy (Rider, 

2006). 
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Before leasing to a prospective tenant, those managing a property need to ensure that 

the tenant has the capacity to pay the required rental rates and management needs 

to ensure that the tenant quality matches the property in order to minimise rent 

collecting and other issues (Ling & Archer, 2017). Lease application verification is an 

essential task for property management (Kyle, 2013). Furthermore, management must 

ensure that all leases are written (IREM, 2011). If a property manager is convinced 

that a prospective tenant is financially sound and the building suits the tenant quality, 

the manager must then close the transaction (Kyle, 2013). 

 

Those managing a property should always have the required information on the 

property, to match future tenant expectations with specific properties and their 

attributes and should be constantly aware of any prospective tenants that may be 

interested in renting (Palm, 2013). What is vitally important is that property managers 

must always negotiate profitable lease contracts and time lease contract negotiations 

properly (Füss et al., 2012) and this would include negotiating lease renewals or new 

leases. As a rule of thumb, management should always participate in the negotiations 

(IREM, 2011).  

 

Property managers must always consider the rent and the lease itself. Moreover, 

property managers should always be proactive and regularly check the schedule of 

lease expirations. Furthermore, existing rental rates should always be compared with 

those rates projected in the real estate market (Rider, 2006). It is crucial that a property 

manager is always aware of any changes likely to happen to future rental rates, so 

that any new lease negotiations can include up-to-date rental rate information (Realty 

Publications, 2016). 

 

The relations between a tenant and property owner are likely to be hostile (Crosby et 

al., 2003; Halvitigala et al., 2011; Sanderson & Devaney, 2017). A contentious 

situation between a property owner and tenant usually occurs when a lease expires 

and new lease term negotiations are due. Usual negotiating points include rent 

increases, the length of the new lease term and the extent of repairs, service and 

rehabilitation that are conditions of renewal (IREM, 2011). Long-term lease 

agreements can mitigate the risks of tenants becoming dissatisfied and walking away 

easily, as high tenant turnover is costly (Ling & Archer, 2017). Those managing a 
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property can seek assistance from independent leasing brokers and in-house leasing 

agents (Ling & Archer, 2017). Leasing agents can contribute to rent maximisation and 

can assist with legal issues (Sanderson, 2012; Sanderson & Devaney, 2017;).  

 

3.8.2.6 Maintenance Management of Properties  

 

Building maintenance and adaption are crucial (Thomsen & van der Flier, 2011; 

Thomsen, 2010) since buildings can only endure with the help of regular reinvestments 

in maintenance (Thomsen & van der Flier, 2011) and this explains why one of the most 

important objectives of property management is to provide maintenance services (Hui 

et al., 2011). A function of the management of a property would notably include 

maintenance (Cloete, 2001) and overseeing maintenance (IREM, 2011; Oyedokun et 

al., 2014). Property maintenance requires an accurate assessment of the needs of the 

building and those managing the property should set the property maintenance 

objectives (Kyle, 2013) 

 

Managing physical structures, technical functions and other tangible aspects of a 

property is done so with the objectives of maintaining the value of the property and 

attracting tenants, thus contributing to property cash flows (Kariya et al., 2005). 

Additionally, the management of the physical building contributes to building 

presentation, functioning, condition and, thus, value (IREM, 2011). Tenants will not be 

able to make a profit unless their operations within the leased space can run smoothly, 

thus it is vital that property managers maintain upkeep of the building so that tenant 

operations function efficiently (Cloete, 2001).  

 

It is essential that property managers keep a building in a good condition and at an 

expected standard (Hui et al., 2011). Managing the physical building must always be 

done in alignment with the property owner’s goals (IREM, 2011), since property 

owners are ultimately responsible for the upkeep of a building (Ho & Liusman, 2016). 

“Maintenance is a continuous process of balancing services and costs, thus property 

management must work to please tenants and preserve the physical condition of the 

property while minimising operating expenses and improving the owner’s margin of 

profit” (Kyle, 2013:166). Those managing and maintaining a property must always 

adopt an operational-efficiency perspective (Palm & Palm, 2017; Lindholm & 
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Nenonen, 2006), since reacting swiftly and efficiently to maintenance requirements will 

likely result in long-term savings in operating costs (Ling & Archer, 2017).  

 

“Maintenance must be construed in the broad sense and that includes a reasonable 

element of improvement so that buildings keep abreast of rising standards of comfort 

and amenity. A narrow view of maintenance is likely to lead to unnecessary 

depreciation in the value of assets” (Cloete, 2001:9). Property obsolescence reduces 

the value of a property and poor building maintenance is likely to increase the chance 

of property obsolescence occurring, therefore, maintenance is a crucial and strategic 

imperative for those managing the property (Jamila & Nuhu, 2019). Addressing 

building physical obsolescence with constant maintenance and repair is an important 

way in which a property manager will be able to obtain higher rental rates from 

prospective tenants (Realty Publications, 2016). If property management wants a 

property to be able to earn a certain rental rate, then an effective and adequate 

maintenance culture is required (Jamila & Nuhu, 2019). Those managing a property 

are required to undertake physical asset management, engineering activities, 

reliability-centred maintenance multi-skilling, total productive maintenance and hazard 

and operability studies (Hipkin, 2001; Razali & Juanil, 2011). Property caretaking 

entails day-to-day activities and control over indoor and outdoor areas, includes tenant 

consultations, day-to-day care of property, maintenance, solving problems related to 

fault reports and repairs (Blomé, 2010; Palm, 2013).  

 

Maintenance involves servicing, rectification, replacement and renovation (Cloete, 

2001). According to Realty Publications (2016), the responsibility for maintenance 

includes determining necessary repairs and replacements, contracting for repairs and 

replacements, confirming completion of repairs and replacements and paying for 

completed repairs and replacements. Even if some maintenance responsibilities are 

transferred to tenants in lease agreements, there will always be a level of maintenance 

responsibilities for the property manager (Realty Publications, 2016). Those managing 

the property will always at some stage be required to conduct ordinary repairs, conduct 

replacements, conduct alterations, comply with lease agreements, comply with 

governmental regulations and comply with insurance requirements (IREM, 2011). 

Futhermore, those managing a property are required to undertake routine 
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maintenance, preventive maintenance, corrective maintenance, new construction 

maintenance and deferred maintenance (Kyle, 2013).  

 

Those managing a property should adopt a comprehensive maintenance programme 

that involves replacing short-lived items, anticipating non-recurring capital expenditure 

and annual and seasonal inspections (Ling & Archer, 2017). Furthermore, a 

maintenance programme should include plans for preventive maintenance, routine 

inspections, handling maintenance requests and control plans (Kyle, 2013). The 

benefits of a comprehensive maintenance programme include; tenant retention, curb 

appeal, reduced operating costs, preservation of property value, enhanced property 

value (IREM, 2011), increased likelihood of lease renewals, reduction in vacancies 

and reduction in lease turnover costs (Ling & Archer, 2017). 

 

Preventive maintenance entails regular inspections (Jamila & Nuhu, 2019), ensuring 

reliable functional performance, extending the useful life of building components and 

regular maintenance (IREM, 2011). There are situations where a property owner 

deliberately delays maintenance work in order to minimise monthly operating 

expenses, save costs, meet budget funding levels, or realign available budget monies. 

The maintenance work is only undertaken when absolutely necessary or in an 

emergency (IREM, 2011) and this describes deferred maintenance (Kyle, 2013). 

Deferring maintenance and repairs can in the short-run increase property net 

operating income (Ling & Archer, 2017). However, deferred maintenance is likely to 

lead to a deteriorating building, diminishing use of a building, diminishing occupancy 

level of the property, a diminishing of the property value (Ling & Archer, 2017), asset 

impairment, higher costs, asset failure, health and safety implications, excessive and 

costly repairs (IREM, 2011) and endangering the health and safety of tenants (Realty 

Publications, 2016). Those managing a property can address and cure deferred 

maintenance with the necessary repairs and improvements (Kyle, 2013). In addition, 

when there is a new property manager, often deferred maintenance is discovered that 

was not addressed by the previous manager and thus a plan and resolution regarding 

the deferred maintenance must take place with immediate effect (IREM, 2011). 

 

Over-design and over-specification are likely to increase the cost of maintenance and 

refurbishment (Baum, 1994; Ellison et al., 2007). Corrective maintenance can address 
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the improper installation of building elements, the use of an improper component, 

functional obsolescence of a component and improper or irregular maintenance of a 

building element (IREM, 2011).  

 

Those managing the property need to consider the following in order to achieve 

maintenance objectives, namely; building records, expenditure records, establishing 

maintenance requirements, estimates and budget information, budgetary control, 

methods of execution, communication with tenants and staff and decision-making 

about the execution of maintenance (Cloete, 2001). Personnel to do maintenance 

work can be onsite personnel, management firm employees or contractors (IREM, 

2011). 

 

3.8.2.7 Property Risk Management  

 

Property management involves risk management, which includes various physical 

risks affecting a property and its users (Cloete, 2001). Therefore, managers need to 

consider security, insurance, environmental concerns, disaster recovery (Cloete, 

2001), tenant safety (Ling & Archer, 2017) and regular cleaning and repairs (IREM, 

2011). Building security is crucial to both tenants and property owners (Portman, 

2018), thus, managers must ensure effective property security systems (Oyedokun et 

al., 2014; Singh, 1996). In addition, effective maintenance programmes boost building 

security (IREM, 2011). Risk assessment involves physical inspections, assessment of 

defects, assessment of remedial actions, assessment of consequential events and the 

assessment of the probability of the consequential event occurring (Cloete, 2001). 

 

3.8.3 Outsourcing Property Management Functions 

 

Owners of property have to make a crucial decision on how a property is going to be 

managed (Klingberg & Brown, 2006; Li & Monkkonen, 2014). Property owners have 

the strategic choice (Abatecola & Cafferata, 2014; Palm & Palm, 2017) of having the 

entire real estate management function done in-house (Palm, 2016), managing the 

property (Abatecola & Cafferata, 2014; Palm & Palm, 2017), or can choose to 

outsource all or parts of the real estate management function (Abatecola & Cafferata, 
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2014, Palm, 2016; 2017; Usher, 2004), such as caretaking (Palm, 2013) and specific 

real estate tasks (Gibler & Black, 2004).  

 

When a property owner seeks a professional property manager to manage a property, 

the management position becomes the official occupation of the property manager. 

The property manager would usually be employed, based on the management 

expertise that the property manager possesses, and where such expertise should 

translate into the property being looked after at the lowest possible cost while rental 

income is either maintained or improved and vacancy rates are kept low and 

reasonable (Realty Publications, 2016). Property developers are known to have 

separate property management departments or hire outside management firms to 

manage (Rider, 2006). Large companies that own many properties usually have the 

management responsibility handled by a separate property management department 

(Cloete, 2001). Real estate functions are generally managed by several entities within 

a corporate structure (Hartmann et al., 2010). Real estate human resources, 

operations, finance and other entities can have their own real estate responsibilities 

within them (Bogle, 1999; Hartmann et al., 2010) or real estate functions can be 

divided among operating units (Hartmann et al., 2010; Knowles, 2004).  

 

A property owner can also choose to personally manage the property (Klingenberg & 

Brown, 2008). Property investors usually hire a property manager to manage their 

investment properties, especially if the owner does not live close to a specific property, 

and where the manager can be a hired individual or management can be outsourced 

to a property management service company (Cloete, 2001). Owner-managed 

properties are likely to run more smoothly and easily, due to owner time commitment 

to the property, owner commitment to property results, employees likely not caring as 

much about a property as would a property entrepreneur (Rider, 2006), owners 

controlling the expenditure, owners managing the lettings process, owners interacting 

with tenants and owners influencing property performance outcomes (Sanderson & 

Devaney, 2017).  

 

Alternatively, as mentioned earlier, a property owner can contract management 

services to a third party (Klingenberg & Brown, 2008). The goal of property 

management is to achieve the objectives of the property owner, via property 
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operational means. In general the management function includes strategic and 

operational functions. Strategic functions include investor strategic goals, while 

operational functions entail maintaining a property (Głuszek & Zięba, 2014).  

 

It has being noted that brokerage, construction and property management can be done 

more effectively and efficiently when outsourced, but property strategic decisions 

should be done in-house (Hartmann et al., 2010; Manning et al., 1997), in other words, 

mainly the operational functions are outsourced, while strategic functions are kept in-

house (Hartmann et al., 2010), value creating functions (Manning, Rodriguez & 

Roulac, 1997; Palm & Palm, 2017) and functions which provide competitive 

differentiation (Farncombe & Waller, 2005), should not be outsourced (Farncombe & 

Waller, 2005; Manning et al., 1997; Palm & Palm, 2017), as the risks as such outweigh 

the benefits (Farncombe & Waller, 2005). Before considering doing a task in-house, a 

property owner should check to see if the same task cannot be done more cheaply, if 

outsourced (Coase, 1937; Hätönen & Eriksson, 2009; Palm, 2013). As a summary, 

Cloete (2001) notes the three property management options. 

 

• Owners themselves do the property managing. 

• A property manager professional is hired to work for the owner for a salary. 

• Property management is outsourced to a service provider for a fee. 

 

A property manager needs to be able to make decisions, needs to be able to work with 

people and should always serve in the best interest of the property owner and tenants 

(Kyle, 2013). The property manager must always provide sound advice, thus the 

property manager should be allowed to voice an opinion about proceeding with 

projects or investments. Furthermore, a property manager must contribute to property 

management strategies that are intended to improve the property (Rider, 2006). 

According to Cloete (2001), hiring a manager can add value, in the following ways: 

 

• Can provide advice on how optimise lease income. 

• Actively manages the tenant mix. 

• Establishes and maintains harmonious relationships with tenants. 

• Provides property capital improvement advice. 
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• Provides maintenance of manuals and building maintenance data for each 

property. 

• Can provide financing and investment advice and data. 

• Provides management in order to deal with the environments in which the 

properties are located. 

(Cloete, 2001) 

 

As noted before, a property manager needs to supervise, coordinate and control all 

property-related activities (Baldwin, 1994; Ling & Archer, 2010; Palm, 2013). A hired 

property manager must undertake the role of the owner in conducting the day-to-day 

operations of the property, maintaining the property, advertise the property for leasing, 

selecting tenants, marketing the property to prospective tenants, setting rental rates, 

collecting rent, complying with all applicable landlord-tenant laws, maintaining tenant 

relations, negotiating and signing leases, hiring and paying property personnel to 

operate and maintain the property, filing all necessary reports and communicating with 

the property owner (Ling & Archer, 2017).  

 

Outsourcing is about a business getting external service providers to undertake tasks 

that are currently being done by the business itself (Gibler & Black, 2004), in other 

words, outsourcing is contracting-out services that previously were performed in-

house (Atkin & Brooks, 2015; Palm & Palm, 2017). In the context of real estate, 

outsourcing involves transferring real estate tasks to external property services 

companies who undertake property management functions and also manual services, 

including estate asset functions, budgetary control, communication with tenants, 

planning and project management, quality assurance as well as maintenance, security 

and cleansing (Lam, 2012). Businesses outsource certain activities so that  they can 

focus on their core competencies (Gibler & Black, 2004) including, identifying, 

cultivating and exploiting core competencies (Gibler & Black, 2004; Prahalad & Hamel, 

1990) and developing a competitive advantage (Gibler & Black, 2004), since a focus 

on core competencies is likely to improve performance (Dess, Rasheed, McLaughlin 

& Priem, 1995; Gibler & Black, 2004). 
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Property owners must decide on how to organise and coordinate the property 

management function (Palm, 2016), even if it means the property owners themselves 

performing the property management function (Klingenberg & Brown, 2006) or 

companies employing an in-house property management team (Reed & Sims, 2014).  

Outsourcing should always lead to supply continuity, better service quality and lower 

costs (Farncombe & Waller, 2005). It is not easy deciding on the extent to outsource 

real estate tasks (Gibler & Black, 2004). Property management tasks are generally 

outsourced and contracted out (Field Fisher Waterhouse & Remit Consulting, 2004; 

Lam, 2012), particularly for companies who do not specialise in real estate but own 

properties that require property management (Gibler & Black, 2004).  

 

Real estate strategic functions should be kept in-house (Gibler & Black, 2004; 

Klingenberg & Brown, 2006) and real estate day-to-day tasks can be outsourced 

(Hartmann et al., 2010; Kimbler & Rutherford, 1993). A decision to use in-house 

departments or external service providers should also be based on where the best 

service can be obtained (Krumm, 2001). Thus, cost and performance quality of the 

outsourced service should always be considered (Lam, 2012). Real estate tasks 

should only be outsourced to those service providers whose core business is property 

management (Farncombe & Waller, 2005). Property owners should continuously 

evaluate the existing property management services, in order to determine whether 

existing management should be retained or replaced. Ineffective property 

management that hinders property investment progress and mishandles property 

expenses should be replaced with immediate effect (Brophy & Chen, 2010).  

 

Outsourcing can only work when the agent and principal work closely together, 

ensuring each other’s interests (Gibler & Black, 2004). Moreover, reliable vendors that 

are loyal and trustworthy and share a common vision with the client, need to be 

identified first (Dess et al., 1995; Gibler & Black, 2004). Danger exists for the client 

when the service provider acts in a self-serving manner that reduces the benefits to 

the client from outsourcing, thus crucial decisions may subvert rather than support 

client goals (Gibler & Black, 2004). The outsourcing process should be controlled by 

monitoring staff with the relevant training (Dale, Williams, Barber & Wiele 1997; Lam, 

2012). Before considering what to outsource and keep in-house, a property owner 

should consider the following activities; acquisition and disposal, technical activities 
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that entail maintenance, landlord and tenant work, valuation and, lastly, consultancy 

activities that entail research and technical and management consultancy (Gibson & 

Barkham, 2001; Gibson, Jones, Robinson & Smart, 1995). Various reasons for 

outsourcing, according to a number of different authors, are the following: 

 

• Tasks can be more efficiently organised (Palm, 2013). 

• Property tasks can be improved, especially in terms of regular maintenance (Li 

& Monkkonen, 2014). 

• Buildings require substantial manpower due to building management and 

maintenance tasks required (Ho & Liusman, 2016; Hui, 2005). 

• Experience and dedication (Ho & Liusman, 2016; Hui, 2005). 

• Likely better quality and lower costs (Ho & Liusman, 2016; Hui, 2005) 

• General lack of specialisation in property (Gibler & Black, 2004) 

• Concentrate resources to build core skills (Gibler & Black, 2004). 

• Specialised expertise skills of suppliers (Borisova, 2011; Brown & Wilson, 2005; 

Sridarran & Fernando, 2016; Usher, 2004). 

• Organisations should look beyond their own resources in order to survive 

(Sridarran & Fernando, 2016). 

• Can assist in managing the competition (Corbett, 2004; Sridarran & Fernando, 

2016). 

• Transfering all the liabilities to the outsourced party while maintaining authority 

to modify any terms (Brown & Wilson, 2005; Sridarran & Fernando, 2016; 

Borisova, 2011; Usher, 2004). 

• Avoiding investments to establish new departments (Borisova, 2011; Brown & 

Wilson, 2005; Sridarran & Fernando, 2016; Usher, 2004). 

• Make changes in scope, scale, location and quality (Borisova, 2011; Brown & 

Wilson, 2005; Sridarran & Fernando, 2016; Usher, 2004). 

• Less focus on non-core activities (Borisova, 2011; Brown & Wilson, 2005; 

Sridarran & Fernando, 2016; Usher, 2004). 

• Improvements in quality of service (Farncombe & Waller, 2005) 

• Improvement in business focus (Farncombe & Waller, 2005) 

• Increase managerial attention and resource allocation to those tasks that the 

firm does best (Gibler & Black, 2004). 



509 
 

• Increased flexibility (Gibler & Black, 2004). 

• Economies of scale, specialisation and market experience (Borisova, 2011; 

Brown & Wilson, 2005; Sridarran & Fernando, 2016; Usher, 2004). 

• Efficiency gains and effectiveness (Zúñiga 2005) 

• Lower transaction costs (Zúñiga 2005) 

• Timely updates of property market values (Zúñiga 2005) 

• Services provided in a more cost-effective manner (Gibler & Black, 2004). 

• Peace of mind that the buildings are likely to be in good hands (Ho & Liusman, 

2016; Hui, 2005) 

 

These are the reasons given for a decision not to outsource, according to a number of 

authors. 

 

• Control is often dependent on the behaviour and attitudes of monitoring staff 

(Dale, et al., 1997; Lam, 2012). 

• Real estate management is often overlooked by potential outsourcing providers 

(Farncombe & Waller, 2005). 

• Real estate teams may only have a vague understanding of operating 

processes, making it difficult to decide what to outsource (Farncombe & Waller, 

2005). 

• Real estate information systems track the whole real estate process, thus when 

divided between parties inside and outside the organisation, neither gets 

tracked efficiently (Farncombe & Waller, 2005). 

• The existing real estate team may seek to show that the existing team is not a 

commodity and this reinforces team value, by abandoning performance 

measures and making its procedures overly complex (Farncombe & Waller, 

2005). 

• Outsourcing also may result in lower investment in development of internal 

skills (Gibler & Black, 2004). 

• Internal cross-functional integration will not be possible (Gibler & Black, 2004). 

• Once investment in any competence is reduced, it may be difficult to renew that 

competence (Gibler & Black, 2004). 

• May denigrate the existing skill set (Gibler & Black, 2004). 
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• Decrease operational control (Gibler & Black, 2004). 

• Providers lack understanding of the corporate culture and history (Gibler & 

Black, 2004) 

• Agent practices and procedures are not appropriate for all clients (Gibler & 

Black, 2004). 

• Lack of agreement between the client and service provider (Gibler & Black, 

2004). 

• Long-term strategic costs (Gibler & Black, 2004; Lei & Hitt, 1995) 

• There could be higher costs (Zúñiga 2005) 

• Less negotiating power (Zúñiga 2005) 

• Loss of control (Zúñiga 2005) 

• Inability to control outsource provider performance (Zúñiga 2005) 

• Loss of learning (Zúñiga 2005) 

• Loss of internal relationships (Zúñiga 2005) 

• Loss of participation in overall strategy (Zúñiga 2005) 

 

As the size of the property portfolio of a property investor increases, the economies of 

scale are likely to increase, thus making more sense to retain in-house real estate 

expertise (Ling & Archer, 2017). Properties involve a physical and financial assets as 

well as a place where activity takes place. Therefore, managing a property potentially 

gives rise to a range of management objectives and issues, resulting in inherent 

conflicts in the sets of objectives concerning physical asset, financial asset and the 

organisational asset (Gibson, 1994). When a property owner hands the management 

of the property to someone else thus, can introduce the principal-agent problem 

(Jensen & Meckling, 1976; Klingenberg & Brown, 2008), in other words, conflicts may 

enter the business arrangements (Klingenberg & Brown, 2006).  

 

Property managers can either be self-employed or an employee of a management 

company (IREM, 2011). Over and above trying to make money from a property, a 

property owner needs to consider repairs, maintenance, payroll, personnel, attention 

to legal issues and maintaining occupancy, where a property owner who may need 

help can consider working with a third-party property management firm (Thompson, 

2011). Property owners are known to frequently hire property management 
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companies. Property management companies can bind property owners to leases and 

have day-to-day management powers (Portman, 2018). There are usually an 

abundant of property management firms to choose from (Lam, 2012) with a variety of 

specialties (Razali & Juanil, 2011).  

 

Property management companies are said to contribute to rent growth, better quality 

of service to tenants (Benjamin & Lusht, 1993; Ho & Liusman, 2016), improved tenant 

loyalty and increases in the chances of securing new tenants (Palm & Palm, 2017; 

Oyedokun et al., 2014). Furthermore, property management companies can assist in 

overcoming information asymmetries between property owners and tenants 

(Klingenberg & Brown, 2006; Sirmans & Sirmans, 1991). 

 

Property management companies may provide knowledge that a property owner may 

not possess, in terms of ‘know-where’, ‘know-who’, ‘know-what’, ‘know-when’ and 

‘know-why’ (Razali & Juanil, 2011). According to Thompson (2011), benefits of utilising 

a property management company includes: 

 

• Knowledge of laws 

• Experienced property management companies have a pool of talented, 

experienced professionals to manage the assets. 

• Marketing expertise 

• Greater ability to negotiate better prices. 

• In-house property management often does not have the infrastructure and 

resources to continuously train staff and stay on top of industry developments. 

(Thompson, 2011) 

 

Instead of a firm, a property owner can approach a managing agent. A managing agent 

is an external consultant who can perform property manager duties (De Toni, 

Fornasier & Nonino, 2012; Sridarran & Fernando, 2016) and manages and arranges 

the required service providers (Atkin & Brooks, 2009; Sridarran & Fernando, 2016). 
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3.8.4 Turnaround and Management  

 

The following section provides literature that explains possible links between 

turnaround and organisational management. Management is likely to be the most 

crucial capability requirement of an organisation, since good overall organisational 

performance is deeply dependent on management that is highly effective at managing 

(Harrison & Pelletier, 1998).  As previously noted, to assist with a firm’s survival, 

managerial restructuring is seen as an effective strategy (Schweizer & Nienhaus, 

2017) and in addition has been explored as a turnaround strategy (Pretorius, 2008; 

Sudarsanam & Lai, 2001). Many reasons exist that cause a firm to go into a state of 

decline, where one important reason entails poor management (Angwin, McGree & 

Sammut-Bonnici, 2015). Furthermore, if a firm finds itself in a state of decline and does 

not have effective management to manage a turnaround process to get the firm back 

on track, this will ultimately keep the firm on the decline path and, thus, eventually lead 

to failure and bankruptcy (Lohrke et al., 2004; Weitzel & Jonsson 1989). Turnaround 

processes that do not seem to be effective in reversing decline, generally occur due 

to those managing the organisation incorrectly diagnosing the causes of the decline 

and, thus, making the response ineffective (Pretorius, 2008). 

 

Since each organisation is unique in unique circumstances and situations, 

organisations will have different approaches to dealing with exchanges in top 

management (Espen & Thorburn, 2003, 2008; Schweizer & Nienhaus, 2017). It has 

being identified that changing top management is a precondition for successful 

turnarounds (Bibeault, 1982; Hofer, 1980; Panicker & Manimala, 2015; Patton & 

Riggs, 1976; Slater, 1999). Moreover, a precondition for successful turnaround 

strategies that make way for sustained recovery, requires management that is good 

and effective (Angwin et al., 2015). As mentioned earlier, business failure generally is 

attributed to mismanagement, where Collard (2010) describes some management-

related issues that are signs of a path towards organisational failure: 

 

• Autocratic tendencies 

• Ineffective communication 

• Neglect of human resources 

• Inefficient compensation and incentives  



513 
 

• Disregard for company goals  

• Business and customer decline 

• Inadequate analysis of external environment and existing strategies 

• Lack of useful financial information 

• Expansion plans usually end up in failure. 

• Growth not appropriately managed. 

(Collard, 2010) 

 

Management needs to know how to manage the concerns of various stakeholder 

groups affecting a business, such as executives, function managers, employees, 

lenders, vendors, customers and others (Collard, 2010), since managers somehow 

have to improve the performance situation of a declining firm, within budget constraint 

and limited resource circumstances, while at the same time having to appease the 

various stakeholders and their interests. Despite the stakeholders giving management 

the mandate to turn the performance of a declining firm around, management’s ability 

to turn things around is still limited by board supervision, creditors, bondholders, banks 

and suppliers (Trahms et al., 2013). 

 

It has been identified, that the replacement of part or of all of the top management 

team is likely to assist with turnarounds (Kesner & Dalton, 1994; Lohrke et al., 2004; 

Schoenberg et al., 2013). The intrinsic beliefs of a chief executive officer in a 

turnaround opportunity contributes to strategy innovation and, thus, will likely be an 

important determinant of a successful turnaround outcome. Therefore, leadership 

change is almost and always a likely given, in a turnaround process (Schweizer & 

Nienhaus, 2017; Stopford & Baden-Fuller, 1990). 

 

Often, even when there are early, obvious signs of decline, management overlooks or 

even attempts to conceal decline and those who may take decline seriously do not 

respond effectively (Rockwell, 2016). Managers that blame bad financial results and 

decline on unfavourable circumstances, rather than on management mistakes and 

weaknesses, are less likely to retrench and restructure and are thus not likely to attain 

a successful turnaround (Lohrke et al., 2004; Pearce & Robbins, 2008), while those 
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managers who accept that decline may be caused by controllable, internal problems, 

are more likely to initiate strategic change (Pearce & Robbins, 2008).  

 

Managers that are too scared to take responsibility for decline and failure, generally 

do not implement strategies to address the core problems, but instead waste money 

on ineffective strategies and on saving their personal reputations (Schoenberg et al., 

2013; Whetten, 1980a) and this is intensified when the advisors to the managers are 

not eager to pass on bad news to the managers, or do not take appropriate information 

seriously that needs to be reported (Schoenberg et al., 2013). In most situations, 

including an obvious crisis situation, undevoted managers may choose a path of least 

resistance, starting with actions involving the lowest possible risk and slowly 

undertaking more radical actions as the crisis deepens (Angwin et al., 2015). When 

deciding to replace top managers during times of organisational distress, personal 

characteristics of managers are an essential determining factor of the successfulness 

of the replacement (Boeker 1997; Hall 1994; Schweizer & Nienhaus, 2017; Ling, Zhao 

& Baron, 2007).  

 

Bad publicity about a firm in decline and pressures from shareholders generally puts 

the blame on the chief executive officer. Replacing the existing chief executive officer 

is likely to symbolise crucial change to the various stakeholder groups (Daily & Dalton, 

1995; Schoenberg et al., 2013). Most importantly though, a chief executive officer is 

replaced when the existing management team turns a blind eye or appears to be 

completely oblivious to the problems faced by a firm in decline (Bibeault, 1982; 

Gopinath, 1991; Kesner & Dalton, 1994; Schoenberg et al., 2013), or uses past 

solutions, to try and solve current problems (Arogyaswamy et al., 1995; Barker & 

Patterson, 1996; Schoenberg et al., 2013). However, the firing of the chief executive 

officer is not the determinant of a likely successful turnaround, but rather the attributes 

and dedication of the new chief executive officer required to successfully develop and 

implement turnaround strategies are (Chen & Hambrick, 2012; Schweizer & Nienhaus, 

2017). To improve the likelihood of a successful turnaround, a chief executive officer 

must be selected who acts as the appropriate leader during a turnaround, has a 

credible track record, can put a turnaround management team together, should come 

from outside the company, brings crisis dealing skills and must be a change agent 

(Collard, 2010), must bring new perspectives and assumptions, must bring different 
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personal backgrounds and experiences to those replaced and new ideas that can 

contribute to a successful turnaround (Barker & Duhaime, 1997; Schoenberg et al., 

2013). 

 

3.8.5 Distressed Properties and Property Management 

 

Cash flow levels that are not sufficient enough to cover debt payment obligations, 

generally describe a distressed situation (Schweizer & Nienhaus, 2017). A distressed 

property normally generates net operating income close to zero, due to various 

reasons, with poor management being one of the many reasons (Healy,1989). A 

distressed property would likely have a reduced level of net operating income which 

is unable to cover the debt service (Brophy & Chen, 2010; Cornell et al., 1996).  

 

According to Geltner et al., (2014:237), “net operating income results from the 

subtraction of operating expenses from all sources of revenue previously discussed 

(rental revenue net of vacancy allowance and expense reimbursements)”. In order to 

maintain or improve property value, effective property management is vital to 

achieving this (Ling & Archer, 2017), since revenues and performance levels are likely 

to decline due to poor management in general, thus the adoption of effective property 

management is a likely solution to dealing with distressed properties (Brophy & Chen, 

2010). Property management must have the flexibility to respond to a range of 

property-related problems (Szelyes, 2017).  

 

Many factors determine the performance of a property, but a very important 

determining factor is the way in which a property is managed (Sanderson & Devaney, 

2017). Property investors who are looking at acquiring a distressed property are likely 

to look for a solid management structure (Altoon, 2010). As mentioned before, lower 

levels of net operating income of a property may be attributed to a property not being 

effectively managed (Ling & Archer, 2017). 

 

Property management is known to have an effect on property values, property rate of 

return, operating expenses and effective gross income (Skinner, 2007; Głuszek & 

Zięba, 2014) and without the contributions of property management, a property would 

likely be unable to maintain an income stream and value (Cloete, 2005). Properties 
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that are managed properly are a source of income, a tax shelter and a source of funds 

for future deals (Rider, 2006). By managing physical structures, building technical 

functions and other tangible aspects of the property, property management is able to 

attract rental-paying tenants to the property, thus producing cash flows and improving 

the property value (Kariya et al., 2005). Hence, property management is about 

managing property value (Palm & Palm, 2017). 

 

Property management includes finding tenants, negotiating profitable lease contracts, 

timing lease contract negotiations properly and using capital expenditures efficiently 

to improve property values while keeping operational costs as low as possible (Füss 

et al., 2012). In other words, property management has the objectives of minimising 

operating costs and improving capital value or rental value (Hui et al., 2011). 

Moreover, investing in improving property management that results in overall 

improvement in occupier satisfaction is likely to increase property returns, due to lease 

renewals, recommendations made about the property owner, reduced void periods 

and improved cash flows (Sanderson & Devaney, 2017).  

 

Despite property management contributing to capital appreciation, a property to meet 

its highest and best use, income generation, control operating costs and preserve and 

improve the structure itself, property management is required to have skills that are 

able to turn troubled properties around and back to profitability and market 

expectations (IREM, 2011); in other words, property repositioning efforts that may 

entail refurbishment and require enhanced property management, in order to 

potentially re-grade the overall quality of the property and improve the property 

revenues (Gahr et al., 2017). 

 

“The need for professional management is becoming more apparent as owners realise 

that the appreciable investment the owner has made in a property can be rapidly 

eroded in an era of rising costs and times of economic recessions. The cost of 

maintenance alone exceeds the original cost of a building over its lifetime, while the 

income of a building is critically dependent on the quality of management of the 

building” (Cloete, 2001:4). A property owner is likely to suffer losses as good tenants 

vacate, expenses escalate and unpaid past-due notices pile up, if a property is 

managed by ineffective property management, for too long (Kyle, 2013).  
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It can be hypothesised that good property management, whether the owner performs 

the task or hires someone else to manage, can increase the net operating income of 

a property by minimising operating costs and negotiating profitable lease contracts is 

expected from good property management and this should positively influence the 

financial recovery of the net operating income of a distressed or problem property, to 

a level that is sufficient to cover debt service for a number of repeated and consecutive 

time periods. 

 

3.9 CONTRACT CONSIDERATIONS FOR PROPERTY OWNERS 

 

The following section briefly discusses the independent variable, Contracts. The owner 

and property manager relationship, the management contract and principal-agent 

problem is discussed. Futhermore, the possible link between making changes to the 

property management contract and distressed properties is provided using present 

literature, by showing how such changes that align the interests of the property owner 

and management can contribute to a likelihood recovery of a distressed property.  

 

3.9.1 Property Owner and Property Manager Relationship 

 

How to organise and coordinate the property management function is up to the 

property owner (Palm, 2016), since owning properties requires determining who will 

be responsible for the management of the property (Klingberg & Brown, 2006; Li & 

Monkkonen, 2014; Palm & Palm, 2017). The key reason for investing in a commercial 

property is to earn a sustainable property income and this has made management the 

focus of the property owners as investors and property managers as agents 

(Oyedokun et al., 2014). After acquiring a property or completing a property 

development, the property owner or developer must decide on all aspects regarding 

the management of the property (Rider, 2006). Cloete (2001) notes that a property 

owner has three options with regards to property management: 

 

• The owners can manage the properties themselves. 

• The owners can employee a professional property manager as an employee who 

earns a salary from the owners.  
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• The owners can outsource the property management function to an external 

service provider on a fee basis.  

 

Deciding on which of the three above options to go with will likely depend on the 

property size, the level of control and authority required and costs (Cloete, 2001). “The 

long-term ownership of real estate puts investors in the business of providing services 

to users of the space; the provision of these services is extremely management 

intensive. Owners or their agents must repeatedly make management decisions that 

affect the value of the property and investors’ return on equity” (Ling & Archer, 

2017:556).  

 

As mentioned before, a property owner has the strategic choice (Abatecola & 

Cafferata, 2014; Palm & Palm, 2017) of keeping the entire property management 

function in-house with a dedicated property management department (Palm, 2016), 

who manage the property (Abatecola & Cafferata, 2014; Palm & Palm, 2017), or the 

owner can outsource the property management function (Abatecola & Cafferata, 2014, 

Palm, 2016; Palm & Palm, 2017; Usher, 2004). If a property owner decides to 

outsource the property management function, the property owner may have to hire 

external providers who are allocated specific property management responsibilities, or 

an external organisation to take on the entire property management function (Gibler & 

Black, 2004).  

 

As noted in the previous section, for outsourcing to work efficiently, the principal and 

agent must work closely together, the principal and agent must ensure each other’s 

interests’ are met, the client must communicate objectives and expectations to the 

provider, the provider must agree to the client objectives (Gibler & Black, 2004), 

service providers need to be loyal and trustworthy, service providers need to be 

reliable and service providers need to share a common vision with the client (Dess et 

al., 1995; Gibler & Black, 2004). The problems arise from outsourcing when the service 

provider does not understand the objectives of the client, the behaviour of the service 

provider is self-serving or there are misunderstandings between the client and service 

provider that lead to inefficient decisions which can undermine the goals of the client 

and thus, all of which may result in the advantages of outsourcing diminishing (Gibler 

& Black, 2004). 
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Pyhrr et al. (1989) and Cloete (2005) state that because properties need to be 

managed like any other business, a burden is placed on a property owner since if 

property management is conducted by an agent, the property owner will have to incur 

a cost which will reduce the property cash flow. In other words, hiring a agent to do 

the property management will force the property owner to incur a recurring expense 

(Cloete, 2001). Earlier, it was said that a property owner can hire a property manager 

as an employee or can approach an external service provider to conduct the property 

management function (Cloete, 2001).  

 

The manager assumes the role of the owner in conducting the day-to-day 

operations of the property. Tenants often do not know who owns the property; 

thus, they often view the manager as the ‘landlord.’ This view is justified 

because the property manager can have the legal authority to advertise the 

property for lease, set rents, negotiate and sign leases, hire and pay employees 

to operate and maintain the property, collect rents, and file all necessary reports 

to federal, state, and local agencies. Like the broker who operates on behalf of 

the seller under a listing agreement, the property manager works under a 

management agreement between the property owner and the property 

management firm. This agreement must be carefully prepared and negotiated 

and must clearly establish the manager’s duties, authority, and compensation 

(Ling & Archer, 2017:566).  

 

Once the hired property manager or service provider has assumed responsibility for 

the property management, the manager and team must maintain a mutually 

satisfactory relationship with the property owner (Cloete, 2001). Furthermore, the 

property manager is required to have the duties of care, obedience, accounting and 

notice at all times during the service to the property owner (Cloete, 2001; Kyle & Baird, 

1991). According to Kyle (2013) three relationships can exist between a property 

manager and property owner. 

 

• Employer-employee relationship 

• Formal fiduciary relationship 

• Principal-agent arrangement 
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Generally, a property owner and property manager have a contractual relationship 

known as the principal-agent arrangement (Kyle, 2013). Employing outside 

professionals, in other words, property management service providers, means the 

property owner is paying for both their knowledge and their labour (Gibler & Black, 

2004). Being an expert in the field and having the expertise are perceived as distinctive 

advantages of taking on a service provider (Gibler & Black, 2004). Managing 

properties is a challenging job that requires professional knowledge, skills and 

patience, which is why property owners are likely to hire property managers (IREM, 

2011). A property management company is likely to provide better property 

management services to a property owner if the management company has a stake 

in the subject property (Rider, 2006). The best way to ensure that property owner 

interests are served is to conduct regular, careful evaluations of property management 

agents (Sanderson & Edwards, 2016). In summary, a hired property manager would 

be mostly required to collect rent, manage maintenance, maximise property 

investment performance, develop intimate knowledge of the property, understand 

property owner philosophies and understand property operating requirements (Cloete, 

2001). 

 

Costs will likely always arise if a property owner decides to get someone else to do 

the property managing (Graham, Galbraith & Stiles, 2014; Klingberg & Brown, 2006; 

Palm & Palm, 2017) where these costs that arise with hiring a manager are known as  

the ‘principal-agent problem’ (Palm & Palm, 2017). In other words, hiring a third-party 

property manager will likely bring about the principal-agent problem (Jensen & 

Meckling, 1976; Klingenberg & Brown, 2008) and thus conflicts will likely enter the 

business arrangements, to the detriment of the property performance (Klingenberg & 

Brown, 2006). “The problem arises when an agent provides a service to the principal, 

which includes holding the principal’s capital as well as some level of the authority for 

decision-making with regards to the capital. Although the agent and the principal are 

each interested in utility maximisation, their individual objectives differ, often resulting 

in sub-optimal capital management and hence, return, for the principal” (Klingenberg 

& Brown, 2006:398).  
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“While both the owner and the manager aim for profit maximisation, conflicts exist in 

its achievement. The property manager has superior information regarding the status 

of the property, leaving the owner to develop additional incentives to align the 

manager’s profit goals with those of ownership” (Klingenberg & Brown, 2008:57). 

Property management and maintenance are always likely to be hindered by property 

management agency problems  (Ho & Liusman, 2016; Lai & Chan, 2004; Yau, Ho, 

Chau & Lau, 2009; Walters, 2002; Walters & Kent, 2000). Increasing the amount of 

assets to manage as well as general growth in operations will likely lead to more 

complex management situations, thus increasing the likelihood of agency conflict 

occurring  (Azasu, 2011). 

 

Maintaining a property requires complex work (Lam, 2012). Generally, principals, do 

not have the required task-related knowledge to manage real estate or are not up to 

scratch on the standards of property management practice (Gibler & Black, 2004). 

Service providers may be required, and taken on, not only to complete a specific task, 

but also to define scopes of work and set expectations (Gibler & Black, 2004). 

Professional services in general present a challenge in terms of performance 

monitoring (Lam, 2012; Walsh, 1995) plus it is challenging to ascertain as to whether 

the professional service was delivered as required, due the intangible and 

heterogeneous characteristics of services and this is said to become even more 

challenging when a client does not possess the required professional and technical 

background (Lam, 2012). Monitoring becomes very costly when the principal does not 

possess the necessary expertise and specialist knowledge (Gibler & Black, 2004).  

 

The situation is exacerbated when principals have little understanding of the tasks of 

the agent, leading to ambiguity about the contribution required by the agent in terms 

of such tasks (Gibler & Black, 2004). Behaviour and outcome-based metrics are 

pointless in situations where there is too much ambiguity regarding tasks (Gibler & 

Black, 2004; Sharma, 1997).  

 

3.9.2 The Principal-Agent Problem and Property Management 

 

As mentioned earlier, an agent is delegated authority to act on behalf of a principal or 

client, referred to as Agency Theory (Gibler & Black, 2004), thus the relationship 
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between the two parties is a cooperative one, but there are likely to be differences in 

goals and attitudes towards risk in general (Eisenhardt, 1989; Gibler & Black, 2004).  

 

“The agency problem appears when actions of one of the parties, e.g., the manager 

(the agent in the ‘principal – agent’ relation), may have a negative influence on the 

owner, the source of which may be hidden, unobservable manager’s actions or the 

information possessed by him, inaccessible to the owner” (Marona, 2013:43). Real 

estate researchers are well aware of the principal-agent problem within many aspects 

regarding real estate (Klingberg & Brown, 2006; Palm & Palm, 2017). The principal-

agent problem can be observed in real estate from appraisals (Downs & Güner, 2012; 

Palm & Palm, 2017), brokerage contracts (Munneke & Yavas, 2001; Palm & Palm, 

2017), transaction process (Lindqvist, 2011; Palm & Palm, 2017), leasing of 

commercial real estate (Benjamin, de la Torre & Musmeci, 1998; Palm & Palm, 2017) 

to asset management (Palm & Palm, 2017; Sirmans, Sirmans & Turnbull, 1999). 

Property owners will always have monitoring problems concerning property managers 

and normally property managers are given a substantial amount of power regarding a 

property and thus the actions of property managers are likely to affect property value 

in some way or other (Palm & Palm, 2017). Agents may seek to maximise their own 

interests at the expense of their clients, which is always a concern when taking on an 

agent to manage an asset (Gibler & Black, 2004). 

 

Property management should focus on customer relations, maintenance, renewing 

contracts and new lease agreements in order to truly satisfy the objectives of most 

property owners (Palm & Palm, 2017), but conflicts are likely to arise between property 

owners and property managers because of differences in economic incentives when 

management’s property ownership interest is less than 100 % (Rosenberg & Corgel, 

1990). “Two basic problems being the object of analysis appear upon the formation of 

an agency relation. The first one arises in a situation when the goals and endeavours 

of the principal and agent are in conflict, and when, because of the costs, the principal 

cannot check whether the agent is behaving properly. Another important element 

therefore appears, namely the agency costs” (Marona, 2013:44). Principals are 

doubtfully able to control and monitor agents who might and are likely to, act 

opportunistically at their expense  (Palm & Palm, 2017; Williamson, 1975). 

Opportunism equates to attaining personal interests and goals by being dishonest with 
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regards to any form of transaction (Lam 2012). When an agent behaves in an 

opportunistic way at the expense of the principal, such a situation may be labelled the 

moral hazard problem (Azasu, 2011; Milgrom & Roberts, 1992; Palm & Palm, 2017).  

In general, in business, there is the goal of maximising shareholder wealth, where 

managers are assumed to have the same goals. However, the moral hazard problem 

may cause a deviation of the goals of management to the goals of the shareholders 

(Jensen & Meckling, 1976; Ooi & Liow, 2002).  

 

According to Panda and Leepsa (2017), there are various causes of agency problems 

in business. 

 

• Is a separation of ownership from control. 

• Different risk perceptions 

• Managers are employed for a limited period. 

• Managers are significant stakeholders, but have limited earnings. 

• The majority shareholders make the decisions. 

• Managers are aware of all the information related to the business. 

• Managers are assumed to work in good faith. 

• The owners may take decisions to retain the earnings. 

(Panda & Leepsa, 2017) 

 

“The concept of ‘opportunistic behaviour’ relates to a situation when one party acts in 

its own interest and imposes costs on the other party that is larger than the gain that 

is due to the other party. This leads to inefficiency. The mere risk of opportunistic 

behaviour by either party entails transaction costs, because the simple reduction of 

risk for opportunistic behaviour involves costs in the transaction process” (Palm & 

Palm, 2017: 153).  

 

“Examples of transaction costs are costs associated with writing contracts, obtaining 

information and engaging in exchange. But since a transaction can be subject to 

opportunistic behaviour, costs associated with misunderstandings, conflicts and 

everything else that might interrupt the harmonious exchange of a service delivery are 

also considered as transaction costs” (Palm & Palm, 2017:153).  
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Transaction costs are likely never to equal zero in reality, since there will always be 

costs involving the gathering of information, negotiating contracts, establishing the 

final binding contents and enforcement (Coase, 1937; Gruszecki, 2002; Marona, 

2013).  

 

3.9.2.1 Agency Costs in Property Management Contracts 

 

The cost of monitoring, bonding and residual losses are all costs associated with the 

agent-principal problem (Jensen & Meckling 1976; Klingenberg & Brown, 2006; 

Rosenberg & Corgel, 1990). Agency costs may arise from the misalignment of 

interests between the agent and principal (Panda & Leepsa, 2017) and are said to 

increase as management ownership shares in an entity decline (Lease, McConnell & 

Michelson 1983; Rosenberg & Corgel, 1990). Futhermore, agency costs are likely to 

be affected by the level of competition that exists for management from outside firms 

and management replacement costs (Fama, 1980; Jensen & Meckling, 1976; 

Klingenberg & Brown, 2006; Rosenberg & Corgel, 1990).  

 

In the context of property management contracts, agency costs are a function of the 

relationship between owners and managers, the level of monitoring, monitoring costs, 

the control exercised by owners, the degree of competition for property management 

services, the compensation arrangement and the level of information available to 

owners (Rosenberg & Corgel, 1990). When it comes to the daily duties of the property 

manager, the owner of the property is likely to face monitoring difficulties (Palm & 

Palm, 2017; Sirmans et al., 1999). To monitor the daily tasks of a manager and see 

how well the manager is performing the tasks, as required, costs need to be incurred 

and where such costs are called ‘monitoring’ costs (Panda & Leepsa, 2017). “During 

the course of service contract, it is therefore necessary to monitor the agreement 

because of impossibility that the service provider would follow all contract terms and 

behave responsibly” (Lam, 2012:323).  

 

Bonding costs are costs incurred to get a manager to conform to the unique and 

defined system of an organisation (Jensen & Meckling, 1976; Panda & Leepsa, 2017), 

usually via contractual obligations that place limitations on the manager (Panda & 

Leepsa, 2017).  
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Residual losses occurs when a manager makes a decision that is not in the interest of 

the shareholders, but rather is based on self-interest, since there may be a conflict of 

interest between the manager and the shareholders. Thus, the loss equates to all 

missed wealth-creating opportunities and extra, unnecessary costs that have no 

benefit to the shareholders, due to inefficient decision-making by the manager (Panda 

& Leepsa, 2017). Thus a residual loss is the reduction in welfare experienced by the 

principal due to the divergent tendencies of the manager, through inefficient decision-

making (Gibler & Black, 2004; Jensen & Meckling, 1976). 

 

3.9.2.2 Incentives and Property Management 

 

Conflicts of interest may arise when a property owner makes use of an intermediary 

to do the managing (Ling & Archer, 2017). Theorists on the agency problem propose 

that in order to address informational asymmetry and agent opportunism, principals 

should consider providing incentives to the agents in order to achieve the desired 

agent behaviour, that is, to get the agent to act in the best interests of the principal  

(Gibler & Black, 2004). Incentive schemes or contracts are tools that can be used to 

regulate and mitigate agent bad behaviour (Palm & Palm, 2017; Williamson, 1975), 

but basically, it is up to the property owner to decide on what to prioritise with regards 

to the property manager (Palm & Palm, 2017).  

 

It is important that a property owner create proper incentives for the property 

managers, in order for property managers to be incentivised to maximise the 

objectives of property investors (Ling & Archer, 2017), however, incentives, up-front 

communication, evaluation and monitoring cannot control all the possible slippage 

between the goals of the principal and agent, and hence, there will be principal residual 

agency costs, due to absent bonding from the agent (Gibler & Black, 2004; Jensen & 

Meckling, 1976). A popular ‘theoretical model’ of incentive contracting is the standard 

principal-agent model, where a client cannot perfectly monitor the service provider and 

the service provider consequently is likely to act opportunistically at the expense of the 

client (Azasu, 2011; Laffont & Martimot, 2002; Eisenhardt, 1989). 
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3.9.3 The Property Management Contract and Agency Problems 

 

If a property owner hires or uses someone else to do the property management, there 

will have to be some form of management agreement arrangement between the 

property owner and property manager. The agreement would need to include terms of 

appointment of the manager, duties, responsibilities, duration of appointment, 

remuneration and reporting procedures (Cloete, 2001). For outsourcing to be 

successful it requires relationship and contract formulation (Palm & Palm, 2017; 

Usher, 2004). Real estate markets are likely to contain informational asymmetry 

situations and incomplete contracts because of the uncertain and complex 

environment, high asset specificity and highly imperfect markets (Freybote & Gibler, 

2011; Greenberg, Greenberg, & Lederer Antonucci, 2008; Vosselman & van der Meer-

Kooistra, 2006).  

 

Building life-cycle and efficiency depend on many factors, such as; sources of finance, 

information systems, types of contracts, construction associations, education and 

training, brief, designing, manufacturing, construction and maintenance processes 

(Zavadskas, Kaklauskas & Kvederyte, 2001). “The absence of an unlimited capacity 

in preparing a contract would result in incomplete contract terms” (Lam, 2012:323). 

 

The allocation of responsibilities and organisational routines together with well-

designed contracts is crucial for smooth and efficient decision-making in organisations 

(Palm & Palm, 2017; Milgrom & Roberts, 1986). In the context of property 

management, “The principal-owner relationship is created by a written contract signed 

by both the parties, and which empowers the property manager as the agent to act on 

behalf of the owner, or principal, in certain situations. Specifically, the agent acts for 

the principal to bring him or her into legal relations with third parties” (Cloete, 2001:30; 

Kyle & Baird, 1991). In order to reduce a conflict of interest that exists between the 

principal and the agent, contracts are used which include; specifying expectations, 

incentive systems, monitoring plans and sanctions (Freybote & Gibler, 2011; 

Greenberg et al., 2008). So in other words, to motivate a property manager to act in 

the best interest of the property owner and to perform all property tasks to the benefit 

of the property owner, quantifiable and non-quantifiable incentive schemes need to be 

developed (Azasu, 2011; Palm & Palm, 2017).  
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The most common owner-property manager relationship is that of principal-agent and 

is created by a written contract signed by both parties. ‘Agency’ is the word used to 

describe the special relationship between the principal (the one who hires) and the 

agent (the one who does the work). The written agreement creating this relationship 

is called the ‘management’ contract; it empowers the property manager, as the agent, 

to act on behalf of the owner, or principal, in certain situations.  

 

The agent is regarded as an expert on whom the principal can rely for professional 

advice; the agent acts for the principal to bring him or her into legal relations with third 

parties. The agent is governed by the terms of the contract and by certain legal and 

ethical considerations based on the law of agency” (Kyle, 2013:51). Thus, a property 

management contract should establish a agency relationship between the property 

manager and property owner which should empower the property manager to serve 

as the fiduciary of the property owner. Therefore, the words and actions of the property 

manager, under these circumstances, should be binding on the property owner (Ling 

& Archer, 2017). Since, the management agreement is a formal and binding document 

that establishes management’s legal authority over the operation of a property that 

makes the Property Management Agreement a legal contract (IREM, 2011). The 

property manager is thus governed by the property management agreement, prepared 

and negotiated by the property owner and property management company. The 

agreement would usually include the duties, authority and compensation of the 

property manager, concerning managing the subject property (Ling & Archer, 2017). 

There are not many contracts, if any at all, that describe everything the agent must do 

in order to fulfil their responsibilities concerning the job at hand (Darrington & Howell, 

2011). 

 

Since property management contracts establish agency relationships (Rosenberg & 

Corgel, 1990), in order to minimise agency costs, the contract should be designed to 

incentivise the agent to act in the best interest of the principal (Klingenberg & Brown, 

2006).  

 

In a perfect world, an agent needs to do things on their own initiative to the benefit of 

the principal and without being instructed to do so in order to maintain an efficient 

relationship with the principal (Darrington & Howell, 2011; Gächter, Kessler & 
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Königstein, 2008). However, since the world is not perfect, something needs to be 

done to motivate agents to voluntarily do things that are in the best interests of the 

principal (Darrington & Howell, 2011). It has being identified that contracts related to 

construction projects are known to have ineffective structures and fail to truly motivate 

those who need to do the work (Darrington & Howell, 2011). According to Palm (2017), 

there are important factors regarding contracts. 

 

• Service delivery should become as smooth as possible. 

• Despite being incomplete, contracts generally need to indicate what needs to 

be done and how to do it.  

• Complete contracts are not possible, as it is difficult to cover every risk and 

future contingency that may exist.  

 

Even though a contract is signed, the service provider must still be monitored to ensure 

that they are behaving responsibly and following all the contract terms on the 

agreement (Lam, 2012). Moreover, in situations where the property ownership 

concentration is not optimal, or there is not much competition amongst property 

management service providers, for a property management contract to be efficient and 

work smoothly it may require the property owner to identify provisions to place in the 

property management contract that will manage the agency problems and agency 

costs that can arise from a principal-agent relationship which are likely to arise from 

the above mentioned situation (Rosenberg & Corgel, 1990). 

 

According to Cloete (2001), the property management contracts involve: 

 

• Identification of the property and parties 

• The period of the agreement 

• Responsibilities of the manager 

• Responsibilities of the owner 

• Fees, leasing and sales commissions 

• Signatures of the parties 

 



529 
 

Table 3.5 shows the elements of a property management agreement adapted from the 

literature of Kyle (2013). In Table 3.5 the first column indicates the specific area of 

interest in the property management agreement, while the second column indicates 

the information and provisions that property owners should look out for. The last 

column shows the information and the provisions that are likely to be important to the 

property manager.  

 

TABLE: 3.5: IMPORTANT ASPECTS OF PROPERTY MANAGEMENT 

CONTRACTS TO CONSIDER 

Property Management Contract 

Contract Section Property Owners Property Management 

Identification of the 

parties 

Partnership: individual 

names 

 

Corporate: corporate 

name, corporate officer 

and corporate seal 

Management agency: to 

be listed on contract 

Identification of the 

property 

• Street address 

• Land area 

• Main and auxiliary 

buildings 

• Name of property (if 

applicable) 

• Areas of property not 

to be managed 

(exclusions) 

• Obtain property 

description so as to 

leave no doubt 

concerning identity, 

location and extent. 

Contract Period • Provisions for 

cancellations 

• Provisions for notice of 

termination. 

 

• Contract period 

depends on initial 

effort to take over 

management and the 

time to obtain a 

profitable lease-up 

rate. 
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• Provisions for 

automatic renewal 

• Provisions for notice of 

termination 

Owner and Management 

Responsibilities 

• Provisions for limiting 

management to sign a 

lease up to a certain 

value or a maximum 

period 

• Provisions for limiting 

a certain amount for 

maintenance 

expenditure, 

marketing and 

advertising 

expenditure and 

services 

• Clarification on 

employer of 

maintenance 

employees 

• Provisions on the 

salaries of building 

employees and 

clerical staff managed 

by the managing 

agent 

• Sufficient liability and 

compensation 

insurance 

• Agreed schedule of 

payments for manager 

concerning debt 

• Monthly reports and 

disbursements 

• Surety bonds 

(protection again 

employee theft) 

• Handling funds 

(management bank 

accounts) 

• Authority to lease, 

collect rents, terminate 

tenancies, return 

security deposits, evict 

tenants and bring legal 

action to recover lost 

rents. 

• Expenditure for 

maintenance, 

personnel and 

services 

• Provisions for 

expenditure to be 

reimbursed to 

management upon 

contract cancellation. 

• Marketing costs 

• Level of power to hire 

or fire maintenance 

personnel 
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service, taxes, special 

assessments and 

insurance premiums 

 

• Provisions for 

protection against 

owner hired employee 

expenses 

• Provision ensuring 

owner complies with 

lease agreements with 

regards to required 

building repairs. 

• Provisions so that 

managers can 

purchase insurance at 

the expense of the 

owner, if certificates of 

insurance coverage 

are not produced 

within a reasonable 

period. 

Management Fees • Amount to be paid 

• When to be paid 

• Manner of payment 

 

• Bonus lump sums: 

new leases or lease-

up goals achieved. 

 

• Agreed upon 

commissions to 

outside leasing agents 

• Flat or fixed fee: 

appropriate for 

condominiums or 

cooperative 

complexes 

• Percentage fee: 

appropriate for income 

earning properties 

• Provisions that provide 

adequate 

compensation for 

leases successfully 

negotiated, should the 

owner wish to 

terminate the contract 
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prior to cancellation 

date. 

• Provisions that provide 

adequate 

compensation for 

current prospective 

tenants, should the 

owner wish to 

terminate the contract 

prior to cancellation 

date. 

Takeover Procedures: 

Minimum Information 

• Attorneys 

• Accountant 

• Insurance Broker 

• Architect 

• Construction Firm 

• Mortgages 

• Due Date of Loan 

Payments 

• Real Estate Tax Bills 

• Existing Insurance 

Policies 

• Contracts for Services 

• Employment Records 

• Plumbers 

• Electricians 

• Suppliers 

• On-site Employees 

 

Takeover Procedures: 

Leases 

• Rental Units 

• Leases 

• Schedule of Rental 

Rates 
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• Layout Plans 

• Present Tenants 

• Financial Data 

• Current Dates to 

which Rents must be 

Paid 

• Delinquencies 

• Sources of Additional 

Income 

Takeover Procedures: 

Accounts Payable 

• Agree on specific 

liabilities for expenses. 

• Date to be set on 

which manager will 

become responsible 

for paying expenses 

from allotted funds. 

Takeover Procedures: 

Transfer of Working 

Capital Fund 

• The working capital 

fund for operating 

expenses should 

equate to one-month 

worth of uncontrollable 

expenses. 

• Working capital to be 

derived from current 

rental collections, by 

holding back profits for 

a number of months. 

 

Continuing Owner-

Manager Relations 

 • Rental Receipts 

• Miscellaneous Income 

• Gross Income 

• Itemised List of all 

Disbursements and 

Operating Expenses  

• Total Expenses 

• Cash on Hand 
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• Delinquent Accounts 

• Unusual Items 

(Source: Adapted from Kyle, 2013) 

 

As mentioned before, the property owner and the property management company or 

an independent property manager must establish the authority to negotiate and sign 

the property management agreement (IREM, 2011).  

 

The property manager must accord the property owner the required legal and ethical 

considerations of the contract.  Additionally, the contract should entail a ‘fiduciary’, 

confidential and loyal relationship between the agent and principal (Cloete, 2001; Kyle 

& Baird, 1991). Rosenberg and Corgel (1990) postulate that the following provisions 

of property management contracts used for properties may possibly address the 

agency problems observed between property owners and hired property managers: 

 

• Term and length of contract 

• Agency authority and powers 

• Owner indemnification 

• Compensation 

 

To get an agent’s interests to be aligned with those of the principals, it has been 

suggested to invest in monitoring mechanisms or provide rewards for desired 

outcomes (Azasu, 2011). A principal can mitigate the risks associated with an agency 

relationship, by familiarising the agent with the strategy of operations, familiarising the 

agent with the organisational culture and familiarising the agent with the internal 

procedures. Furthermore, a principal should exercise supervision, implement 

institutional control and implement permanent monitoring (Gibler & Black, 2004). 

These are also possible further remedies for agency problems. 

 

• Management and owners reveal all information about personal intentions and 

abilities (Ling & Archer, 2017). 

• Grant shares or stocks to agents (Panda & Leepsa, 2017). 
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• Regular compensation revision and provide incentive packages (Panda and 

Leepsa, 2017; Core, Holthausen, & Larcker, 1999). 

• Profit distribution to agents (Panda & Leepsa, 2017; Park, 2009) 

 

Principals can likely increase agent motivation to voluntarily perform tasks in the 

interest of the principal via economic performance incentives, but there are situations 

where an agent may have intrinsic motivation to perform as needed (Darrington & 

Howell, 2011). Intrinsic motivation is discussed later. 

 

3.9.3.1 Property Management Compensation Considerations  

 

“The property manager is responsible for the prompt collection of rent. Maintenance 

and repair expenditures, property taxes, utility bills, and other expenses of the property 

are paid out of rental income, and these expenses accumulate day to day. Thus, the 

timely collection of rental income is imperative. This undoubtedly explains why 

property management contracts usually tie the manager’s compensation directly to 

rent collections” (Ling & Archer, 2017:562). According to Cloete (2001), if either an 

employee or the property owners themselves manage the property, then 

compensation is equated to the salary plus any bonuses. However, if the property 

management function is outsourced, the management fee can involve the following: 

 

• the flat-fee basis 

• percentage-of-gross-income method 

• minimum guaranteed fee 

• leasing fees 

• consulting fees 

• bonuses for reaching leasing and net income goals 

(Cloete, 2001) 

 

Aligning the interests of the property manager and those of the property owner should 

be the core objective of a property management contract (Ling & Archer, 2017). 

Agents are only likely to voluntarily act in the interest of the principal, when the 
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performance incentive provided makes sense to the agent, in other words, what the 

agent gains is worth the effort put in (Darrington & Howell, 2011). 

 

As mentioned before, a possible remedy to agency problems includes, on a regular 

basis, revising compensation (Core et al., 1999; Panda & Leepsa, 2017). 

Compensation can be used as a tool to align different objectives and achieve certain 

outcomes (Klingenberg and Brown, 2006; Jaffe, 1976). Performance-related pay is 

paying a worker based on the level of output achieved, and which is known to be 

effective at aligning employee interests with owners (Azasu, 2011). In a situation 

where an agent is paid a flat wage, bonuses then can get used and tied to performance 

output (Palm & Palm, 2017). The potential compensation that a manager can earn in 

the future will largely depend on how the company is performing and what the 

performance will be in the future. Thus, the responsiveness of managerial labour 

markets on company performance can assist in controlling agency cost (Rosenberg & 

Corgel, 1990). 

 

A percentage fee basis is said to be superior to a flat fee basis (Klingenberg & Brown, 

2006; Zorn & Larsen, 1986) and is known to reduce agency costs (Anderson, Fok & 

Zumpano, 1998; Carroll, 1989). In the context of property management compensation, 

a performance-based compensation basis usually would tie the management fee to 

the rate of return earned by the property investors (Ling & Archer, 2017). 

Compensation should also be tied to the signing of new leases or lease renewals 

(IREM, 2011). Separate fees for leasing, capital improvements and other management 

services that do not fall within the day-to-day activities of a property manager, should 

be negotiated separately (Ling & Archer, 2017).  

 

“The potential for residual losses should be considered in structuring property 

management compensation arrangements. Previous research in corporate finance 

and real estate has shown that contractually aligning the interests of owners and 

managers with respect to agent compensation reduces agency costs” (Rosenberg & 

Corgel, 1990:199). It has being shown that fees paid by investors are positively related 

to the financial performance of an investment, thus fee structure is said to be important 

when trying to align managerial action to investor interests (Klingenberg & Brown, 

2006; Solt & Miller, 1985). 
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Cloete (2001:33) suggests that, 

 

The fees payable to the property manager may therefore include the following: 

The administration commission (also called the management fee or collection 

commission). This calculated as a proportion of the gross cash collected by the 

property manager. It is influenced by the prevailing market rate for similar 

properties, but also by the operating philosophy applicable to the property. In 

some cases the management fee may be based upon the net income of the 

property, rather than on the percentage of the gross income (Cloete, 2001:33).  

 

Normally, property management fees are calculated based on the percentage of gross 

rental income, which is likely to create agency problems, as the property manager 

does not have much incentive to control the property operating expenses as their 

income is based on maximising rental income (Ling & Archer, 2017).  

 

Under the above circumstances, property managers will do what they can within their 

power to increase rental income (Rosenberg & Corgel, 1990), which often leads to 

property managers giving little attention to operating expenses and, thus, over-

maintaining the property, in order to appease tenants and boost occupancy that 

translates into higher rental incomes, but net operating income may decline due to the 

higher operating expenses incurred and, thus, an agency problem occurs  (Ling & 

Archer, 2017). A possible solution to this may entail setting property management 

compensation based on net operating income (Klingenberg & Brown, 2006; 

Rosenberg & Corgel, 1990), and not on effective gross income (Jaffe 1976; 1979; 

Rosenberg & Corgel, 1990), but this would seldom be observed in practice, since 

rental income is easier to verify compared to net operating income, due to the 

complications caused by accounting for operating and capital expenses that lead to 

calculating net operating income (Ling & Archer, 2017).  

 

Setting property management compensation based on net operating income is meant 

to incentivise a property manager to maximise net operating income (Cloete, 2001), 

but this may present its own set of problems. Basing compensation on net operating 

income, may cause a property manager to deliberately delay property maintenance 

and repair requirements and spending on this as such, since delaying such spending 
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will boost net operating income and, thus, generate more income for the property 

manager but to the detriment of the condition of the property which will hurt the 

interests of the property owner (Cloete, 2001; Ling & Archer, 2017).  

 

3.9.3.2 The Importance of Intrinsic Motivation for Property Management 

 

Intrinsic motivation is natural motivation that occurs due to one’s own desires and 

values and not because of a monetary incentive (Bowles, 2008; Darrington & Howell, 

2011). Incentives should be designed in such a way as to harness selfish motivation 

tendencies, but preserve intrinsic motivation (Bowles, 2008; Darrington & Howell, 

2011). Incentives should never be designed to undermine intrinsic motivation 

(Darrington & Howell, 2011; Gächter et al., 2008). Darrington and Howell (2011) 

explain some aspects of such motivation. 

 

• Intrinsic motives can be reinforced by carefully structuring the employment 

relationship. 

• Incentives are better framed as rewards than as penalties. 

• Trust-based incentives tend to motivate higher levels of performance. 

(Darrington and Howell, 2011) 

 

According to these authors, the following practices should be incorporated into an 

incentive programme: 

 

• Make agents responsible for the means and outcome of performance. 

• Communicate about personal performance on a regular basis.  

• Agents should participate in setting goals. 

• Principals must acknowledge intrinsic motivation in general. 

• A project that creates community among participants, can motivate.  

(Darrington and Howell, 2011) 

 

3.9.4 Turnaround and Agency 

 

The following section provides literature that explains possible links between 

turnaround and addressing agency problems. Companies in distress are likely to 
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replace existing management and, thereby, create personal costs for the managers, 

unless performance levels can be improved. Thus, there is an incentive for those 

managers to improve performance under such conditions (Espen & Thorburn 2003; 

Gilson 1989; Schweizer & Nienhaus, 2017).  

 

Firm bankruptcy or failure can be attributed to management not taking action, poor 

timing and the rejection of proposed turnaround strategies, which are detrimental to 

management’s own self-interest (Schoenberg et al., 2013; Sudarsanam & Lai, 2001). 

Businesses are more than likely to fail because of mismanagement and this is most 

often seen in more than one of the following, multiple areas, as identified by Collard 

(2010):  

 

• High personnel turnover and neglecting human resources 

• Inefficient compensation and incentive programme 

• Company goals not achieved or understood. 

 

Structured and competitive salaries and implementing performance-based bonus pay 

programmes for key employees are identified as vital turnaround strategies (Mbandu, 

2016). Management compensation can influence the outcome of a turnaround, since 

managing a turnaround is a risky task to undertake in terms of reputation and future 

employment. Thus managers in such situations would expect compensation that is 

appropriate to take on such risk (D’Aveni, 1990; Trahms et al., 2013). In other words, 

only when effective management compensation is provided for managing a 

turnaround, will the likely outcome be that shareholder goals are met (Trahms et al., 

2013). 

 

Goals in an organisation should be supported with incentive-based management 

(Collard, 2010). Turnaround strategies rely on the decisions made by management 

(Pretorius, 2008b) and self-serving behaviour of management teams is likely to 

influence strategic decision-making (Eisenhardt 1989a; Lohrke et al., 2004) in ways 

that are likely to cause such decision-making to lead to outcomes that run counter to 

shareholder profit maximisation goals (Lohrke et al., 2004), where, as provided by 

agency theory, some solutions to the above situation  are likely to limit the self-interest 
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motives and capabilities of management teams, including Board of Director oversight, 

executive compensation schemes, institutional stockholder and block holder vigilance, 

and potential corporate takeovers (Lohrke et al., 2004; Walsh & Seward 1990). 

 

The replacement of part or all of the top management team is likely to assist with 

turnarounds (Kesner & Dalton, 1994; Lohrke, et al., 2004; Schoenberg et al., 2013) 

and Chief executive officer replacement is said to have links to agency theory 

(Schweizer & Nienhaus, 2017; Barker, Patterson and Mueller, 2001). The board of 

directors of a company is always accountable to shareholders regarding performance 

(Alkaraan & Northcott, 2007) and play a vital role in monitoring top management 

teams, since strategic decisions mostly require board approval and the Board of 

Directors normally is responsible for removing existing management teams and 

choosing the new ones (Lohrke et al., 2004), but problems arise when the Board 

includes inside board members, thus reducing management monitoring and 

motivating capabilities (Daily & Dalton 1994; Lohrke et al., 2004), since a board made 

up of mostly outside board members is likely to be more effective than a board made 

up of mostly inside board members, at overseeing management  (Abebe, Angriawan 

& Liu, 2010).  

 

A firm in distress is able to reduce agency costs by adjusting the compensation of the 

existing chief executive officer (Gilson & Vetsuypens 1993; Schweizer & Nienhaus, 

2017). Offering stock ownership or options may reduce self-serving behaviours 

(Lohrke et al., 2004) and is likely to be very effective for top management team 

members (Jensen & Meckling 1976; Lohrke et al., 2004), but it must be noted that 

offering top management too much stock ownership may lead to managerial 

entrenchment (Lohrke et al., 2004), or to too conservative decision-making (Lohrke et 

al., 2004; Wright, Ferris, Sarin & Awasthi, 1996), all which can work against the interest 

of shareholders and will be detrimental to a business in decline that needs crucial 

decisions made that support recovery and not decisions that are made in self-interest 

in order to prevent a management replacement from happening over recovery efforts 

(Lohrke et al., 2004). Futhermore, equity-based compensation that promotes growth 

(Daily, Dalton & Cannella, 2003; Trahms et al., 2013), can cause top managers to 

adopt an all-or-nothing risk-taking, approach that may result is undesirable outcomes 

for the business (Trahms et al., 2013). 
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In a turnaround context, the power of a chief executive officer could be seen or viewed 

as a double-edged sword (Abebe et al., 2010; Finkelstein and D’Aveni, 1994), since 

distressed firms who face performance decline that is threatening the firm’s survival, 

require strong and unambiguous leaders (Abebe et al., 2010) who unite the firm and 

provides direction (Abebe et al., 2010; Andrews, 1971). However, a powerful chief 

executive officer may be an impediment to the board of directors’ monitoring of 

management responsibility (Abebe et al., 2010; Finkelstein & D’Aveni, 1994; Mallette 

& Fowler, 1992). 

 

Successful turnaround companies are characterised by effective strategic 

change (Collett et al., 2014). Management control, involving control strategies, pre-

decision control mechanisms and setting limits and criteria against which projects are 

evaluated, is implemented to make sure that managerial behaviour is consistent with 

the strategies of the firm (Alkaraan & Northcott, 2007). Control strategies include 

setting authorisation levels and procedures to be followed, establishing investment 

goals, setting hurdle rates and cash limits (Alkaraan & Northcott, 2007; Butler Davies, 

Pike & Sharp, 1993). 

 

3.9.5 Distressed Properties and Property Management Contracts  

 

When cash flows are not enough to cover debt payments, a distressed situation is 

likely to be observed (Schweizer & Nienhaus, 2017). Distressed properties generate 

extremely low net operating incomes, due to a variety of causes, poor management 

being one (Healy,1989), where net operating incomes are so low, that there is not 

enough income to pay for the monthly debt service (Brophy & Chen, 2010; Cornell et 

al., 1996). According to Geltner et al., (2014), taking all property revenues and 

subtracting operating expenses equals a property’s net operating income. Property 

owners seek to maximise the value of a property (Gibson, 1994) and net operating 

income (Rosenberg & Corgel, 1990). Net operating income level is an important 

measure of property management relationship success (Rosenberg & Corgel, 1990).  

 

Agency problems are a hindrance to the management and maintenance of a property 

(Ho & Liusman, 2016; Lai & Chan, 2004; Walters, 2002; Walters & Kent, 2000; Yau et 

al., 2009), which usually involves opportunistic behaviour and the moral hazard 
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problem (Azasu, 2011). In most cases, professional property managers are required 

to manage properties (Pfeifer, 2016). Property management contracts establish 

agency relationships between property owners and property managers (Rosenberg & 

Corgel, 1990). “The property manager operates as the agent of the owner” (Cloete, 

2001:30).  

 

The property management contract empowers the property manager to serve as the 

fiduciary of the owner (Ling & Archer, 2017) and governs the property manager (Kyle, 

2013). “Contract terms refer to the arrangements agreed to by the parties” (Ling & 

Archer, 2017:340). “Contract conditions refer to the circumstances that must prevail” 

(Ling & Archer, 2017:340). A property owner and property manager generally have a 

contractual relationship known as the principal-agent arrangement (Kyle, 2013) and 

this requires monitoring mechanisms or tying rewards to output that aligns the interests 

of the property manager with those of the property owner (Azasu, 2011). Provisions 

are needed in the property management contract to address the incentive differences 

between property owners and property managers (Rosenberg & Corgel, 1990). 

Hence, property management contracts must be put together in such a way that the 

interests of the property manager and property owner are aligned (Ling & Archer, 

2017). 

 

Ling and Archer (2017:568) maintain that such agency problems, 

… can be solved, or at least mitigated, by repeated “games” between the principal 

and the agent. Each time a game is played - that is, each time a contract is signed 

and the parties perform - both sides reveal information about their intentions and 

abilities. This information can then be used by both sides to negotiate a “better” 

replacement contract. The problem with property management contracts is that, 

given their long-term nature, renegotiation does not frequently occur and therefore 

the contractual relationship is difficult to refine. (Ling & Archer, 2017:568)   

Rosenberg and Corgel (1990) maintain that the following provisions should be 

considered in the property management contract, in order to address some of the 

agency problems faced by property owners. 

 

• Term and length of contract 
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• Agency authority and powers 

• Owner indemnification 

• Compensation 

 

Property management contracts typically tie manager compensation directly to rent 

collections, thus, the property management fee is normally a percentage of gross 

rental income (Ling & Archer, 2017), but when the management fee is based on 

collected rents, conflicts arise, since a property manager does not have much 

incentive to control operating expenses in such situations (Rosenberg & Corgel, 1990). 

In other words, a property manager will try their best to maximise rental income, which 

means possibly over-maintaining a property and incurring additional expenses to 

appease tenants in order to secure occupancy and higher rental rates, often to the 

detriment of property owner property earnings (Ling & Archer, 2017).  

 

Management fees can be based upon net operating income, but this may lead to a 

property manager taking measures which may increase net operating income in the 

short term, but may be detrimental to the property in the long-term, such as limiting 

and delaying maintenance (Cloete, 2001). 

 

“Although there appears to be an incentive compatibility issue associated with the use 

of gross rental income as the basis for the management fee, the simplicity of its 

calculation is a clear advantage. In addition, professional property managers are 

keenly aware they will not be retained by the owner when the contract expires if they 

have not worked hard to maximise the net income of the property. The incentive to 

keep the owner’s business is clearly a strong one” (Ling & Archer, 2017:568). 

 

Thus, it can be hypothesised that adding provisions to the property management 

contract that aligns the objectives of the property manager with the objectives of the 

property owner, where the objectives of the property owner entail maintaining and 

enhancing the value of the asset, can increase the net operating income of a property, 

as property managers will have incentives to control operating expenses of the 

property, provided that the added provisions in the contract incentivise a property 

manager to control operating costs and to act in the best interest of the property owner, 
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with the objective of maintaining and enhancing the value of the asset and this should 

positively influence the financial recovery of the net operating income of a distressed 

or problem property, to a level that is sufficient to cover debt service for a number of 

repeated and consecutive time periods. 

 

3.10 SUMMARY 

 

The literature review of Chapter Three described organisational turnaround and 

independent turnaround factors that are hypothesised to be important factors that 

could increase the likelihood of a successful distressed commercial property financial 

recovery. The independent turnaround-related factors, identified by the researcher, 

comprise; Business Analysis, Cost-Cutting, Debt Renegotiation, Strategic Planning, 

Capital Improvements Feasibility, Property Management and Contracts. 

 

When acquiring a distressed property, a turnaround strategy is likely required (Krouse, 

2013). A turnaround strategy must achieve a return to profitability, solvency, liquidity 

and positive cash flow (Kibui and Iravo, 2017). Real estate can be characterised as an 

asset class and are business entities (Ooi & Liow, 2002). Real estate is an underlying 

asset, which is comparable to corporations (Geltner et al., 2014). When a recovery 

from a state of distress has occurred, a successful turnaround has been established 

(Schendel et al., 1976; Schweizer & Nienhaus, 2017). Capital expenditure, managerial 

restructuring and debt restructuring are widely viewed as turnaround strategies 

(Pretorius, 2008; Sudarsanam & Lai, 2001). Recovery strategies include adopting cost 

efficiencies (Hofer, 1980; Robbins & Pearce, 1992; Schoenberg et al., 2013). 

Changing the existing strategy is part of the turnaround process that addresses 

declining performance (Pearce & Robbins, 2008). Successful turnarounds are known 

to have adopted strategic change (Collett et al., 2014). Recovery strategies depend 

on the decision-making of management (Pretorius, 2008b). The independent 

turnaround related factors comprise; Business Analysis, Cost-Cutting, Debt 

Renegotiation, Strategic Planning, Capital Improvements Feasibility, Property 

Management and Contracts and are hypothesised to be important factors that could 

positively influence the net operating income of a property, thereby possibly 

contributing to the turnaround of a distressed property.  
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In the next Chapter, Chapter Four, the conceptual model of the present research effort 

and the hypotheses of the independent variables and dependent variable, are 

discussed. 
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CHAPTER FOUR: FORMULATION OF THE CONCEPTUAL MODEL OF 

FACTORS THAT INFLUENCE THE PERCEIVED LIKELIHOOD OF A 

SUCCESSFUL DISTRESSED PROPERTY FINANCIAL RECOVERY 

 

4.1 INTRODUCTION 

 

Several variables impact upon the likelihood of a successful distressed commercial 

property financial recovery, of which thirteen factors were identified, evaluated and 

studied, by means of consulting the literature; as presented in Chapters Two and 

Three. The thirteen factors identified include; Obsolescence Identification, Capital 

Improvements Feasibility, Tenant Mix, Triple Net Leases, Concessions, Property 

Management, Contracts, Business Analysis, Debt Renegotiation, Cost-Cutting, 

Market Analysis, Strategic Planning and Demography. Chapter Four addresses the 

research objective presented in Chapter One, and that entails constructing a proposed 

theoretical model that describes the relationships between the chosen variables that 

are hypothesised to impact upon The Perceived Likelihood of a Distressed 

Commercial Property Financial Recovery. A conceptual model, consisting of selected 

factors that are hypothesised to influence The Perceived Likelihood of a Distressed 

Commercial Property Financial Recovery, is presented in Chapter Four. The 

independent variables, as well as the dependent variable, all of which form the 

structure of the model of the present research effort, will be discussed, together with 

the resulting hypothesised relationships. 

 

4.2 THE CONCEPTUAL MODEL 

 

A conceptual research project is usually based on abstract ideas that are used to 

develop new concepts or to re-interpret existing ones (Kothari, 2004). The theoretical 

model is a visual representation of the conceptual relationships between variables, 

usually in the form of equations and forms the basis of a hypothesis (Bollen, 2002; 

Hair & Sarstedt, 2019). Conceptual variables can be viewed as broad ideas and 

thoughts about abstract concepts that researchers have established and will attempt 

to measure in their research and theoretical model (Hair & Sarstedt, 2019).  
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‘Conceptual’ refers to mental concepts within the context of certain paradigms in mind, 

and, therefore, is completely theoretical. Thus, conceptual models outline how 

someone perceives a part, function, property, or aspect of reality (Jonker & Pennink, 

2010). Without consideration of the theory underpinning a research model, it would 

then be inappropriate to develop such a research model for covariance-based 

structural equation modelling. In other words, based on theory, researchers develop 

measurement and structural models for analysis of data (Svensson, 2015). As the 

word implies, a model is a way of representing and operationalising a theory, where in 

structural equation modelling, the model is comprised of a measurement model that 

represents an understanding of how measured variables are combined to form 

constructs, and a structural model that explores how constructs are related to one 

another, frequently involving multiple dependency relationships mapped out in a path 

diagram  (Hair, Black, Babin, Anderson & Tatham, 2014). 

 

Methods of research are not as fundamental to researchers as the acceptance of 

research paradigms are (Sobh & Perry, 2006). “A research paradigm is a philosophical 

framework that guides how research should be conducted” (Collis & Hussey, 2014:  

43). Design and methodology of research are intrinsically linked to research paradigms 

(Collis & Hussey, 2014). A research paradigm is defined by Guba and Lincoln (1994:  

105) as “the basic belief system or world view that guides the investigator, not only in 

the choices of method but in ontologically and epistemologically fundamental ways”.  

 

The present research effort adopted the Positivist paradigm. The positivist paradigm 

or philosophical way of thinking is also known as the ‘scientific method’ or ‘science 

research’. It is based on rationalistic and empiricist philosophical assumptions 

(Mackenzie & Knipe, 2006; Mertens, 2005) and according to this philosophy, causes 

are likely to determine effects or outcomes (Creswell, 2002; Mackenzie & Knipe, 

2006). In the positivist approach, theories are predicted and tested through 

observation and measurement (Mackenzie & Knipe, 2006; O’Leary, 2004). As the 

ontological assumption of positivism, reality is real and comprehensible, while the 

epistemologal assumption of positivism implies the researcher must be objective, 

viewing reality through a ‘one-way mirror’. Therefore, positivist research 

methodologies are about testing theory and verifying hypotheses, using quantitative 

methods (Guba & Lincoln, 1994; Perry, Riege & Brown, 1999; Sobh & Perry, 2006).  
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The positivist approach to research intends to confirm or reject a hypothesis or a model 

that will be tested in order to reach a conclusion (Kock, McQueen & John, 1997). Thus, 

a positivist approach is likely to use large samples, have artificial locations, be 

concerned with hypothesis testing, produce quantitative data with results that have 

high reliability but low validity and the results can be generalised from a sample to the 

population (Collis & Hussey, 2014). 

 

Defining a research problem and developing a conceptual framework are essential 

steps in conducting any successful research project (Boyd, 2009; Preece 1994). The 

concept of conceptualisation involves bringing together a variety of considerations in 

order to identify a credible research idea, particularly a question that is either 

answerable or worth exploring (Jain, Lindley & Rosen, 2013). The term 

'conceptualisation' is a hyponym for the word 'concept' (Onen, 2016), where in the 

context of conceptual thinking, a concept can be defined as a set of mental images 

that describe a situation or are derived from a shared understanding  (Onen, 2016). 

 

A conceptual framework “is best summarised by Miles and Huberman (1994) who 

categorised it as a system of concepts, assumptions, and beliefs that support and 

guide the research plan. Specifically, the conceptual framework ‘lays out the key 

factors, constructs, or variables, and presumes relationships among them’” (Grant & 

Osanloo, 2016: 17). Thus, a conceptual framework is necessary for conducting a 

coherent investigation. Based on the theoretical framework, a conceptual framework 

will be developed and become the basis for the research problem to be addressed 

(Kumar, 2014). As part of conceptualisation, one selects a topic and formulates a 

logical and researchable research problem to be solved, where it is important to move 

from a general topic to a specific research question during conceptualisation (Aurini, 

Heath & Howells, 2016).  

 

As the research process begins, the identification and analysis of the research 

problem is the first and most important step, where literature reviews provide a basis 

for developing a conceptual framework for the research question  (Singh, 2005).  

The review of literature is covered in Chapters Two and Three respectively. The 

research problem of the present research effort was defined in Chapter One as:  
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Determine important factors that would increase the likelihood of a distressed 

commercial property financial recovery. 

 

Usually, a theoretical framework defines the theories and issues that underlie a study, 

and where the conceptual framework explains how the theoretical framework has been 

used to develop the study and investigation (Kumar, 2014). Accordingly, either a 

proposed theory about something in reality confirms or refutes the empirical findings 

of previous research and existing theories, or else the proposed theory provides a 

logical explanation of how the world works as it does, but it has yet to be empirically 

tested. Models can be used to represent a proposed theory (Svensson, 2015).  

 

The proposed conceptual model and the hypothesised relationships between the 

variables is presented in Figure 4.1 on the following page. In the proposed model the 

dependent variable is The Perceived Likelihood of a Successful Distressed 

Commercial Property Financial Recovery, while the thirteen independent variables 

are; Obsolescence Identification, Capital Improvements Feasibility, Tenant Mix, Triple 

Net Leases, Concessions, Property Management, Contracts, Business Analysis, Debt 

Renegotiation, Cost-Cutting, Market Analysis, Strategic Planning and Demography. 
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FIGURE 4.1: PROPOSED CONCEPTUAL MODEL FOR THE PERCEIVED 

LIKELIHOOD OF A DISTRESSED COMMERCIAL PROPERTY FINANCIAL 

RECOVERY  

 

(Source: Author’s own construction) 
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4.3 THE HYPOTHESES AND DESCRIPTION OF THE VARIABLES 

 

A variable is “an image, perception or concept that is capable of measurement, hence 

capable of taking on different values” (Kumar, 2014: 81). In theory, concepts are 

defined as abstract ideas that model constructs represent. Researchers establish and 

identify conceptual variables in their theoretical models and measure them in their 

studies (Sarstedt, Hair, Ringle, Thiele & Gudergan, 2016). In order for empirical testing 

to be possible, a set of observable indicators for each dimension of the construct must 

be identified (Jöreskog, Olsson & Wallentin, 2016).  

 

Since quantitative research methods largely test theory, researchers conduct 

quantitative research deductively and it is outcome-orientated (Labuschagne, 2003). 

A researcher establishes a hypothesis when the researcher makes a testable 

prediction about a relationship between variables. Hypotheses should be developed 

before any research is conducted (Mitchell & Jolley, 2010). Providing clarity, specificity 

and focus to a research problem, hypotheses can further assist in indicating the 

direction to follow in terms of specific information that needs to be collected by the 

researcher, and which is likely to contribute in addressing the research problem 

(Kumar, 2014). “Concept and theory development require the ability to operationalise 

hypothesised latent constructs and associated indicators, which is only possible with 

structural equation modelling” (Hair, Gabriel & Patel, 2014: 45). “The construct 

definition also clarifies how the abstract, conceptual variable relates to measurable, 

observable quantities” (Sarstedt et al., 2016:  3999). 

 

The type of research that the present research effort adopted is known an Explanatory 

Research. The majority of quantitative studies are explanatory in nature (Chenail, 

2011a). “Explanatory research attempts to clarify why and how there is a relationship 

between two aspects of a situation or phenomenon” (Kumar, 2014: 13). An 

Explanatory research project seeks to identify variables that could explain a particular 

phenomenon, and it is usually carried out in order to understand a phenomenon that 

is not understood too well  (Heppner, Wampold & Kivlighan, 2008) and provides 

additional awareness about the issue being investigated so that a theory can be 

developed, elaborated, extended and tested  (Rahi, 2017).  
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The following Section provides thorough descriptions of the dependent and 

independent variable(s), derived from existing literature. As noted in Chapter One 

,there is no known, formal, theoretical turnaround model that shows strategies and 

activities conducted during the turnaround of a distressed commercial property. The 

following variables were conceptualised and described, based on the literature. 

 

4.3.1 Independent Variable 1: Obsolescence Identification 

 

Over time, building dilapidation essentially determines property performance, usability 

and tenant satisfaction (Iselin & Lemer, 1993; Thomsen & Van Der Flier, 2011). As 

time passes, obsolescence may be a likely outcome for buildings, since buildings will 

age and deteriorate during their lifespan (Baum, 1993; Füss et al., 2012). Assets 

comprised of real estate that represent investment capital in land and buildings, in 

particular built-up areas and space (Beekmans et al., 2012), over time, lose 

value (Beekmans et al., 2012; Bryson, 1997), likely due to physical deterioration and 

building obsolescence (Beekmans et al., 2012; Mansfield, 2000). “The concept of 

economic obsolescence should be distinguished from that of physical deterioration. 

The former occurs at the point when capital goods can no longer be operated 

profitably. The latter involves the continuous process of ‘wear and tear’, which can be 

accounted for by an additional component of the operating cost allocated to repair and 

maintenance” (Barras & Clark, 1996: 63).  

 

In the context of real estate, the process of obsolescence refers to the declining 

performance of a property (Thomsen et al., 2015; Miles et al., 2007), where the 

eventual outcome is an end to the service life of the buildings and useful structures 

that form part of the property (Awano, 2006; Thomsen, van der Flier and Nieboer, 

2015). It must be noted that when one talks about property performance, they mean 

“the extent to which buildings meet requirements, the formulation of which depending 

on the interests of the involved stakeholders” (Thomsen et al., 2015: 211).  

 

Property owners would naturally have to bear the responsibility of various serious 

issues caused by property obsolescence and the owners are also likely to face, in the 

long-run, the property being unable to generate the required rental income and very 

low property capital growth, if any, because of property obsolescence (Pinder & 
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Wilkinson, 2001; Salway, 1986). To make matters worse, obsolescence has being 

shown to be unpredictable and there is usually a great likelihood that it cannot be 

addressed, in many cases (Mansfield & Pinder, 2008). According to Thomsen and van 

der Flier (2011), obsolescence can be seen as the start of the building’s end-of-life 

phase, where if the obsolescence cannot be, or is not, addressed, it will likely end the 

building’s service life sooner rather than later. When a building’s end of its service life 

approaches, the property owner needs to decide on demolishing the building or 

extending its life, and which will depend on the financial capabilities and motives of the 

property owner (Thomsen & Van der Flier, 2011). A property owner is able to address 

some types of property obsolescence with various property capital improvement 

approaches (Grover & Grover, 2015). 

 

Obsolescence can be identified through financial indicators, such as property prices 

and rental rates and physical indicators; in other words, through a building’s physical 

features and occupancy level (Buitelaar et al., 2021). When a property owner needs 

to identify the existence of the various forms of obsolescence affecting a building and 

the overall property, it is recommended to bring in a valuation analyst, who will assist 

in valuing the property with the effects of depreciation, due to the obsolescence. The 

existence of physical deterioration and effects of wear and tear can be identified 

through a physical inspection of the property as well as by analysing the accounting 

records of the building. To identify other forms of property obsolescence, more needs 

to be done than physical inspections. A property owner will likely need to review 

property-specific financial documents and operational reports in order to identify 

property functional and external obsolescence (Reilly, 2012) 

 

Functional obsolescence, in the context of real estate, according to Kyle (2013: 389), 

is when “the building is intact but the use is out-of-date”. According to Stewart (2008), 

property functional obsolescence may result in the impairment of the functional utility 

of a property. A physical inspection of a property can be conducted to assist in 

identifying functional obsolescence (Stewart, 2008).  

 

A property owner may have to seek evidence of functional obsolescence in the 

financial statements of the property (Miller, 2012) and this is likely only to be identified 

when the property is assessed against the benchmark standards of a new property 
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(Mansfield & Pinder, 2008), or when the property’s operating costs are compared to 

the comparable operating costs of a recently constructed property and by comparing 

the property to a property with a similar function (Miller, 2012). 

 

External obsolescence, which largely mostly entails locational, economic and social 

obsolescence (Jamila & Nuhu, 2019) is not easy at all to measure (Jamila & Nuhu, 

2019; Pomykacz, 2009). External property obsolescence may only be temporary but 

unfortunately, it can also be permanent. The numerous forms of external property 

obsolescence are not usually curable by the property owner, or tenants (Rotkowski, 

2016). The impact of external obsolescence can be measured via a paired sales data 

analysis, comparing properties that have the negative influence with similar properties 

without the influence and comparing the rental data of properties with and without the 

negative influence (Derbes, 1998).  

 

The term 'locational obsolescence' describes a process by which an area loses value 

through devaluation (Grover & Grover, 2015; Mansfield & Pinder, 2008). A property 

owner could possibly identify property locational obsolescence by inspecting the 

circumstances of the surrounding neighbourhood and by conducting a comparative 

analysis of market rents (Reilly, 2012). Economic obsolescence usually occurs when 

there is changing demand or there is excess capacity (Grover & Grover, 2015). A 

property owner could possibly identify property economic obsolescence by analysing 

property-specific financial data and by checking to see if the property is or is not 

generating a fair rate of return on the property investment (Reilly, 2012). 

 

“Buildings can be used to house more than one economic activity. Consequently, 

when a building becomes obsolete in one use it may still be profitable in another with 

lower operating costs” (Barras & Clark, 1996: 65). A property owner can pursue a 

change the use of a property by adopting approaches such as adaptive use, 

conversion or demolition for a new development (IREM, 2011).  

 

The current market rental rates that a property is able to attain is expected to be an 

accurate indicator of the current level of obsolescence by which a property is affected. 

Furthermore, what is perceived to be the risk of the future level of obsolescence that 
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a property is likely to be affected by is shown by the expected yield and growth rate of 

the property investment (Brown, 1986; Grover & Grover, 2015).  

 

“Even if a building is no longer able to generate any surplus over operating costs, the 

land which it occupies still retains a site value for redevelopment. As a result, the 

existing building becomes obsolete when the surplus it earns for the occupier drops 

below that required to yield a normal rate of return on the present value of the site for 

the owner” (Barras & Clark, 1996: 65). This situation just described by Barras & Clark 

shows a situation where there is pressure to redevelop obsolete buildings into newer 

profitable ones (Barras & Clark, 1996). “In the 'land market', developers target semi-

obsolete buildings, which are bought and sold in the secondary property market and 

when their redevelopment value exceeds their existing-use value, they are 

demolished” (Fisher & Gillen, 2005: 3). 

 

According to Geltner et al., (2014: 237), “The net operating income results from the 

subtraction of the operating expenses from all the sources of revenue (rental revenue 

net of vacancy allowance, other income, and expense reimbursements). Net operating 

income is the most widely used indicator of the net cash flow or operating profit 

generation ability of the property”. As mentioned in previous chapters, “the term 

‘distressed’ or ‘problem’ property refers to improved properties that have minimal, if 

any positive net operating income as a direct result of overbuilding, poor management, 

changing consumer preferences, or other types of obsolescence” (Healy & Martin, 

1989: 372). “When the reduced level of net income is insufficient to cover debt service, 

a delinquent or defaulted loan is a common result” (Brophy & Chen, 2010: 1). 

Furthermore, distressed real estate shows, “a situation in which the cash flow 

produced by the building is now less than the interest payment on the mortgage. The 

building is not divisible, so a fraction of it cannot be sold piecemeal to meet the 

mortgage payment. In addition, the drop in the value of the property has increased 

leverage to the point where borrowing is no longer possible” (Cornell et al., 1996: 23).  

Brophy and Chen (2010) explain that in general, distressed real estate represents 

properties hurt by unusually high vacancy levels and these often cause a sharp and 

swift decline in a property's rental income. 
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‘Turnaround can be defined as ‘a decline and recovery from distress’ (Schendel et al., 

1976), hence it can be deduced from the above literature in Section 4.3.1 that 

identifying obsolescence can increase the net operating income of a property by 

identifying obsolescence in order to determine the corrective measures required to 

rehabilitate and restore a physically obsolete building to current standards to earn the 

desired rental rate, or to implement a change in use strategy concerning a functionally 

obsolete building to a use and function that is more profitable and which incurs a lower 

operating cost, or to restore the functionally obsolete building so that the building has 

the capacity to accommodate the required function the building was intended to 

provide and that satisfies user preferences and requirements to earn the desired rental 

rate, or to identify the need to redevelop an obsolete building in order to attract and 

earn a higher rental, even if it means demolishing the building completely in order to 

build new one. By identifying the various forms of obsolescence, a property owner is 

able to identify the root causes of the property distress and, thereby, is able to make 

credible decisions and plans in order to address the problems and achieve the desired 

rental level and income which has a direct impact on net operating income. By 

increasing the net operating income, namely to levels sufficient to cover the debt 

service, it should lead to a property financially recovering from distress, hence a 

successful distressed property turnaround. Therefore, identifying obsolescence 

relating to the property would be an important turnaround strategy that is likely to 

influence the likelihood of a distressed commercial property financial recovery.   

 

It is, therefore, hypothesised that: 

 

H1: There is a positive relationship between the importance of Obsolescence 

Identification and the Perceived Likelihood of a Distressed Commercial Property 

Financial Recovery. 

 

4.3.2 Independent Variable 2: Capital Improvements Feasibility 

 

Property investments account for a considerable amount of capital  (Gibson, 1994). 

Investments in capital improvements aim to improve the physical quality of a property 

in the long run  (Geltner et al., 2014), which includes structural additions or betterment 

to the property, where the property's useful life is prolonged by this,  (IREM, 2011). 
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Additionally, capital improvements refer to the expenses associated with the 

improvements (Fisher, 2007).  

 

In contrast to operating expenses, capital expenditures are replacements and 

alterations to a building that materially prolong its economic life and therefore 

increase its value. Market participants may refer to this item as a reserve for 

replacement, replacement allowance, capital costs, or another similar term. 

Examples of such expenditures may include roof replacements, additions, floor 

coverings, kitchen equipment, heating and air-conditioning equipment, electrical 

and plumbing fixtures, and parking surfaces. In addition, the costs owners incur to 

make the space suitable for the needs of a particular tenant (i.e., ‘tenant 

improvements’) are generally included as part of capital expenditures, or as an 

additional line item in the operating statement. (Ling & Archer, 2017: 198) 

 

As noted by Geltner et al. (2014: 238), “capital improvements add to property value, 

either by increasing the future rent that can be charged or by decreasing the future 

operating expenses, or both, relative to a baseline that would occur without the 

expenditures.  

 

The following approaches are related to property capital improvements: 

 

• Revitalisation (Johnson, 1990; 1991) 

• Redesign (Johnson, 1990; 1991) 

• Retrofitting (Groenhout et al., 2013; Husin et al., 2019) 

• Adaptive use (Eppig & Brachman, 2014; IREM, 2011; Ling & Archer, 2017; 

IREM, 2011) 

• Conversion (IREM, 2011; Remøy &Wilkinson, 2012) 

• Remodelling (Ling & Archer, 2017) 

 

• Rehabilitation (Cloete, 2017; Ling & Archer, 2017; IREM, 2011; RICS, 1973) 

• Modernisation (Ling & Archer, 2017; IREM, 2011) 
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In order to determine the economic feasibility of a proposed real estate project, it is 

necessary for a developer to evaluate the market potential of the project  (Ling & 

Archer, 2017). A property developer can reduce the risk of a proposed property 

development through research and reliable cost calculations which must give clarity 

on whether to proceed with the project (Agranovich, 2013; Cloete, 2017). “A real estate 

project is ‘feasible’ when the real estate analyst determines that there is a reasonable 

likelihood of satisfying explicit objectives when a selected course of action is tested for 

fit to a context of specific constraints and limited resources” (Cloete, 2006: 4).  

 

It is imperative to conduct a feasibility study because projects that were feasible 

yesterday at a given location do not necessarily mean that they would be so today, 

either at the same location or elsewhere, due to how the economy erratically changes 

so regularly and quickly. Moreover, each project is heterogeneous in nature, in other 

words, is unique (Audu, 2014). “The purpose of a feasibility study is to provide an 

objective, independent analysis of a development opportunity (or an acquisition 

opportunity, in the case of an existing property) and sufficient information for the client 

(and others involved in the project) to make a decision as to whether the project should 

proceed and, if so, in what form” (Cloete, 2006: 8). A feasibility study, in the context of 

real estate projects, should include socio-economic, physical and legal, marketing and 

financial feasibility considerations (Cloete, 2006). 

 

“If the expected profit, the difference between the project’s value and its cost, is big 

enough, i.e. the developer feels the profits provide enough cushion for possible cost 

overruns or lower than expected rents and market values, then the project will continue 

if the developer has adequate resources to do so. If not, it will be dropped” (Cloete, 

2017: 7). According to Steyn et al., (2013), those proposed projects or options with the 

best return on investment and payback period, at an acceptable risk, should be 

allocated funding.  

 

Property owners usually have capital budgets for planned capital expenditure 

concerning capital improvements to a property or a new real estate development or 

redevelopment project (IREM, 2011). “Capital budgeting provides for the systematic 

review of a large number of possible alternatives. The output of this process is the 

determination of a cost-benefit ratio that results from each capital investment proposal. 
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Within the context of building revitalisation, the cost-benefit ratio provides one of the 

key factors that influences the final decision” (Johnson, 1991: 426). According to 

Cloete (2017), some capital budgeting methods to make capital expenditure decisions 

include: 

 

• Net present value 

• Internal rate of return 

• Modified internal rate of return 

• Profitability index 

 

“If a capital expenditure does not add to the value of the property relative to what that 

value would be without the expenditure (as at the time of the expenditure), an 

increment in value at least equal to the cost of the expenditure, then there is no rational 

business justification for making the expenditure at the time” (Geltner et al., 2014: 

238). Future cash flows and property value appreciation are the two most important 

reasons why property investors invest in income-earning properties (Cloete, 2017). 

“Income-producing capital expenditures either produce more gross income or increase 

net income by reducing operating expenses. For example, capital expenditures for 

expansion or for installation of a more efficient heating plant could be considered 

income producing. Before incurring any expense of this nature, a manager should 

prepare a detailed cost analysis of the proposed investment to determine if the initial 

cash outlay will be recovered in the long run” (Kyle, 2013: 378). According to the 

National Property Education Committee (2004), methods of estimating improvement 

costs can involve the following: 

 

• Quantity surveying 

• Unit method 

• Square metre factor method 

• Cubic metre factor method 

 

“Capital expenditure aimed to increase a property’s value is defined as the amount 

spent in the months after the last valuation expressed as a percentage of the market 

value. If a positive change in market value is identical to the sum of a given capital 
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expenditure, the capital growth of the property will be zero. However, investors strive 

to increase value beyond their initial capital expenditures” (Füss et al., 2012: 361).  

When a capital improvement recommendation is concluded to be feasible to 

undertake, one is saying that the benefit of increased net operating income and 

increased property value that is likely to be attained, due to the capital improvement, 

should outweigh the cost to undertake such a recommendation. As noted before, 

feasibility requires a payback period that must be evaluated (IREM, 2011) or the net 

present value rule taken into account, according to Geltner et al., (2014). 

 

According to Geltner et al., (2014: 237), “The net operating income results from the 

subtraction of the operating expenses from all the sources of revenue (rental revenue 

net of vacancy allowance, other income and expense reimbursements). Net operating 

income is the most widely used indicator of the net cash flow or operating profit 

generation ability of the property”. As noted before, “the term ‘distressed’ or ‘problem’ 

property refers to improved properties that have minimal, if any positive net operating 

income as a direct result of overbuilding, poor management, changing consumer 

preferences, or other types of obsolescence” (Healy & Martin, 1989: 372). “When the 

reduced level of net income in insufficient to cover debt service, a delinquent or 

defaulted loan is a common result” (Brophy & Chen, 2010: 1). Furthermore, distressed 

real estate shows, “a situation in which the cash flow produced by the building is now 

less than the interest payment on the mortgage. The building is not divisible, so a 

fraction of it cannot be sold piecemeal to meet the mortgage payment. In addition, the 

drop in the value of the property has increased leverage to the point where borrowing 

is no longer possible” (Cornell et al., 1996: 23). “In general, distressed real estate 

represents properties hurt by unusually high vacancy levels that cause a sharp and 

swift decline in a property's rental income” (Brophy & Chen, 2010: 1). 

 

“Turnaround can be defined as ‘a decline and recovery from distress’” (Schendel et 

al., 1976). Capital expenditure, in the context of organisational turnaround literature, 

has previously being explored as a possible turnaround strategy (Pretorius, 2008a; 

Sudarsanam & Lai, 2001). Furthermore, a property owner is, to some extent, able to 

address some forms of property-related obsolescence, with capital improvements 

(Grover & Grover, 2015). Hence, it can be deduced from the above literature in Section 

4.3.2 that conducting a feasibility study in order to make a decision on a capital 
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improvement to the property, can increase the net operating income of the property, 

as result of the property owner making an informed capital investment decision that 

increases future rental income, decreases future operating expenses, or both.  

 

Only feasible improvement projects that make economic sense proceed. Increasing 

the net operating income, namely to levels sufficient to cover the debt service, should 

lead to a property financially recovering from distress, hence a successful distressed 

property turnaround. Therefore, accessing the need for capital improvements would 

be an important turnaround strategy that is likely to influence the likelihood of a 

distressed commercial property financial recovery.   

 

It is, therefore, hypothesised that: 

 

H2: There is a positive relationship between the importance of Capital Improvements 

Feasibility and the Perceived Likelihood of a Distressed Commercial Property 

Financial Recovery. 

 

4.3.3 Independent Variable 3: Tenant Mix 

 

An individual or organisation that occupies rentable space on a property and pays a 

rental rate in order to occupy such space, where the lease agreement administers all 

the contractual arrangements in such a situation, is known as a tenant (Fisher, 2007).  

A tenant mix entails the combination of business establishments occupying rentable 

space in a property, where as a collective, overall property service delivery to the 

customers of the tenants is greatly improved, optimum sales are produced by each 

tenant and thus the property is able to generate greater rental income due to the effect 

that the collective mix of tenants has on overall property rental income (Bruwer, 1997; 

McCollum, 1988). Thus, in a multi-tenanted property, the mix of tenants has an overall 

effect on the quality of the property income stream (Fisher, 2007). According to Cloete 

(2002), some objectives of a tenant mix include: 

 

• Meet general consumer demands for variety and appeal. 

• Create traffic at the property, where more traffic means more sales for tenants. 
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• Prolong duration of trips to the property, with the hope that customers spending 

more time at the property will translate to more money being spent at the 

property’s tenants. 

• Meet the productivity demands of the property. 

(Cloete, 2002) 

 

“An ideal tenant mix strives to achieve a balanced diversification of shops in the centre 

by offering a wide range of products and services; a specific image for the centre; 

maximum sales potential in the set trade area; a synergy between the satellite tenants 

(tenants other than the anchor tenants); a logical layout of shops; a pleasant shopping 

environment; enough variety to create the maximum attractiveness to the population 

of the set trade area and maximum return on investment” (Garg & Steyn, 2015: 247). 

A property owner should structure a tenant mix in such a way that there is effective 

space allocation and tenant placement, resulting in highest possible level of tenant 

interaction with the customers of the tenants who are visiting the property for whatever 

commercial reason (Marona & Wilk, 2016). Moreover, a tenant mix should include 

sufficient public facilities and services, qualitative shopping environment that meets 

expectations with regards to product and service offerings, comfort, entertainment and 

sensations (Marona & Wilk, 2016; You, 2004). Tenants should be placed around a 

property so that traffic generated by a tenant benefits all the other tenants in the 

building, thus, tenant competition is not a detriment, but rather an enhancement (Kyle, 

2013).  

 

A tenant mix is vital to the property owner, property management, tenants and 

respective customers of the tenants. A good tenant mix should be a win-win situation 

for all the property stakeholders and, particularly, for all those directly involved in the 

tenant mix arrangement and who should be rewarded with the best possible 

opportunities for success, provided the tenant mix selected is effective (Bruwer, 1997; 

Cloete, 2002). It must be warned that property owners should take cognisance of the 

perceptions that tenants have of each other. Tenants may have negative views of each 

other, with the belief that the property may suffer from less traffic flow and customers 

visiting the property due to the types of businesses present in on the property. If a 

nearby business or another tenant is perceived, or shown to, be detrimental to another 
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tenant’s image and operations.  This is likely to result in the negatively affected tenant 

vacating the property. On the other hand, tenants will be keen to remain in the property 

if they perceive other tenants adding value and increasing the likelihood of success to 

the overall property and the tenants within (Muhlebach & Alexander, 2008).  

 

A tenant mix that is truly effective will likely attract more patrons, with the outcome of 

generating greater sales for the tenants of the properties (Abratt et al., 2001; 

Alexander & Muhlebach, 1989; Brown, G.T., 1984; 1992b; Garg & Steyn, 2015; 

Greenspan, 1987; Ibrahim et al., 2003; 1990; Teller & Reutterer, 2008; Yim et al., 

2012). An adverse tenant mix is likely to lower the patron traffic within the property, 

reducing sales earned by tenants, leading to increased vacancies in the property and 

lower rental rates and overall rental income (Alexander & Muhlebach, 2001;Garg & 

Steyn, 2015). 

 

According to Geltner et al., (2014: 237), “The net operating income results from the 

subtraction of the operating expenses from all the sources of revenue (rental revenue 

net of vacancy allowance, other income, and expense reimbursements). Net operating 

income is the most widely used indicator of the net cash flow or operating profit 

generation ability of the property”. “The term ‘distressed’ or ‘problem’ property refers 

to improved properties that have minimal, if any positive net operating income as a 

direct result of overbuilding, poor management, changing consumer preferences, or 

other types of obsolescence” (Healy & Martin, 1989: 372). Kyriazis and Cloete (2018) 

warn that the existing tenant mix of a property could be seen as obsolete, thus creating 

a form of property obsolescence, providing that the tenant mix was proven not to be 

in line with modern trends and due to factors existing that hinder updating property 

tenant mix policy.  

 

“When the reduced level of net income in insufficient to cover debt service, a 

delinquent or defaulted loan is a common result” (Brophy & Chen, 2010: 1). 

Furthermore, distressed real estate shows, “a situation in which the cash flow 

produced by the building is now less than the interest payment on the mortgage. The 

building is not divisible, so a fraction of it cannot be sold piecemeal to meet the 

mortgage payment. In addition, the drop in the value of the property has increased 

leverage to the point where borrowing is no longer possible” (Cornell et al., 1996: 23). 
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“In general, distressed real estate represents properties hurt by unusually high 

vacancy levels that cause a sharp and swift decline in a property's rental income” 

(Brophy & Chen, 2010: 1). 

 

“Turnaround can be defined as ‘a decline and recovery from distress’” (Schendel et 

al., 1976; Schweizer & Nienhaus, 2017: 4), hence it can be deduced from the above 

literature in Section 4.3.3 that having a good tenant mix can increase the net operating 

income of the property, due to a good tenant mix affecting traffic flow and customer 

draw, thereby causing tenants not to move to other buildings, and thus reducing the 

risk of vacancies as tenants are eager to stay, if there are tenants who contribute to 

the success of other tenants in terms of traffic flow and customer draw. A proper tenant 

mix can attract more patrons and thus increase sales for retailers, thereby increasing 

sales earned by tenants, reducing vacancies and increasing rents, and this has a 

direct impact on the net operating income of the property. Increasing the net operating 

income, namely to levels sufficient to cover the debt service, should lead to a property 

recovering from distress, hence a successful distressed property turnaround. 

Therefore a good tenant mix would be an important turnaround strategy that is likely 

to influence the likelihood of a distressed commercial property financial recovery. 

 

It is, therefore, hypothesised that: 

 

H3: There is a positive relationship between the importance of the Tenant Mix and the 

Perceived Likelihood of a Distressed Commercial Property Financial Recovery. 

 

4.3.4 Independent Variable 4: Triple Net Leases 

 

Cloete 92001:91) presents the concept off a lease as follows: 

 

By definition, a lease is a contract given by one person (the landlord or lessor) 

to another (tenant or lessee), for the use or possession of real property for a 

specified time and in exchange for fixed payments. This contract is usually 

written and binding in the legal sense with respect to the commitments given by 

the signatories. The major objective for the drawing of a lease agreement can 

be described as protection which encompasses the landlord’s desire to assure 



565 
 

occupancy and income for the period it covers and, therefore, in preventing any 

loss in income due to sudden vacancy. From the point of view of the tenant, the 

lease objective would be that security is provided for the tenant to have 

possession of the premises for the length of its term (Cloete, 2001: 91).  

 

A property owner can choose to handle property operating costs via gross, net or 

hybrid leases (Geltner et al., 2014). The majority of commercial leases are triple net 

lease agreements (Grandfield & Willerton, 2015). A triple net lease is one that 

contracts a tenant to pay a rental rate to occupy space of a property plus pay for the 

property’s operating costs, which includes; utilities, real estate taxes, assessments, 

insurance premiums, agreed-on items of maintenance and repair (Kyle, 2013). In other 

words, “in a pure net lease (sometimes referred to as triple net or NNN), almost all of 

the operating expenses of the building are charged to the tenant, including even 

expenses that are fixed, that is, not sensitive to the level of occupancy in the building, 

such as property taxes and insurance costs. However, even with a pure net lease, the 

landlord may cover some expenses, such as the property manager’s fees and costs 

specifically associated with leasing activities” (Geltner et al., 2014: 785). Futhermore, 

in a triple net lease, the property owner is only really responsible for covering the 

structure and capital elements of the property (Coppola, 2014).  

 

Property investment performance is attributed to operating costs being passed on to 

the tenants of the property to cover, since, from the perspective of the property owner, 

passing operating costs to the tenant directly affects the property cash flow that the 

property owner earns, thus affecting property investor income; in other words, the 

passing on of operating costs is an important indicator of how profitable a lease 

contract will be (Füss et al., 2012). Operating costs present a risk for both the property 

owner and the tenant in terms of inflation. A property owner prefers net leases because 

under such an arrangement, the risk of operational cost inflation is passed on to the 

tenant, while a tenant prefers gross leases as the risk of operational cost inflation is 

passed on to the property owner (Gabe et al., 2019; Wiley et al., 2014). Hence, if a 

property owner negotiates a lease contract where the operating cost burden of the 

property is shifted to a tenant or the tenants of a property, the property owner attains 

the advantage of some protection against property operating cost inflation (Geltner et 

al., 2014).  
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With all the different forms of net leases, a tenant is likely to benefit from a lower base 

rent, since they are required to cover operating expenses, so the lower base rent acts 

like an incentive for the tenant to take on this form of lease agreement (Gabe et al., 

2019). Moreover, in a triple net lease agreement, a tenant can benefit because the 

tenant is able to control their own operating expenses, so each tenant of a property 

only needs to pay the appropriate amount of operating expenses applicable to them 

and will not be penalised by another reckless tenant in the property and who is not 

managing their operating expenses optimally. On the other hand, in a triple net lease 

agreement, the property owner is likely to benefit from lower risk, predictable monthly 

income and rent increases to hedge against inflation (Fisher, 2007). 

 

As previously indicated by Geltner et al., (2014: 237), “the net operating income results 

from the subtraction of the operating expenses from all the sources of revenue (rental 

revenue net of vacancy allowance, other income, and expense reimbursements). Net 

operating income is the most widely used indicator of the net cash flow or operating 

profit generation ability of the property”. All the property leases of a property combined 

determine most of the income of that property (Ling & Archer, 2017). The property 

cash flow and, ultimately, the property value, is established through the terms of a 

lease, thus making a lease agreement a crucial aspect of real estate (Muhlebach & 

Alexander, 2008).  

 

 “The term ‘distressed’ or ‘problem’ property refers to improved properties that have 

minimal, if any positive net operating income as a direct result of overbuilding, poor 

management, changing consumer preferences, or other types of obsolescence” 

(Healy & Martin, 1989: 372). “When the reduced level of net income in insufficient to 

cover debt service, a delinquent or defaulted loan is a common result” (Brophy & Chen, 

2010: 1). Furthermore, distressed real estate shows, “a situation in which the cash 

flow produced by the building is now less than the interest payment on the mortgage. 

The building is not divisible, so a fraction of it cannot be sold piecemeal to meet the 

mortgage payment. In addition, the drop in the value of the property has increased 

leverage to the point where borrowing is no longer possible” (Cornell et al., 1996: 23) 
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“Turnaround can be defined as ‘a decline and recovery from distress’” (Schweizer & 

Nienhaus, 2017: 4), hence it can be deduced from the above literature in Section 4.3.4 

that the use of triple net lease agreements, can increase the net operating income of 

a property as the landlord gains the obvious advantage of some protection against 

inflation in operating costs. Increasing the net operating income, namely to levels 

sufficient to cover the debt service, should lead to a property recovering from distress, 

hence a successful distressed property turnaround. Therefore, the use of triple net 

leasing would be an important turnaround strategy that is likely to influence the 

likelihood of a distressed commercial property financial recovery.   

 

It is, therefore, hypothesised that: 

 

H4: There is a positive relationship between the importance of Triple Net Leases and 

the Perceived Likelihood of a Distressed Commercial Property Financial Recovery. 

 

4.3.5 Independent Variable 5: Concessions 

 

In the real estate context, a tenant represents the customer to the property owner. It 

may be substantially more expensive for a property owner to attract and secure new 

tenants than it costs to retain existing ones (Li, 2003; Matzler & Hinterhuber, 1998; 

Palm & Palm, 2017). Satisfied, existing tenants may be eager to lease a larger property 

or more space, thus a property owner has an incentive to focus on strategies that will 

increase the likelihood that existing tenants will renew their leases, so in other words, 

strategies concerning retaining existing tenants must be considered (Palm & Palm, 

2017). Therefore, it is crucial to work with the existing tenants, in order to prevent them 

from moving or vacating the property, since, as mentioned above, the cost of existing 

tenant retention is far less than the cost of attracting new tenants (Li, 2003; Matzler & 

Hinterhuber, 1998; Palm & Palm, 2017). 

 

A property owner would likely have to undertake specific tactics in order to persuade 

a tenant to sign a lease to occupy space in the respective property (Hamilton et al., 

2006; IPF, 1993). Property owners can offer concessions to a tenant with regards to 

the lease terms and other aspects of the renting arrangement as an incentive for the 

tenant to sign the lease. It is obvious that property owners would prefer not to grant 
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any concession in general, but such a strategy may prove useful to the property owner 

for a variety of reasons (Muhlebach & Alexander, 2008). “A concession is a benefit or 

boon to the tenant because the owner agrees to less than the original terms in order 

to influence a prospect to become a tenant” (Kyle, 2013: 130). 

 

“Landlords provide concessions to tenants as ‘sweeteners’ to get them to sign leases 

they otherwise would not agree to, with provisions that are beneficial to the landlord, 

or at a time when the rental market is unfavourable for the landlord” (Geltner et al., 

2014: 788). Concessions include, but are not limited to; free rent, reduced rent for a 

specific period, financial assistance with moving from the former location, payment of 

penalties for breaking a former lease, or payment for tenant improvements (IREM, 

2011). 

 

When demand for space drops in a particular real estate market, the market rental 

rates for new leases also drop because of the inelasticity of space supply reduction. 

The drop of the market rental rates for new leases is likely due to property owners 

offering various concessions to prospective tenants in order to persuade and 

incentivise the tenant to sign the lease, where in such unfavourable market 

circumstances where there is a decline in demand, a property owner is likely to offer 

concessions that will induce the tenant to sign a long-term lease (Geltner et al., 2014).  

 

Therefore, concessions are useful during weak market conditions for the purpose of 

encouraging a tenant to occupy space, since a likely vacancy is the undesirable 

alternative for the property owner (McCluskey et al., 2016), as the cost of vacancy is 

a crucial consideration that a property owner must never overlook, especially in 

circumstances when vacancy rates are comparatively high (Tse, 1999). 

 

In summary, concessions are offered by the property owner to a prospective tenant in 

order to encourage the leasing of space to a new tenant or to encourage a lease 

renewal with existing tenants (IREM, 2011). It was previously mentioned by (Geltner 

et al. (2014: 237), “the net operating income results from the subtraction of the 

operating expenses from all the sources of revenue (rental revenue net of vacancy 

allowance, other income, and expense reimbursements). Net operating income is the 
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most widely used indicator of the net cash flow or operating profit generation ability of 

the property”.  

 

“The term ‘distressed’ or ‘problem’ property refers to improved properties that have 

minimal, if any positive net operating income as a direct result of overbuilding, poor 

management, changing consumer preferences, or other types of obsolescence” 

(Healy & Martin, 1989: 372). “When the reduced level of net income in insufficient to 

cover debt service, a delinquent or defaulted loan is a common result” (Brophy & Chen, 

2010: 1). Furthermore, distressed real estate shows, “a situation in which the cash 

flow produced by the building is now less than the interest payment on the mortgage. 

The building is not divisible, so a fraction of it cannot be sold piecemeal to meet the 

mortgage payment. In addition, the drop in the value of the property has increased 

leverage to the point where borrowing is no longer possible” (Cornell et al., 1996: 23). 

“In general, distressed real estate represents properties hurt by unusually high 

vacancy levels that cause a sharp and swift decline in a property's rental income” 

(Brophy & Chen, 2010: 1). 

 

Turnaround can be defined as, “a decline and recovery from distress’” (Schweizer & 

Nienhaus, 2017: 4). Hence, it can be deduced from the above literature in Section 

4.3.5 that the tactic of offering concessions to tenants can increase the net operating 

income of a property, as concessions encourage the leasing of space, including lease 

renewals, at a time when the rental market is unfavourable for the landlord, therefore, 

leading to a reduction in vacancies. Concessions also induce potential tenants to sign 

long-term leases and this will influence the net operating income of the property. 

Increasing the net operating income, namely to levels sufficient to cover the debt 

service, should lead to a property recovering from distress, hence a successful 

distressed property turnaround. Therefore, offering concessions would be an 

important turnaround strategy that is likely to influence the likelihood of a distressed 

commercial property financial recovery.   

 

It is, therefore, hypothesised that: 

H5: There is a positive relationship between the importance of Concessions and the 

Perceived Likelihood of a Distressed Commercial Property Financial Recovery. 
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4.3.6 Independent Variable 6: Property Management 

 

Cloete (2001) notes the three broad options in which to manage a property. 

 

• The property owners undertake the management of the property themselves. 

• The property owners employ a professional property manager who then 

becomes an employee of the property owners.  

• The property owners outsource the property management function to an 

external service provider, in other words, a property management company, for 

a fee. 

(Cloete, 2001) 

 

Whoever does the management, has the responsibility of managing and administering 

the property or property portfolio. If a professional property manager is hired or an 

external service provider conducts the management, both options need to manage 

and administer the properties in accordance with the goals and objectives of the 

property owners (Van den Berg & Cloete, 2004). According to Cloete (2001), property 

management includes, but is not limited to, the following functions: 

• Leasing 

• Tenant administration 

• Risk management 

• Maintenance 

• Management of expenses and income 

• Budgeting, record keeping and reporting 

• Marketing 

(Cloete, 2001) 

 

Those managing a property are responsible for managing the physical structures on 

the property, managing the building’s technical functions, managing other property 

tangible aspects, attracting tenants, managing the combinations of tenants, managing 

the structure of the lease agreements, managing other intangible aspects (Kariya et 

al., 2005), negotiating profitable lease contracts, allocating capital expenditure and 

handling vacancy and cost management efficiently (Füss et al., 2012; Geltner et al., 
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2007). Effective property management results in the protection of the value of the 

property, an increase in property cash flows (Kariya et al., 2005), the property being 

kept in a good condition, the minimisation of property operating costs, in a property 

having a positive image, capital value improvement, rental value improvement (Hui et 

al., 2011) and the maximisation of returns (Loh, 1991; Palm & Palm, 2017; Wurtzebach 

et al., 1994). 

 

As noted before, by Geltner et al., (2014: 237), “The net operating income results from 

the subtraction of the operating expenses from all the sources of revenue (rental 

revenue net of vacancy allowance, other income, and expense reimbursements). Net 

operating income is the most widely used indicator of the net cash flow or operating 

profit generation ability of the property”.  

 

“The term ‘distressed’ or ‘problem’ property refers to improved properties that have 

minimal, if any positive net operating income as a direct result of overbuilding, poor 

management, changing consumer preferences, or other types of obsolescence” 

(Healy & Martin, 1989: 372). “When the reduced level of net income in insufficient to 

cover debt service, a delinquent or defaulted loan is a common result” (Brophy & Chen, 

2010: 1). Furthermore, distressed real estate shows, “a situation in which the cash 

flow produced by the building is now less than the interest payment on the mortgage. 

The building is not divisible, so a fraction of it cannot be sold piecemeal to meet the 

mortgage payment. In addition, the drop in the value of the property has increased 

leverage to the point where borrowing is no longer possible” (Cornell et al., 1996: 23). 

“In general, distressed real estate represents properties hurt by unusually high 

vacancy levels that cause a sharp and swift decline in a property's rental income” 

(Brophy & Chen, 2010: 1). 

 

“Turnaround can be defined as ‘a decline and recovery from distress’” (Schweizer & 

Nienhaus, 2017: 4), hence it can be deduced from the above literature in Section 4.3.6 

that good property management, whether the owner performs the task or hires 

someone else to manage this, can increase the net operating income of a property by 

minimising operating costs and negotiating profitable lease contracts, as expected 

from good property management. Increasing the net operating income, namely to 

levels sufficient to cover the debt service, should lead to a property recovering from 
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distress, hence a successful distressed property turnaround. Therefore, good property 

management would be an important turnaround strategy that is likely to influence the 

likelihood of a distressed commercial property financial recovery.   

 

It is, therefore, hypothesised that: 

 

H6: There is a positive relationship between the importance of Property Management 

and the Perceived Likelihood of a Distressed Commercial Property Financial 

Recovery. 

 

4.3.7 Independent Variable 7: Contracts 

 

Apart from management being a critical issue for all property investments, another 

important aspect is deciding on the most efficient management structure (Klingenberg 

& Brown, 2006). “When the owner retains an outside manager, other well known 

conflicts enter the business arrangements. The framework that captures these 

conflicts is known as the ‘agency problem’ (or ‘principal-agent problem’). The problem 

arises when an agent provides a service to the principal, which includes holding the 

principal’s capital as well as some level of the authority for decision making with 

regards to this capital. Although the agent and the principal are each interested in 

utility maximisation, their individual objectives differ, often resulting in sub-optimal 

capital management, and hence return, for the principal” (Klingenberg & Brown, 2006: 

398). In the context of real estate, property managers operate as the agents and the 

property owner is the principal (Cloete, 2001). 

 

It is obvious that the objective of the property owner is to make sure that the property 

stays maintained to standard and that the value of the property is continuously 

enhanced (Gibson, 1994). As mentioned before, both the agent and the principal seek 

to maximise utility, however, their personal objectives may differ, with the agent not 

managing the asset in the required way to maximise returns for the principal, but rather 

managing the asset in a way that is based on self-interest and self-gain (Klingenberg 

& Brown, 2006). Such opportunistic behaviour of the agent that comes at the expense 

of the principal is known as the moral hazard problem (Azasu, 2011). “The concept of 

‘opportunistic behaviour’ relates to a situation when one party acts in its own interest 
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and imposes costs on the other party that is larger than the gain that is due to the other 

party. This leads to inefficiency. The mere risk of opportunistic behaviour by either 

party entails transaction costs, because the simple reduction of risk for opportunistic 

behaviour involves costs in the transaction process” (Palm & Palm, 2017: 153).  

 

When a property owner sets the property management’s compensation to be based 

on rent income, a conflict emerges as property managers will focus rent income 

maximisation, leaving little incentive to control the operating costs of the property, thus 

likely negatively affecting the overall net operating income of the property (Rosenberg 

& Corgel, 1990). On the other hand, if a property owner sets the property 

management’s compensation to be based on net operating income, the property 

manager is incentivised to maximise net operating income. However, a conflict also 

arises from this situation, as the property manager may take measures to maximise 

net operating income in the short-run, in order to earn more compensation, that could 

be unfavourable and damaging to the property in the long-term, where such 

detrimental measures include limiting maintenance and other costs that are necessary 

for the property to meet expectations, survive, be useful and function for the required 

period of time (Cloete, 2001). 

 

“The agency problem appears when actions of one of the parties, e.g., the manager 

(the agent in the ‘principal – agent’ relation), may have a negative influence on the 

owner, the source of which may be hidden, unobservable manager’s actions or the 

information possessed by him, inaccessible to the owner” (Marona, 2013: 43). Agency 

problems are likely to seriously hinder effective management and maintenance of a 

building (Ho & Liusman, 2016; Lai & Chan, 2004; Walters, 2002; Walters & Kent, 2000; 

Yau et al., 2009).  

 

Building life-cycle and efficiency depends on various factors, one factor being types of 

contracts (Zavadskas et al., 2001). As noted by Cloete (2001), a property owner can 

hire a property manager as an employee or can make use of an external property 

management service provider. Successful outsourcing requires contract formulation 

(Palm & Palm, 2017; Usher, 2004). 
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“Transaction costs are costs associated with writing contracts, obtaining information 

and engaging in exchange. But since a transaction can be subject to opportunistic 

behaviour, costs associated with misunderstandings, conflicts and everything else that 

might interrupt the harmonious exchange of a service delivery are also considered as 

transaction costs. The core of providing service delivery that is as smooth as possible 

lies with contracts. It is the contract that stipulates what is to be done and how it is to 

be done” (Palm & Palm, 2017: 153). In a contract, the terms of the contract indicate 

what arrangements both the agent and the principal have agreed to, hence the 

conditions set out by the contract establishes the circumstances that must prevail (Ling 

& Archer, 2017). In the case of property management contracts, the terms and 

conditions of the contract are negotiated between the property owners and the 

property managers. The property management contract will likely include important 

factors such as rent, leasing, maintenance and the agency relationship (Rosenberg & 

Corgel, 1990). Thus, the property management contract defines the relationship 

between the property owner and property manager and provides guidance for 

operating the property and, furthermore, provides a basis in which to settle any 

disputes between the property owner and property manager that may occur in the 

future (Kyle, 2013). 

 

The property management contract is a dated agreement that is signed by both the 

property manager and the property owner (Kyle, 2013). Cloete (2001) stipulates that 

most property management contracts contain the following: 

 

• Identification of the property and parties 

• The period of the agreement 

• Responsibilities of the manager 

• Responsibilities of the owner 

• Fees and leasing/sales commissions 

• Signatures of the parties 

(Cloete, 2001) 

 

Resolving agency problems means taking measures that align the interests of the 

agent with the interests of the principal. Possible solutions to agency problems entail 
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investing in monitoring mechanisms and tying rewards to output (Azasu, 2011). 

Contracts and their terms and conditions, as mentioned before, are formulated to 

govern the agent, in terms of legal and ethical aspects (Kyle, 2013). Often, property 

management contracts contain provisions that do not address the conflicts of interest 

between property managers and property owners. Therefore, an efficient and effective 

property management contract would contain provisions that can mitigate agency 

problems and costs and thus requires a property owner to identify the provisions that 

can do so (Rosenberg & Corgel, 1990). Furthermore, reducing the risk associated with 

agency problems may require the principal to familiarise the agent with strategy, 

operations, organisational culture and internal procedures. It is crucial that there is 

sufficient and effective supervision over the agent, where the principal should 

implement institutional control and permanent monitoring of operations based on the 

management contract (Gibler & Black 2004; Marona, 2013). A property owner should 

create proper incentives for the property managers, in order for property managers to 

be incentivised to align personal objectives with the objectives of property owners and 

investors (Ling & Archer, 2017). 

 

Rosenberg and Corgel (1990) maintain that it is essential for a property owner to 

consider and evaluate the following provisions of property management contracts, 

since such provisions have a bearing on property agency problems.  

 

• Term and length of contract 

• Agency authority and powers 

• Owner indemnification 

• Compensation 

(Rosenberg and Corgel, 1990) 

 

As mentioned before by Geltner et al., (2014: 237), “the net operating income results 

from the subtraction of the operating expenses from all the sources of revenue (rental 

revenue net of vacancy allowance, other income, and expense reimbursements). Net 

operating income is the most widely used indicator of the net cash flow or operating 

profit generation ability of the property”.  
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“The term ‘distressed’ or ‘problem’ property refers to improved properties that have 

minimal, if any positive net operating income as a direct result of overbuilding, poor 

management, changing consumer preferences, or other types of obsolescence” 

(Healy & Martin, 1989: 372). “When the reduced level of net income in insufficient to 

cover debt service, a delinquent or defaulted loan is a common result” (Brophy & Chen, 

2010: 1). Furthermore, distressed real estate shows, “a situation in which the cash 

flow produced by the building is now less than the interest payment on the mortgage. 

The building is not divisible, so a fraction of it cannot be sold piecemeal to meet the 

mortgage payment. In addition, the drop in the value of the property has increased 

leverage to the point where borrowing is no longer possible” (Cornell et al., 1996: 23). 

“In general, distressed real estate represents properties hurt by unusually high 

vacancy levels that cause a sharp and swift decline in a property's rental income” 

(Brophy & Chen, 2010: 1). 

 

“Turnaround can be defined as ‘a decline and recovery from distress’” (Schweizer & 

Nienhaus, 2017: 4). Hence it can be deduced from the above literature in Section 4.3.7 

that adding provisions to the property management contract that align the objectives 

of the property manager with the objectives of the property owner, and where the 

objectives of the property owner entail maintaining and enhancing the value of the 

asset, can increase the net operating income of a property, as property managers will 

have incentives to control operating expenses of the property, provided that the added 

provisions in the contract incentivise a property manager to control operating costs 

and act in the best interest of the property owner, and with the objective of maintaining 

and enhancing the value of the asset. Increasing the net operating income, namely to 

levels sufficient to cover the debt service, should lead to a property recovering from 

distress, hence a successful distressed property turnaround. Therefore, including 

provisions in property management contracts that reduce agency costs and moral 

hazards, would be an important turnaround strategy that is likely to influence the 

likelihood of a distressed commercial property financial recovery.   

  

It is, therefore, hypothesised that: 

 

H7: There is a positive relationship between the importance of Contracts and the 

Perceived Likelihood of a Distressed Commercial Property Financial Recovery. 
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4.3.8 Independent Variable 8: Business Analysis 

 

“Business analysis is the evaluation of a company’s prospects and risks for the 

purpose of making business decisions. These business decisions extend to equity and 

debt valuation, credit risk assessment, earnings predictions, audit testing, 

compensation negotiations, and countless other decisions. Business analysis aids in 

making informed decisions by helping structure the decision task through an 

evaluation of a company’s business environment, its strategies, and its financial 

position and performance” (Subramanyam & Wild, 2009: 4). Business decisions 

comprise of programmed decisions, which are decisions that occur on a frequent basis 

and of non-programmed decisions which involve decisions regarding new problems 

facing strategic issues and, thus, include strategic decisions (Bolland & Lopes, 2018). 

Managing a property is not possible if the information that is needed to make effective 

and informed decisions concerning the property, is lacking (Gibson, 1994), particularly 

those decisions that need to be made by a decision-maker, and which are crucial for 

achieving long-term objectives (Abdullah et al., 2011; Palm & Palm, 2017).  

 

With regards to real estate, the objective of making strategic decisions should result 

in optimising property value. Other strategic decisions concerning properties include 

investing in, purchasing and selling a property or properties. It is the responsibility of 

property management to make decisions that involve maintaining the property and 

managing the tenants of the property (Palm & Palm, 2017). It has being shown that 

effective decision-making concerning the strategic and managerial aspect of a 

property can lead to improved profitability, space efficiency, cost reduction, capital 

minimisation and increased revenues (Lindholm & Leväinen, 2006). 

 

Strategic decisions involve making decisions about substantial amounts of resources 

that are needed to attain long-term objectives and cannot be reversed with ease 

(Bolland & Lopes, 2018). Strategic decisions that are effective and successful 

contribute to competitive position, align internal operations with the external 

environment and assist with overall survival and perseverance (Alhawamdeh & 

Alsmairat, 2019; Mueller et al., 2007). According to Hickson (1995) and Harrison and 

Pelletier (2001), important strategic decisions, are as follows: 

• Mergers and acquisitions 
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• Diversifications and divestitures 

• Expansion and retrenchment 

• Reorganisation and reengineering 

• Joint ventures and strategic alliances 

• New product development 

(Harrison & Pelletier, 2001) 

 

Reengineering entails “the fundamental rethinking and radical redesign of business 

processes to achieve dramatic improvement in critical, contemporary measures of 

performance, such as cost, quality, service and speed” (Aurand et al., 1996: 8). 

Additionally, “maintaining a profit orientation is another critical activity in reengineering. 

The primary elements of profits, reduced costs and increased revenues are the 

ultimate goals of reengineering efforts” (Aurand et al., 1996: 10).  

 

As stipulated by Geltner et al., (2014: 237), “the net operating income results from the 

subtraction of the operating expenses from all the sources of revenue (rental revenue 

net of vacancy allowance, other income, and expense reimbursements). Net operating 

income is the most widely used indicator of the net cash flow or operating profit 

generation ability of the property”.  

 

“The term ‘distressed’ or ‘problem’ property refers to improved properties that have 

minimal, if any positive net operating income as a direct result of overbuilding, poor 

management, changing consumer preferences, or other types of obsolescence” 

(Healy & Martin, 1989: 372). “When the reduced level of net income in insufficient to 

cover debt service, a delinquent or defaulted loan is a common result” (Brophy & Chen, 

2010: 1). Furthermore, distressed real estate shows, “a situation in which the cash 

flow produced by the building is now less than the interest payment on the mortgage. 

The building is not divisible, so a fraction of it cannot be sold piecemeal to meet the 

mortgage payment. In addition, the drop in the value of the property has increased 

leverage to the point where borrowing is no longer possible” (Cornell et al., 1996: 23).  

“In general, distressed real estate represents properties hurt by unusually high 

vacancy levels that cause a sharp and swift decline in a property's rental income” 

(Brophy & Chen, 2010: 1). 
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“Turnaround can be defined as ‘a decline and recovery from distress’” (Schweizer & 

Nienhaus, 2017: 4), hence it can be deduced from the above literature in Section 4.3.8 

that implementing the process of business analysis, can increase the net operating 

income of a property, due to informed decision-making that is influenced by an 

evaluation of the economic prospects of the business environment, the strategies 

employed, the financial position and the performance of and risks faced by the 

property. Informed strategic decision-making that entails reengineering could bring 

about the radical redesigning of property processes that may achieve a dramatic 

improvement in the cost and revenue situation of the property. Increasing the net 

operating income, namely to levels sufficient to cover the debt service, should lead to 

a property recovering from distress, hence a successful distressed property 

turnaround. Therefore, improving strategic decision-making by means of a business 

analysis, would be an important turnaround strategy that is likely to influence the 

likelihood of a distressed commercial property financial recovery. 

It is, therefore, hypothesised that: 

 

H8: There is a positive relationship between the importance of Business Analysis and 

the Perceived Likelihood of a Distressed Commercial Property Financial Recovery. 

 

4.3.9 Independent Variable 9: Debt Renegotiation 

 

When a property experiences economic distress, the property can be classified as 

troubled or potentially troubled. Troubled properties include those properties that are 

experiencing being in delinquency/default, experiencing being transferred to a special 

servicer, experiencing foreclosure initiation, experiencing maturity default or 

experiencing the borrowers being in bankruptcy. Potentially troubled properties are 

those properties that are likely to become distressed and experience one of the above 

situations, in the near future (Downs & Xu, 2015). When a property owner is likely to 

default or has defaulted on debt payments concerning a property loan, for various 

reasons, the cash flow generated by the property dropping below the break-even level 

that covers the debt payment, leads to the property becoming distressed (Torto, 2010). 

 

Property lenders will usually first attempt to correct defaults before considering 

litigation measures against the defaulting property owner (Cloete, 2005). A property 
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lender benefits from taking a non-litigious path when dealing with a default on a 

property loan in terms of avoiding the substantial costs associated with defaults 

(Geltner et al., 2014). Thus the property lender, in order to avoid taking legal action 

and having all the costs that go with that, will likely have to engage in renegotiation of 

some sort, concerning the terms of the property loan, with the defaulting property 

owner, in the hope of resolving the default situation (Cloete, 2005). 

 

Morri and Mazza (2015: 74).explain renegotiation in the following manner. 

 

Renegotiation instead generally involves one individual financial relationship or, 

otherwise, a homogeneous series of relationships in which some elements of 

the loan agreement (term, interest rate, repayment plan) are amended, not 

necessarily in order to deal with a situation in which the borrower has defaulted. 

Usually they are characterised by granting certain facilities to a borrower who 

is encountering temporary difficulties in honouring the terms of the loan or they 

represent the conclusion of market transactions aimed at securing the client's 

loyalty. These may involve changes to interest rates, payment terms, maturity 

dates, and repayment plans (the waivers), or alternatively the granting of a new 

loan to replace the previous one, which will then be redeemed with the 

proceeds of the new loan (Morri & Mazza, 2015: 74). 

 

According to Geltner et al., (2014: 237), “the net operating income results from the 

subtraction of the operating expenses from all the sources of revenue (rental revenue 

net of vacancy allowance, other income, and expense reimbursements). Net operating 

income is the most widely used indicator of the net cash flow or operating profit 

generation ability of the property”. Thus, the net operating income of a property 

services debt repayments. The remaining portion of net operating income after paying 

the debt repayment is the net cash flow of the property (Cloete, 2005). Servicing the 

property debt means covering the interest and repaying the capital amount, subject to 

the contractual arrangement (Cloete, 2017). 

 

“The term ‘distressed’ or ‘problem’ property refers to improved properties that have 

minimal, if any positive net operating income as a direct result of overbuilding, poor 

management, changing consumer preferences, or other types of obsolescence” 
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(Healy & Martin, 1989: 372). “When the reduced level of net income is insufficient to 

cover debt service, a delinquent or defaulted loan is a common result” (Brophy & Chen, 

2010: 1). Furthermore, distressed real estate shows, “a situation in which the cash 

flow produced by the building is now less than the interest payment on the mortgage. 

The building is not divisible, so a fraction of it cannot be sold piecemeal to meet the 

mortgage payment. In addition, the drop in the value of the property has increased 

leverage to the point where borrowing is no longer possible” (Cornell et al., 1996: 23). 

“In general, distressed real estate represents properties hurt by unusually high 

vacancy levels that cause a sharp and swift decline in a property's rental income” 

(Brophy & Chen, 2010: 1). 

 

“Turnaround can be defined as ‘a decline and recovery from distress’” (Schendel et 

al., 1976; Schweizer & Nienhaus, 2017: 4), hence it can be deduced from the above 

literature in Section 4.3.9 that renegotiating the elements of an existing loan 

agreement can assist with alleviating existing loan and debt servicing pressures faced 

by the property, by securing loan amendments from the lender that apply to either the 

existing loan term, interest rate, repayment plan or a variety of these options together.  

 

Alleviating existing loan and debt servicing pressures to a point where the property 

can break-even and generate a positive cash flow, should lead to a property 

recovering from distress, hence a successful distressed property turnaround. 

Therefore, renegotiating elements of an existing loan agreement to a more favourable 

agreement, would be an important turnaround strategy that is likely to influence the 

likelihood of a distressed commercial property financial recovery. 

 

It is, therefore, hypothesised that: 

 

H9: There is a positive relationship between the importance of Debt Renegotiation and 

the Perceived Likelihood of a Distressed Commercial Property Financial Recovery. 

 

4.3.10 Independent Variable 10: Cost-Cutting 

 

In the context of the contribution of real estate, cost reduction and capital minimisation 

are important units of measurement (Lindholm & Leväinen, 2006). Cost-cutting has 
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being shown to be a useful strategy in achieving greater likelihoods of successful 

organisational turnarounds (Brown et al., 1993; DeAngelo & DeAngelo, 1990; Franks 

& Mayer, 1997; Filatotchev & Toms, 2006; Hoffman, 1989; Panicker & Manimala, 

2015). Hough et al.(2011: 207) present possible cost-cutting as follows:  

 

Cost-reducing turnaround strategies work best when an ailing company’s value 

chain and cost structure are flexible enough to permit radical surgery, when 

operating inefficiencies are identifiable and readily correctable, when the 

company’s costs obviously bloated, and when the firm is relatively close to its 

break-even point. Accompanying a general belt-tightening can be an increased 

emphasis on paring administrative overheads, elimination of non-essential and 

low-value-adding activities in the company’s value chain, modernisation of 

existing plant and equipment to gain greater productivity, delay of non-essential 

capital expenditures, and debt restructuring to reduce interest costs and 

stretching out repayments (Hough et al., 2011: 207).  

 

Kyle (2013) claims that the operating expenses of a property fall mostly into the 

following general categories: 

 

• Wages paid to building personnel 

• General operating expenses such as utilities 

• Maintenance expenses 

• Administrative costs 

 

Cloete (2006) stipulates that reducing operating expenses involves attaining the 

lowest possible quotes, increasing recoveries from tenants, ensuring an optimum 

capital and maintenance ratio and the optimising the use of energy systems. Cost 

management is likely to have a direct impact on a property’s cash flow (Füss et al., 

2012). Geltner et al., (2014: 237), notes that “the net operating income results from 

the subtraction of the operating expenses from all the sources of revenue (rental 

revenue net of vacancy allowance, other income, and expense reimbursements). Net 

operating income is the most widely used indicator of the net cash flow or operating 

profit generation ability of the property”.  
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“The term ‘distressed’ or ‘problem’ property refers to improved properties that have 

minimal, if any positive net operating income as a direct result of overbuilding, poor 

management, changing consumer preferences, or other types of obsolescence” 

(Healy & Martin, 1989: 372). “When the reduced level of net income in insufficient to 

cover debt service, a delinquent or defaulted loan is a common result” (Brophy & Chen, 

2010: 1). Furthermore, distressed real estate shows, “a situation in which the cash 

flow produced by the building is now less than the interest payment on the mortgage. 

The building is not divisible, so a fraction of it cannot be sold piecemeal to meet the 

mortgage payment. In addition, the drop in the value of the property has increased 

leverage to the point where borrowing is no longer possible” (Cornell et al., 1996: 23). 

“In general, distressed real estate represents properties hurt by unusually high 

vacancy levels that cause a sharp and swift decline in a property's rental income” 

(Brophy & Chen, 2010: 1). 

 

“Turnaround can be defined as ‘a decline and recovery from distress’” (Schweizer & 

Nienhaus, 2017: 4). Hence, it can be deduced from the above literature in Section 

4.3.10 that adopting cost-reducing strategies can increase the net operating income 

of a property, because of the reduction in operating expenses and costs in general. 

Increasing the net operating income, notably to levels sufficient to cover the debt 

service, should lead to a property recovering from distress, hence a successful 

distressed property turnaround. Therefore, adopting cost-reducing strategies, would 

be an important turnaround strategy that is likely to influence the likelihood of  a 

distressed commercial property financial recovery. 

 

It is, therefore, hypothesised that: 

 

H10: There is a positive relationship between the importance of Cost-Cutting and the 

Perceived Likelihood of a Distressed Commercial Property Financial Recovery. 

 

4.3.11 Independent Variable 11: Market Analysis 

 

A market analysis, with regards to real estate, entails quantifying and forecasting the 

supply of, and demand for, space to house economic and other required activities, 

importantly, forecasting future rental rates and vacancy levels, in a specific 
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geographical real estate market segment of interest (Geltner et al., 2014). A market 

analysis should provide a comprehensive overview of the supply and demand 

conditions for rental space with regards to a particular property of interest, in 

comparison to the demand for space of similar and competitor properties. Conducting 

a market analysis means that a property owner or manager needs to gather 

information about similar and competitor properties and then compare the features 

and attributes of those properties with their property that they own, are managing, or 

plan to purchase. Moreover, conducting a market analysis requires the property owner 

and property manager to identify potential tenants and also assess whether their 

property meets market expectations in order to achieve the desired and required rental 

rate (IREM, 2011).  

 

According to Kyle (2013: 514), a market analysis entails “regional and neighbourhood 

study of economic, demographic, and other information made by the property manager 

to determine supply and demand, market trends, and other factors important in leasing 

and operating a specific property”. According to Geltner et al., (2014), projecting the 

market supply and demand of space in a particular real estate market segment has 

implications for decision-making, concerning properties in that segment which are 

dependent on whether the projections indicate that a shortage of the supply of space 

is increasing, or whether there is evidence of oversupply of space and overbuilding. 

These are listed below. 

 

• Construction and development decisions 

• Leasing decisions 

• Investment in existing structures decisions 

(Geltner et al., 2014) 

 

A real estate market analysis is vital when it comes to decisions regarding leasing 

(Geltner et al., 2014). Despite long-term leases being beneficial to property owners in 

terms of providing income security over a long period of time, property owners are 

likely to miss out on crucial opportunities to increase rental rates during the term of a 

long-term lease, when market conditions change to more favourable circumstances 

that allow for rent increases, since rental rates are locked into a set rate during the 
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lease term, in many cases (Fisher, 2007). Conducting a market analysis is likely to be 

followed by the adoption of new rental schedules (IREM, 2011). The real estate market 

determines the rental rate and terms for properties, thus it is vital that property owners 

understand what is happening in the property market, as the property owners will price 

space according to the property market when establishing a rental rate for a the 

property and negotiating leases (Muhlebach & Alexander, 2008).  

 

“Expectations regarding the future trends in spot rents in the relevant space market 

make the opportunity cost of the lease a function of the lease term” (Geltner et al., 

2014: 797). “If spot rents are expected to rise, then longer-term leases must have a 

higher annuitized lease value than the lease otherwise would. This is required for both 

landlords and tenants to be indifferent between long- and short-term leases. With 

rising spot rent expectations, the expected opportunity cost (to the landlord) or 

opportunity value (to the tenant) of forgoing a strategy of rolling over short-term leases 

is greater for longer-term leases within the horizon of rising projected spot rents. If, on 

the other hand, spot rents are expected to fall, then the opposite is the case” (Geltner 

et al., 2014: 797).  

 

“This competition for space, coupled with the existing supply of leasable space, 

determines current rental rates (let’s call this a space market equilibrium) and current 

cash flows (net operating incomes) of a property” (Ling & Archer, 2017: 11). Geltner 

et al. (2014: 237), stipulate that “the net operating income results from the subtraction 

of the operating expenses from all the sources of revenue (rental revenue net of 

vacancy allowance, other income, and expense reimbursements). Net operating 

income is the most widely used indicator of the net cash flow or operating profit 

generation ability of the property”.  

“The term ‘distressed’ or ‘problem’ property refers to improved properties that have 

minimal, if any positive net operating income as a direct result of overbuilding, poor 

management, changing consumer preferences, or other types of obsolescence” 

(Healy & Martin, 1989: 372). “When the reduced level of net income in insufficient to 

cover debt service, a delinquent or defaulted loan is a common result” (Brophy & Chen, 

2010: 1). Furthermore, distressed real estate shows, “a situation in which the cash 

flow produced by the building is now less than the interest payment on the mortgage. 

The building is not divisible, so a fraction of it cannot be sold piecemeal to meet the 
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mortgage payment. In addition, the drop in the value of the property has increased 

leverage to the point where borrowing is no longer possible” (Cornell et al., 1996: 23). 

“In general, distressed real estate represents properties hurt by unusually high 

vacancy levels that cause a sharp and swift decline in a property's rental income” 

(Brophy & Chen, 2010: 1). 

 

“Turnaround can be defined as ‘a decline and recovery from distress’” (Schweizer & 

Nienhaus, 2017: 4). Hence, it can be deduced from the above literature in Section 

4.3.11 that market analysis has decision implications for leases that can increase the 

net operating income of the property, due to the owner adjusting the rental rate of new 

lease agreements in order to meet changing market conditions projected by the market 

analysis. Increasing the net operating income, notably to levels sufficient to cover the 

debt service, should lead to a property recovering from distress, hence a successful 

distressed property turnaround. Therefore, conducting a market analysis that has 

decision implications for leases would be an important turnaround strategy that is likely 

to influence the likelihood of  a distressed commercial property financial recovery. 

 

It is, therefore, hypothesised that: 

 

H11: There is a positive relationship between the importance of Market Analysis and 

the Perceived Likelihood of a Distressed Commercial Property Financial Recovery. 

 

4.3.12 Independent Variable 12: Strategic Planning 

 

“The term strategic planning typically refers to the process of developing a business 

strategy for profitable growth. It is designed to create insights into the company and 

the environment in which the company operates. It provides a systematic way of 

asking key business questions” (Ward, 1988: 191). “Formal strategic planning is an 

explicit and ongoing organisational process with several components, including 

establishment of goals and generation and evaluation of strategies” (Boyd, 1991: 353). 

Strategic planning is, therefore, defined as “the setting of strategic goals and strategies 

as a means to achieve strategic goals with the purpose of achieving appropriate return 

on assets for an enterprise” (Rusjan, 2005: 746). The process of strategic planning 

should produce a well-prepared strategic plan that stipulates the specific steps in order 
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to improve customer satisfaction, increase profits and revitalise and prepare the 

company for the future (Ward, 1988). According to Olsen (2012) an effective strategic 

plan should include and assist with the following. 

 

• Reflect values. 

• Inspire action. 

• Shows the path to winning. 

• Define criteria for success. 

• Guide decision-making. 

(Olsen, 2012) 

 

According to Simerson (2011), the strategic planning process enables an interested 

party to consider both internally and externally focused information when making 

crucial decisions, in order to improve the likelihood of optimising results, minimising 

risk and maximising certainty. Simerson (2011) notes the benefits of strategic planning 

as follows: 

 

• Provides focus and direction. 

• Assists with fundamental decision-making. 

• Allows a review of progress. 

• Assists with determining whether the current focus, effort and resources should 

be directed elsewhere more important. 

• Promotes thinking strategically about external and internal factors affecting the 

ability to succeed in the present and in the future. 

• Is a catalyst for firming up, verifies the direction headed and what must be done 

to immediately succeed. 

• Assists with identifying strategies, tactics, tasks and sub-tasks that will help 

attain strategic intent and achieve objectives. 

• Provides an opportunity to identify resources, which include budgets, people, 

facilities, equipment, supplies, knowledge and information needed to achieve 

optimal success. 

(Simerson, 2011) 
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A property investment will only succeed provided there are a set of real estate 

strategies guiding the property investor to success (Lindholm & Leväinen, 2006), since 

property strategies are required to cope with new challenges in the real estate industry 

that emerge on a continuous basis (Palm, 2013). In the context of real estate, tenants 

are the customers of property owners (Li, 2003; Matzler & Hinterhuber, 1998; Palm, 

2013). It is essential that the strategic plans of a property indicate the plan of action, 

and indicate how to attract and secure new tenants, in order to earn the required 

income for the property (Palm, 2013). 

 

Strategic planning approaches entail analysing the external and internal environments 

(Andrews, 1971; Glaister & Falshaw, 1999). Property owners, during the strategic 

planning process, can use scenario planning to make decisions on long-term property 

investments and to assess real estate markets in which investors are interested 

(O’Mara, 1999). Moreover, a SWOT analysis, conducted during the strategic planning 

process, provides a qualitative view of the viability of a proposed real estate project 

(Reed & Sims, 2014). 

 

Olsen (2012) maintains that an effective strategy should result in growing revenue and 

maintaining or shrinking expenses. According to Ward (1988), a strategic plan 

provides and should indicate steps to increase profit and revitalise. Kim and 

Mauborgne (2005) & Simerson (2011) note that effective strategic planning is likely to 

assist in realising needed profit margins. According to Mintzberg, et al. (2001) and 

Simerson (2011), effective strategic planning should also assist with addressing 

challenges related to resource constraints.  Geltner et al., (2014: 237), note that, “the 

net operating income results from the subtraction of the operating expenses from all 

the sources of revenue (rental revenue net of vacancy allowance, other income, and 

expense reimbursements). Net operating income is the most widely used indicator of 

the net cash flow or operating profit generation ability of the property”.  

 

“The term ‘distressed’ or ‘problem’ property refers to improved properties that have 

minimal, if any positive net operating income as a direct result of overbuilding, poor 

management, changing consumer preferences, or other types of obsolescence” 

(Healy & Martin, 1989: 372). “When the reduced level of net income in insufficient to 

cover debt service, a delinquent or defaulted loan is a common result” (Brophy & Chen, 
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2010: 1). Furthermore, distressed real estate shows, “a situation in which the cash 

flow produced by the building is now less than the interest payment on the mortgage. 

The building is not divisible, so a fraction of it cannot be sold piecemeal to meet the 

mortgage payment. In addition, the drop in the value of the property has increased 

leverage to the point where borrowing is no longer possible” (Cornell et al., 1996: 23). 

“In general, distressed real estate represents properties hurt by unusually high 

vacancy levels that cause a sharp and swift decline in a property's rental income” 

(Brophy & Chen, 2010: 1). 

 

In turnaround literature, strategic change is noted to be a vital factor of the turnaround 

process (Pearce & Robbins, 2008). Improving strategic planning capabilities provides 

a foundation to turn processes towards developing better operating capabilities and 

adaptability (Eisenhardt & Martin, 2000; Wolf & Floyd, 2013). 

 

“Turnaround can be defined as ‘a decline and recovery from distress’” (Schweizer & 

Nienhaus, 2017: 4). Hence, it can be deduced from the above literature in Section 

4.3.12 that strategic planning can improve the net operating income of a property due 

to the benefits provided, according to Ward (1988), Kim and Mauborgne (2005), 

Mintzberg et al. (2001) and Simerson (2011), the property owner takes internally and 

externally-focused information into consideration when making decisions, thus 

maximising certainty, minimising risks and optimising results and outcomes of the 

property. 

 

Increasing the net operating income, notably to levels sufficient to cover the debt 

service, should lead to a property recovering from distress, hence a successful 

distressed property turnaround. Therefore, strategic planning would be an important 

turnaround factor that is likely to influence the likelihood of  a distressed commercial 

property financial recovery.  

 

It is, therefore, hypothesised that: 

 

H12: There is a positive relationship between the importance of Strategic Planning 

and the Perceived Likelihood of a Distressed Commercial Property Financial 

Recovery. 
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4.3.13 Independent Variable 13: Demography 

 

The type and amount of property floor space needed in a particular property, to service 

a specific property-related function, is subject to many factors, but some important 

factors are;overall disposable income, spending patterns and the available workforce 

of the population surrounding the property. These factors are significantly affected by 

the size of a population of the specific market of interest and changes in the size and 

composition such a population (Reed & Sims, 2014). Demography involves studying 

the size of a particular population of people, studying the subject population territorial 

distribution, studying the subject population composition and the changes in these 

factors, which include natality, mortality, territorial movement and social mobility 

(Hartmann, 2009; Hauser & Duncan 1972).  

 

“The most basic and obvious determinant of the space and, therefore, of the rent the 

landlord can charge is the nature of the product the tenant is getting in return for the 

rent, namely, the space itself” (Geltner et al., 2014: 787). Furthermore, “the size, shape 

and configuration of the space is also often of great importance in determining the 

usefulness of the space to the tenant and, therefore, the rent to be charged” (Geltner 

et al., 2014: 787). 

 

Demographics are statistics indicating the characteristics of a particular, studied 

human population and include statistics about gender, age, income and education. 

Demographic statistics are particularly useful when wanting to identify a market (Rider, 

2006). In the context of real estate, demographic factors are studied when conducting 

a feasibility study with regards to property development (Cloete, 2006). In summary, 

long-term demand for real estate is driven by demographic factors, such as population 

growth, labour force growth, personal and national income growth and these are, thus, 

critical drivers of the demand-side of the real estate market.  

 

Apart from economic growth, demographic growth is vital for maintaining all uses of 

land and properties, since without the users, who are the tenants and the customers 

of the tenants, who all form part of the population, requiring and having the means to 

afford new space, property development would not be possible, feasible and profitable 

(Lachman, 2006). 
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Geltner et al., (2014: 237), indicates that, “the net operating income results from the 

subtraction of the operating expenses from all the sources of revenue (rental revenue 

net of vacancy allowance, other income, and expense reimbursements). Net operating 

income is the most widely used indicator of the net cash flow or operating profit 

generation ability of the property”.  

 

“The term ‘distressed’ or ‘problem’ property refers to improved properties that have 

minimal, if any positive net operating income as a direct result of overbuilding, poor 

management, changing consumer preferences, or other types of obsolescence” 

(Healy & Martin, 1989: 372). “When the reduced level of net income in insufficient to 

cover debt service, a delinquent or defaulted loan is a common result” (Brophy & Chen, 

2010: 1). Furthermore, distressed real estate shows, “a situation in which the cash 

flow produced by the building is now less than the interest payment on the mortgage. 

The building is not divisible, so a fraction of it cannot be sold piecemeal to meet the 

mortgage payment. In addition, the drop in the value of the property has increased 

leverage to the point where borrowing is no longer possible” (Cornell et al., 1996: 23). 

“In general, distressed real estate represents properties hurt by unusually high 

vacancy levels that cause a sharp and swift decline in a property's rental income” 

(Brophy & Chen, 2010: 1). 

 

“Turnaround can be defined as ‘a decline and recovery from distress’” (Schweizer & 

Nienhaus, 2017: 4). Hence, it can be deduced from the above literature in Sections 

4.3.2 and 4.3.13 that demographic studies form part of the feasibility study which is 

used to assist in decision-making concerning capital improvement to the property and, 

therefore, can increase the net operating income of the property, through the property 

owner making an informed capital investment decision that increases future rental 

income, decreases future operating expenses, or both.  

 

Furthermore, understanding changes in the size and composition of the local 

population is directly related to how much floor-space is needed in commercial, retail 

and industrial property. Hence, as mentioned earlier, the most basic and obvious 

determinant of the space and, therefore, of the rent the landlord can charge, is the 

nature of the product the tenant is getting in return for the rent, namely, the space 

itself, where the size, shape and configuration of the space is also often of great 
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importance in determining usefulness of the space to the tenant and, therefore, the 

rent to be charged. Thus, the expected rent income a landlord can earn, subject to the 

floor-space needed due to changes in the size and composition of the local population, 

will influence net operating income. Increasing the net operating income, to levels 

sufficient to cover the debt service, should lead to a property recovering from distress, 

hence a successful distressed property turnaround. Therefore, demographic studies 

would be an important turnaround strategy that is likely to influence the financial 

recovery of a distressed commercial property. 

 

It is, therefore, hypothesised that: 

 

H13: There is a positive relationship between the importance of Demography 

Feasibility and the Perceived Likelihood of a Distressed Commercial Property 

Financial Recovery. 

 

4.3.14 Dependent Variable: Perceived Likelihood of a Distressed Commercial 

Property Financial Recovery  

 

Chapter Two indicated the importance of the real estate industry to multiple 

stakeholders and reflected the various reasons why investors invest in distressed 

properties. With regards to real estate investing, distressed properties present an 

opportunity for investors, who can acquire such properties from property owners in 

financial trouble (NEPC, 2010). Investing in real estate involves core, value-added and 

opportunistic property investments (Folkestone Ltd, 2015). A property investor will 

pursue opportunistic property investments, if the property investor is less risk-adverse 

and wants to earn a higher potential return, but is prepared to accept the risk faced. 

With an opportunistic strategy, capital appreciation determines most of the ‘higher 

returns’ (Brady, 2016). Furthermore, pursuing an opportunistic strategy with regards 

to real estate, means the property investor is likely to engage in property transactions, 

where there is property turnaround potential. Opportunistic investing is also known as 

distressed investing (Folkestone Ltd, 2015). 

 

Distressed properties are usually in poor physical and financial condition, thus, as a 

result, the property value has decreased substantially (Rider, 2006). Distressed 
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properties generally are faced with delinquency/default, experiencing being 

transferred to a special servicer, experiencing foreclosure initiation, experiencing 

maturity default or experiencing the borrowers being in bankruptcy (Downs & Xu, 

2015). A property becomes distressed because for a number of reasons,  and many 

of which have been described in Chapters Two and Three, cash flow drops below the 

crucial break-even level, resulting in default on debt payments (Torto, 2010). 

 

Income-producing properties and commercial properties have the same meaning  

(Brady, 2016; ESRB, 2015; Geltner et al., 2014), in other words, income-producing 

properties or commercial properties, comprise properties made up of land and 

buildings, that generate profit and income for a property investor from capital 

appreciation of the property and from the rental income from tenants (ESRB, 2015). 

In the present research effort, distressed properties are income-producing properties 

or commercial properties that are in financial distress, but have turnaround potential 

with the right turnaround strategies. “Turnaround can be defined as ‘a decline and 

recovery from distress’” (Schweizer & Nienhaus, 2017: 4). According to existing 

organisational turnaround literature, a turnaround occurs in a number of 

circumstances. 

 

• There is a return to positive cash flow and normal operations have resumed 

(Pretorius, 2009). 

• There is a recovery in economic performance, following an existence-

threatening decline (Pandit, 2000; Panicker & Manimala, 2015; Walshe et al., 

2004; Yandava, 2012). 

• The performance achieved is acceptable to the stakeholders (Pretorius, 2009). 

• The break-even point from the loss situation, is reached (Khandwalla, 1992; 

Panicker & Manimala, 2015). 

• There is financial solvency and efficiency (Pandey & Verma, 2005; Stopford & 

Baden-Fuller, 1990). 

• There is regained sustained profitability (Barker & Duhaime 1997; Lohrke et al., 

2004; Pearce and Robbins 1993). 

• Sustainable competitive advantage is regained (Lohrke et al., 2004; Pandit 

2000). 
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The main research problem as defined in Chapter One was:   

 

Determine important factors that would increase the likelihood of a distressed 

commercial property financial recovery. 

 

In Chapter Three, existing literature on the factors likely to improve the likelihood of a 

distressed commercial property turnaround were investigated and discussed. The 

dependent variable of the present research effort is defined as, The Perceived 

Likelihood of a Distressed Commercial Property Financial Recovery. As noted earlier, 

there are criteria that determine a successful turnaround and taking into account the 

turnaround process, there are various independent factors that contribute to various 

stages of the process, and which are likely to influence the likelihood of a successful 

turnaround. The independent variables selected and discussed in the present 

research effort are; Obsolescence Identification, Capital Improvements Feasibility, 

Tenant Mix, Triple Net Leases, Concessions, Property Management, Contracts, 

Business Analysis, Debt Renegotiation, Cost-Cutting, Market Analysis, Strategic 

Planning and Demography.  

 

4.4 SUMMARY 

 

Chapter Four set out the development of the conceptual model detailing thirteen 

selected, independent variables and the respective relationships with the dependent 

variable, The Perceived Likelihood of a Distressed Commercial Property Financial 

Recovery. The hypotheses one to thirteen were also discussed. The presentation of 

the conceptual model as well as the variables influencing The Perceived Likelihood of 

a Distressed Commercial Property Financial Recovery was constructed and 

explained.  

 

Chapter Five addresses the research methodology of the present research effort and 

includes the research problem, research design, sampling design, measurement and 

scaling techniques, data gathering methods and the processing and analysis of data. 
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CHAPTER FIVE: RESEARCH DESIGN AND METHODOLOGY 

 

5.1 INTRODUCTION 

 

Any property that generates income can be classified as commercial property (Brady, 

2016; ESRB, 2015; Geltner et al., 2014), in other words, a commercial property would 

encompass land and building(s), that accommodates tenants who pay a rental rate to 

a property owner, who thus generates a property income based on the rental rates 

and operating expenses of the property, and which determines the property profit. 

Capital gains from the property gaining value over time, due to many factors, also 

contributes to the ‘property profit’ for the property owner (ESRB, 2015). 

 

As one of the most important asset classes, commercial real estate occupies a unique 

position in the economy (Leone & Ravishankar, 2017; Newell et al., 2010; Newell & 

Razali, 2009), for major institutional investors (Newell & Razali, 2009) and is a 

fundamental component of nations' wealth (Akinsomi et al., 2018; Karakozova, 2005). 

A substantial amount of economic activity and the sustainability of such activities relies 

on commercial real estate being a venue to house trading, marketing, service delivery 

(Oyedokun et al., 2014) and most business operations (Akinsomi et al., 2018; 

Karakozova, 2005). 

 

Properties, and real estate in general, are investments where investors are able to 

earn returns, subject to a level of risk associated with those returns (Akinsomi et al., 

2018). When it comes to investing in real estate, property investors have the option of 

investing in distressed properties, since the original owners of distressed properties 

are likely to be in financial trouble, hence this presents an opportunity (NEPC, 2010), 

where property investors can fill the equity gap (Torto, 2010). Distressed properties 

are usually more than likely priced below market pricing, therefore, making such 

properties an attractive investment (Oregon Association of Realtors, 2020). Properties 

can be improved physically and operationally and thus repurposed to enhance returns 

for a property investor (Ross & Mancuso, 2011).  
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Risk-return styles for real estate investing include; core, value-added and opportunistic 

(Folkestone Ltd, 2015). Value-added and opportunistic real estate investing are riskier 

than core real estate investing due to the exposure to a variety of risk characteristics 

such as development and greater leasing risk (Shilling & Wurtzebach, 2012). If a 

property investor pursues an opportunistic real estate strategy, the property investor 

is probably investing in real estate projects and developments that are faced with very 

high risk, but the return potential on such properties and developments is far greater 

than that of core and value-added property investments (Brady, 2016). Furthermore, 

opportunistic real estate investing would entail the investor seeking property 

transactions involving ‘turnaround’ potential. Thus, opportunistic real estate investing 

includes investing in distressed properties, where the investor most likely has some 

sort of plan in mind to successfully turn such properties around, back to usefulness 

and profit-making (Folkestone Ltd, 2015). Investors who plan to invest in a distressed 

property must have sufficient capital and the operational know-how (Veronikis, 2011). 

 

Properties become distressed for many reasons, but this is usually due to market 

issues, capital availability, property-specific issues and incompetent or 

undercapitalised ownership or management (Anglyn, 2005). When a property is 

distressed, the property likely generates cash flows that are not enough to cover the 

debt payments on the property debt, thus making a loss (Torto, 2010). As mentioned 

before, when a investor seeks to purchase a distressed property, the investor will have 

to figure out how to turn the money losing property around (Krouse, 2013). 

 

“Turnaround can be defined as ‘a decline and recovery from distress’” (Schendel et 

al., 1976; Schweizer & Nienhaus, 2017: 4). The development of a distressed 

commercial real estate turnaround model could positively contribute to investors, 

tenants, the economy, the environment and the community. The model could assist 

opportunistic investors, by assisting with the formation of a turnaround strategy. A 

successful turnaround would likely provide opportunistic property investors with higher 

returns on their property investments. Tenants would benefit from access to 

accommodation for shelter and economic activities. It has being proven that derelict 

and mismanaged properties have a negative impact on the environment and 

landscape, people’s safety and they create waste due to the properties decaying 

irreversibly (Antuchevičienė, 2003). Vacant and abandoned properties negatively 
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influence neighbourhoods (Han, 2014; National Vacant Properties Campaign, 2005; 

Yin & Silverman, 2015; Teixeira, 2014), creates distressed neighbourhoods, increase 

crime rates (Goering, Feins & Richardson, 2002; Rubinowitz & Rosenbaum, 2000; Yin 

& Silverman, 2015), increase job loses, contribute to population loss (Silverman, Yin 

& Patterson, 2013; Yin & Silverman, 2015) and increase poverty and unemployment 

rates (Kraus, 2004; Yin & Silverman, 2015). Hence, the turnaround, recovery and 

revitalisation of distressed properties, derelict buildings, mismanaged buildings, 

vacant buildings and abandoned buildings would most likely, positively contribute to 

the environment, the economy and the community.  

 

There is an abundance of literature on theoretical turnaround models, and which show 

different strategies and activities conducted during a business or organisational 

turnaround, such as the turnaround models found in the research publications of Cater 

& Schwab (2008); Chowdhury (2002); Jeyavelu (2009); Lohrke et al., (2004); 

Maheshwari (2000), Mbandu (2016); Rockwell (2016); Schweizer & Nienhaus (2017); 

Pearce & Robbins (2008); Pretorius (2008); Pandey & Verma (2005); Sheppard & 

Chowdhury (2005); Tangpong et al., (2015) but there is no known formal theoretical 

turnaround model that shows strategies and activities conducted during the turnaround 

of a distressed commercial property. The present research effort contributes to the 

world of knowledge by identifying important variables that are likely to influence the 

likelihood of a distressed commercial property financial recovery. Furthermore, the 

present research effort contributes to the world of knowledge by establishing a 

foundation for further research on the topic. 

 

“Research is a process for collecting, analysing and interpreting information to answer 

research questions. But to qualify to be called ‘research’, the process must have 

certain characteristics and fulfil some requirements: it must, as far as possible, be 

controlled, rigorous, systematic, valid and verifiable, empirical and critical” (Kumar, 

2014: 9). The research process must include conceptualising the research design, 

constructing an instrument, selecting a sample, writing a research proposal, collecting 

data, processing and displaying data and finally, writing a research report (Kumar, 

2014). “A research methodology is a series of logical steps from formulating a research 

problem to arriving at a conclusion” (Tan, 2017: 4). “Formulating a research problem 
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is the first and most important step in the research process” (Kumar, 2014: 38). The 

main research problem, as defined in Chapter One, was:   

 

Determine important factors that would increase the likelihood of a distressed 

commercial property financial recovery. 

 

The purpose of the present research effort was to identify important factors influencing 

the likelihood of a distressed commercial property financial recovery and, thereby, 

constructing a turnaround model, to the benefit of opportunistic real estate investors 

and to contribute to the world of knowledge. The purpose of Chapter Five is to describe 

the research design and research methodology that was applied to address the 

following research objective, derived from Chapter One: 

 

Investigate and test the proposed theoretical model, by constructing a 

questionnaire that would be completed by a sample of real estate stakeholders 

and actors from across the world, who have either been directly or indirectly 

involved in the financial recovery of distressed commercial properties, with the 

results specifying the relationships between the independent variables and 

dependent variable. 

 

Chapter Five will cover the research paradigm, a description of the population, 

sampling, data collecting methods, the research instrument, operationalisation of the 

variables, the validity and reliability of data and the method of data analysis. 

Covariance-based structural equation modelling was adopted as the method of data 

analysis for the present research effort. Structural equation modelling was used to test 

the theoretical conceptual model proposed in Figure 4.1 in Chapter Four. An original 

study based on covariance-based structural equation modelling is unique in terms of 

the measurement and structural models, while the methodology, data analysis 

techniques and context of the research are not unique in relation to previous studies 

(Svensson, 2015). For the convenience of the reader, Table 5.1, provides a summary 

of the research methodology concerning the present research effort. 
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TABLE 5.1: RESEARCH METHODOLOGY SUMMARY 

Research paradigm Positivism 

Type of research Explanatory 

Research design Quantitative; survey  

Population studied Global real estate stakeholders and actors 

Sample size 391 respondents 

Sampling unit Individual perceptions of each of the real estate 

stakeholders and actors in the sample. 

Sampling methods Probability methods 

Method of data collection Self-administered questionnaires 

Administration of 

questionnaire 

Online; email 

Scale Interval; Likert 7 point; attitudinal 

Research approach Deductive  

Validity Pilot test; exploratory factor analysis; expert 

opinion; existing literature 

Reliability Cronbach’s α 

Dimension reduction 

technique 

Exploratory factor analysis 

Extraction method Principal axis factoring; Kaiser’s criteria 

Rotation method Oblimin with Kaiser normalisation 

Method of data analysis Covariance-based structural equation modelling 

Estimation method Robust maximum likelihood 

Fit indices  • Satorra-Bentler scaled chi-square 

• Normed chi-square (χ2/df) 

• Root mean square error of approximation 

• Expected cross-validation index 

Software package LISREL 

(Source: Constructed by the Researcher). 

 

The next Section will discuss various research paradigms, including the research 

paradigm adopted by the present research effort and the type of research in more 

detail. Reasoning will be provided for the adoption of the specific research paradigm. 



600 
 

It should be noted, regarding the various other research paradigms, the present 

research effort will not go into much detail as the other research paradigms do not fall 

within the scope of the present research effort. 

 

5.2 RESEARCH DESIGN 

 

The design process is centered on the research's aims, uses, purposes, intentions, 

and plans, given the practical constraints of the place, time, money, and the 

researcher's availability (Almalki, 2016; Hakim, 2000). According to Kerlinger (1986: 

279), “a research design is a plan, structure and strategy of investigation, so conceived 

as to obtain answers to research questions or problems. The plan is a complete 

scheme or programme of the research. It includes an outline of what the investigator 

will do from writing the hypotheses and their operational implications to the final 

analysis of data”. Bairagi and Munot (2019) identify the parameters with regards to 

research design. 

 

• The title of the research 

• Importance of the research 

• The literature survey, which entails understanding, relating and studying 

existing literature. 

• The scope and objectives of the problem statement 

• The concepts of the terminology used, which is about having an understanding 

of the terms used in the research, such as the variables. 

• The selection, collection and analysis of data. 

• The interpretations and conclusions derived from the results 

• Further research to be conducted.  

(Bairagi & Munot, 2019) 

 

With regards to the above parameters, the following is deduced regarding the present 

research effort: 

 

• The title of the research is: A Turnaround Model for Distressed Commercial 

Properties. 
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• Importance of the research: this is covered in Chapters One and Two. 

• Existing literature: covered in Chapters Two, Three, Four and Five. 

• The scope and objectives of the problem statement are covered in Chapter 

One. 

• The concepts of the terminology used: covered in Chapters One, Two, Three, 

Four and Five. 

• The selection, collection and analysis of data: covered in Chapters One and 

Five. 

• The interpretations and conclusions derived from the results: are covered in 

Chapters Six and Seven. 

• Further research to be conducted: covered in Chapter Seven. 

 

As far as the research design is concerned, the first step is to identify the research 

paradigm (Collis & Hussey, 2014). Basically, a paradigm in the context of research is 

a conceptual framework that guides the conduct of the research and the researchers 

themselves. Thus, a paradigm can be defined as a set of beliefs or worldviews that 

guide the process of a research project and the researchers responsible for the 

project  (Guba & Lincoln, 1994; Sobh & Perry, 2006). The relationship between a 

research paradigm and the research methodology chosen, is significant. When a 

research paradigm is chosen, there are methodological implications that impact upon 

a research project in terms of the research questions, the selection of the respondents, 

the data collection instruments and collection procedures, as well as the data analysis 

method (Kivunja & Kuyini, 2017). The research paradigm is discussed next in Section 

5.2.1. 

 

5.2.1 The Research Paradigm 

 

For a research project to be successful, it requires a foundation that can articulate, 

support and validate a research approach that is aligned to certain research 

paradigms, and which in turn guide the research design and research 

methodology (Bogna et al., 2020). The development of a successful research project 

begins with the selection of the topic, problem and, as mentioned before, the paradigm 

of interest  (Creswell, 1994; Groenewald, 2004; Mason, 1996).   



602 
 

As indicated earlier, in research a paradigm describes a set of basic assumptions and 

beliefs about the way the world is perceived, which serves as a framework for guiding 

the researcher's actions with regards to conducting a research project (Jonker & 

Pennink, 2010). A number of authors have described various paradigms over the 

years. Burrell and Morgan (1979),and  Bogna, Raineri and Dell (2020) note the 

Functionalist, Interpretive, Radical Humanist and Radical Structuralist paradigms. 

Bogna et al. (2020) further note the Constructivist and Critical Realism paradigms. 

Rahi (2017) discussed Positivism, Interpretivism, Pragmatism and the Advocacy 

paradigms. Aliyu et al. (2014) and Neuman (2007) list Positivism, Postpositivism, 

Critical Theory, Constructivism and Participatory paradigms while Mouton and Marais 

(2003) list the Non-Positivist paradigm. Mackenzie and Knipe (2006) note the Positivist 

and Postpositivist, Constructivist, Interpretivist, Transformative, Emancipatory, 

Critical, Pragmatist and the Deconstructivist paradigms. Sobh and Perry (2006) 

mention Positivism, Constructivism, Critical Theory and the Realism paradigms. 

Heppner et al. (2008) discuss Positivism, Postpositivism, Constructivism and Critical 

theory paradigms.  

 

It is argued that there should be distinct paradigms since qualitative and quantitative 

researchers generally have different epistemological views, belong to diverse cultural 

contexts concerning research, and have unique biographies that prevent convergence 

(Brannen, 2005). Inexperienced or early career researchers may be confounded by 

the differing terminology used in different texts and the variable assertions about how 

many different research paradigms exist (Mackenzie & Knipe, 2006).  

 

Morgan and Smircich (1980) and Collis and Hussey (2014) offer a typology concerning 

the continuum of paradigms, where starting at the extreme, Positivist end of the 

continuum, it is assumed that the social and physical worlds are one and the same and 

at the other extreme, the Interpretivist end of the continuum, as a result of the 

imagination of humans, reality is perceived as a projection of that imagination. As 

deduced from the continuum of paradigms, Collis and Hussey (2014) state the two 

main paradigms to be Positivism and Interpretivism, where the approaches for each 

paradigm are described in Table 5.2. 
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TABLE 5.2: APPROACHES CONCERNING THE POSIVITIST AND 

INTERPRETIVIST PARADIGMS 

Positivism Interpretivism 

Quantitative Qualitative 

Objective Subjective 

Scientific Humanist 

Traditionalist Phenomenological 

(Source: Collis & Hussey, 2014). 

 

The present research effort adopted the Positivist paradigm. In research, Positivism is 

also referred to as the Scientific Method, Empirical Science, Postpositivist and the 

Quantitative research  method (Rahi, 2017). The next Section will discuss the Positivist 

paradigm in greater detail, where the link between the paradigm and the present 

research effort will be explained. Reasons will be provided for the adoption of the 

Positivist paradigm. The discussion of various other research paradigms is not within 

the scope of this study. 

 

5.2.1.1 The Positivist Paradigm 

 

Positivists claim that the laws of nature can be understood and scientists should seek 

to discover how each of the universe's objects behave and relate to one another 

according to these laws (Heppner et al., 2008). “Positivism is underpinned by the belief 

that reality is independent of us and the goal is the discovery of theories, based on 

empirical research (observation and experiment). Knowledge is derived from ‘positive 

information’ because it can be scientifically verfied” (Collis & Hussey, 2014: 44). 

According to positivism, observations are interpreted in terms of facts or quantifiable 

components (Fadhel, 2002; Kivunja & Kuyini, 2017). Positivists assume that various 

researchers observing the same factual issue will likely reach the same conclusion 

(Aliyu et al., 2014; Creswell 2009; Heppner et al., 2008; Wahyuni, 2012), by applying 

statistical procedures and a similar research process to the investigation of a large 

sample size (Creswell 2009; Wahyuni, 2012). According to positivism, reality is 

assessed by viewing it through a one-way, value-free mirror (Perry, 2002; Sobh & 

Perry, 2006). It is neither the scientist who affects nor is affected by the world that is 

studied (Heppner et al., 2008).  
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As mentioned before, it is the belief of positivists that true knowledge is only obtained 

through observations and experiments (Heppner et al., 2008; Rahi, 2017). The 

scientific method is what provides the basis for confidence in the results, not the 

scientist . Thus, the scientific method produces results, while the scientist observes 

the results objectively from the side-lines (Heppner et al., 2008). 

 

“Under Positivism, theories provide the basis of explanation, permit the anticipation of 

phenomena, predict their occurrence and therefore allow them to be controlled” (Collis 

& Hussey, 2014: 44). Theories tend to be reductionistic, within the Positivist paradigm 

(Aliyu et al., 2014; Heppner et al., 2008). In other words, the complexity of a process 

can be understood by breaking the theories that encompass the process, down into 

simpler processes which can be studied more readily (Heppner et al., 2008). 

Positivists evaluate a theory by observing (Mackenzie & Knipe, 2006; O’Leary, 2004) 

and measuring (Aliyu et al., 2014; Mackenzie & Knipe, 2006; O’Leary, 2004) for the 

purpose of making predictions (Mackenzie & Knipe, 2006; O’Leary, 2004). The 

importance of impartiality and objectivity is also stressed in Positivism (Aliyu et al., 

2014). Therefore, it is the job of the Positivist researcher to make a speculation about 

the nature of the universe followed by the design of an experiment that will confirm or 

disprove that speculation. The theory or speculation is validated when it is confirmed 

by data that the prediction was accurate (Heppner et al., 2008).  

 

Positivism is associated with large samples, artificial locations, hypothesis testing, 

precise and objective quantitative data, results with high reliability, results with low 

validity and the results can be generalised from a sample to the population (Collis & 

Hussey, 2014), and where research conducted by a Positivist researcher should 

enable the researcher to generalise about what should be expected elsewhere in the 

world  (Kivunja & Kuyini, 2017). The research methodologies related to Positivism 

include confirmatory analysis, nomothetic experiments, laboratory experiments, 

deduction (Aliyu et al., 2014; Olesen, 2004; Ryan & Julia, 2007) and quantitative 

methods of analysis (Aliyu et al., 2014; Collis & Hussey, 2014; Olesen, 2004; Ryan & 

Julia, 2007), based on the statistical analysis of quantitative research data (Collis & 

Hussey, 2014).  
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In summary, Positivism “relies on deductive logic, formulation of hypotheses, testing 

those hypotheses, offering operational definitions and mathematical equations, 

calculations, extrapolations and expressions, to derive conclusions. It aims to provide 

explanations and to make predictions based on measurable outcomes” (Kivunja & 

Kuyini, 2017: 30). Some have criticised the Positivist paradigm for excluding discovery 

dimensions and underdetermination of theory (Deshpande, 1983; Guba & Lincoln, 

1994; Sobh & Perry, 2006). The present research effort adopted a Positivist paradigm, 

as the research methodology of the study entailed quantitative methods of analysis, 

based on the statistical analysis of quantitative research data. When collecting and 

analysing data, the researcher has taken the stance to be completely objective. The 

present research effort intended to test hypotheses concerning the relationships 

among variables, both independent and dependent and based on measurable 

outcomes. The intention of the present research effort was to either accept or reject 

the theory, hence, to check whether the data confirmed the prediction, thus, 

establishing the theory as verified. The covariance-based structural equation 

modelling was the data analysis method applied in the present research effort. 

Covariance-based structural equation modelling serves as a method for testing 

theories regarding relationships between multiple constructs and variables (Svensson, 

2015). 

 

There are four elements of a paradigm: epistemology, ontology, methodology, and 

axiology (Kivunja & Kuyini, 2017; Lincoln & Guba, 1985). “It is important to have a firm 

understanding of these elements because they comprise the basic assumptions, 

beliefs, norms and values that each paradigm holds. Therefore, in locating your 

research proposal in a particular research paradigm, the understanding is that your 

research will uphold, and be guided by the assumptions, beliefs, norms and values of 

the chosen paradigm” (Kivunja & Kuyini, 2017: 26). Thus, it is crucial to consider the 

philosophical assumptions that underlie Positivism prior to designing a research 

project so as to determine whether the research is broadly Positivistic (Collis & 

Hussey, 2014).  

 

(a) Ontological Assumption 

 

Ontology entails the nature of reality (Creswell & Plano Clark, 2007; Guba & Lincoln,  



606 
 

2005; Hallebone & Priest, 2009; Heppner et al., 2008; Lewis & Thornhill, 2009; Rahi, 

2017; Wahyuni, 2012) about the concept of knowledge (Creswell & Plano Clark, 2007; 

Rahi, 2017) and naïve realism (Aliyu et al., 2014; Kivunja & Kuyini, 2017; Neuman, 

2007), where, with regards to the ontology of Positivism, reality is real (Aliyu et al., 

2014; Guba & Lincoln,1994; Neuman, 2007; Perry et al., 1999; Sobh & Perry, 2006), 

comprehensible (Guba & Lincoln,1994; Perry, Riege & Brown, 1999; Sobh & Perry, 

2006) and external, objective (Collis & Hussey, 2014; Guba & Lincoln, 2005; 

Hallebone & Priest, 2009; Saunders et al., 2009; Wahyuni, 2012) and independent of 

social actors (Guba & Lincoln, 2005; Hallebone & Priest, 2009; Saunders et al., 2009; 

Wahyuni, 2012). As a result, there is only one reality and every individual experiences 

it in the same way (Collis & Hussey, 2014). In, ‘hard Positivist ontology’, there is an 

objective reality out there that must be discovered (Carson et al., 2001; Hanson & 

Grimmer, 2007; Lee, 1992; Long et al., 2000; Neuman, 2000).   

 

The present research effort supports the Positivist ontological assumption because 

distressed commercial properties exist as observable and measurable, tangible 

objects, and with the assumption that the reality of distressed properties is the same 

reality for everyone. However in reality this is not the case. One of the most applicable 

evaluations and critiques of Positivism is that it fails to sufficiently explain a particular 

event that occurs, because the resulting impartial observation and study of this realism 

does not guide to a sufficient understanding of the event itself and often involves a 

divergence between natural, ordinary and social reality (Aliyu et al., 2014). The reality, 

depending on the context, is that distressed properties would be an emotive issue for 

many people, particularly for those stakeholders who depend on such properties for 

accommodation and income. In the eyes of property users, property is a resource, but 

it is a resource which is free, inflexible and static, that is, a place to work, trade and 

live (Gibson, 1994). As such, the reality would be different for property investment 

portfolio managers who invest in opportunistic property investments. Thus, reality is 

not the same for everyone involved in, or affected by, distressed properties.  

 

The limitation of using the Positivist paradigm in the case of the present research effort, 

is the difference between natural, ordinary and social reality, because of the different 

realities for different stakeholders associated with distressed properties. Thus, a 

researcher may want to refer to the Postpositivist paradigm.  



607 
 

For postpositivists, the world and universe appear ambiguous, variable and brimming 

with multiple realities, where what might be true for one individual or cultural group 

may not be true for another (Mackenzie & Knipe, 2006; O’Leary, 2004). A positivist 

view of the social world and universe can be applied on the assumption that the social 

world and universe can be studied in the same manner as the natural world and 

universe, and that there are methods for studying the social world and universe that 

are value free and that causal explanations can be offered (Mackenzie & Knipe, 2006; 

Mertens, 2005). The present research effort supports the use the Positivist paradigm 

in the present context, as the ontological assumption with Positivism is objectivity, as 

noted by Guba and Lincoln (2005). Saunders et al., (2009), Hallebone and Priest 

(2009), Wahyuni (2012) and Collis & Hussey (2014). It is assumed that all the 

respondents that participated in the empirical research of the present research effort, 

observe, view and measure distressed properties the same way, as there is only one 

reality based on the quantitative facts, free of emotional thought and opinion.  

 

The Positivist ontological assumption also applies to the turnaround of distressed 

commercial properties, as turnaround requires strategies that would encompass 

actions, tasks, rules, regulations and procedures, and with people appointed to do 

different jobs under a division of labour with a organisational hierarchy, organisational 

objectives, a vision and mission statement and organisational cultural norms to which 

the people conform. Under the Positivist ontological assumption, successful 

turnaround situations do no occur based on emotional and positive wishful-thinking or 

spiritual belief, but rather require looking at facts and figures, where decisions are 

made, based on physical and measurable evidence, in order to achieve the objectives 

of the property owners. All the stakeholders involved in the property turnaround, will 

ultimately observe and experience the same reality, where the turnaround outcome 

can be quantified and measured, thus, the same results for all stakeholders involved 

or affected.  

 

(b) Epistemological Assumption 

 

The epistemology of research examines the relationship between the researcher and 

the phenomenon being studied (Creswell & Plano Clark, 2007; Heppner et al., 2008; 

Rahi, 2017), in other words, an opinion regarding what establishes acceptable 
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knowledge (Guba & Lincoln, 2005; Hallebone & Priest, 2009; Saunders et al., 2009; 

Wahyuni, 2012). With regards to the epistemology of Positivism, the research findings 

are true (Aliyu et al., 2014; Guba & Lincoln, 1994; Neuman, 2007; Perry et al., 1999; 

Sobh & Perry, 2006) and the researcher is objective (Aliyu et al., 2014; Collis & 

Hussey, 2014; Guba & Lincoln, 1994; Kivunja & Kuyini, 2017; Neuman, 2007; Perry, 

Riege & Brown, 1999; Sobh & Perry, 2006) and dualist (Aliyu et al., 2014; Neuman, 

2007), by looking at reality through a one-way mirror (Guba & Lincoln, 1994; Perry et 

al., 1999; Sobh & Perry, 2006).  

 

Those who subscribe to the Positivist view of the universe believe that only 

phenomena that can be observed and measured can qualify as knowledge (Collis & 

Hussey, 2014; Guba & Lincoln, 2005; Hallebone & Priest, 2009; Saunders et al., 2009; 

Wahyuni, 2012). There is an emphasis on causality and law-like generalisations, 

reducing phenomena, under study, to their most basic elements (Guba & Lincoln, 

2005; Hallebone & Priest, 2009; Saunders et al., 2009; Wahyuni, 2012). During 

research, under Positivism, researchers gain knowledge and enhance their ability to 

understand the world and universe objectively (Kivunja & Kuyini, 2017). With 

epistemology, as regarding Positivism, it is possible to perform an experiment with a 

high degree of certainty using scientific methods that are objectively true (Carson et 

al., 2001; Hanson & Grimmer, 2007; Long et al., 2000; Lee, 1992; Neuman, 2003).  

 

The present research effort supports the Positivist epistemological assumption as the 

present research effort did not allow for the personal opinions of the researcher as the 

approach dealt with verifiable observations and measurable relations between 

observations and not with speculation and assumption. In the view of quantitative 

researchers, truth is a construct that describes an objective reality that occupies its 

own existence, independently of the observer and awaits to be discovered (Sale, 

Lohfeld & Brazil, 2002). The objectivity found in research that portrays Positivism, can 

be characterised by the use of both precise instruments and a non-biased, honest 

approach to research, as well as an openness to suggestions from participants 

(Kivunja & Kuyini, 2017; Myrdal & Myrdal, 1969).  
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Efforts were made to minimise sources of bias as well as eliminate as much personal 

or subjective thoughts and concepts as possible. Positivism requires that the 

researcher remain separate from the study, so that the outcomes of the study depend 

on the data rather than on personal preferences, views and opinions (Kivunja & Kuyini, 

2017).  

 

The present research effort only incorporated the quantitative data collected from the 

quantitative analysis. At no stage, did the researcher apply any personal opinions and 

thoughts to the results of the research. The researcher made no contact with any of 

the respondents while the questionnaires were being completed and at no point did 

the researcher attempt to discuss the research topic beforehand with any of the 

respondents or influence the respondents in anyway.  

 

The researcher deduced the research problem and theory and used quantitative 

methods to test the theory, in order to answer the research problem, free of any 

personal opinion and purely based on observable, measurable facts and figures. The 

present research effort measured the attitudes of the respondents using a generic 

questionnaire that entailed a metric scale and was distributed to a large sample of 

respondents for statistical analysis, with the intention of testing the theoretical 

conceptual model with data. The questionnaire was designed specifically to measure 

the phenomenon quantitatively and free of any bias. 

 

An interpretivist epistemological assumption would not be applicable to the present 

research effort as the qualitative approache, according to Rahi (2017), is the act of 

observing and understanding an environment in order to develop a theory and, 

according to Kumar (2014), qualitative approaches do not place a heavy weight on 

generalisations. The present research effort did not intend to develop a theory through 

interpretation and the observation of an environment, but rather to test a theory with 

data collected.  

 

(c) Axiological Assumption 

 

Axiology is a philosophy that considers the role played by values and the researcher's 

stance in determining what constitutes research (Wahyuni, 2012; Saunders et al., 
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2009; Lewis & Thornhill, 2009; Guba & Lincoln, 2005) and is greatly associated with 

the Positivist paradigm (Kivunja & Kuyini, 2017). A positivist follows the philosophy 

that the process of research is value-free, and therefore, is detached and independent 

from the phenomena under investigation, and is able to see the phenomena as objects 

for analysis  (Collis & Hussey, 2014; Wahyuni, 2012; Saunders, Hallebone & Priest, 

2009; Lewis & Thornhill, 2009; Guba & Lincoln, 2005). A Positivist points out the 

interrelationships between the objects under examination and believes that the objects 

were always there to begin with and are unaffected by the research activities and will 

remain present and unaffected by the research, even after the research is conducted 

and finalised (Collis & Hussey, 2014). To maximise the good outcomes for the 

research project, for humanity in general, and the research participants in particular, it 

is ideal for all research to aim at maximising and the outcome of the research (Kivunja 

& Kuyini, 2017; Mertens, 2015) and the aim of research should be to avoid or minimise 

any risk, harm or wrong-doing that may occur during the study (Kivunja & Kuyini, 

2017). 

 

The present research effort provides an honest representation of the facts. In the 

literature review chapters, existing literature on the topic was consulted and the 

relevant authors of the secondary sources used were referenced where required. The 

present research effort describes the experiment and the results, exactly according to 

what actually happened in reality and what the data depicts, and which accurately 

shows the answers of the respondents. The researcher has all the questionnaires and 

raw data available for assessment. In terms of the Positivist approach, the researcher 

was separate from the phenomenon in order to maintain objectivity, so in terms of the 

axiology, the personal beliefs of the researcher did not influence how the research was 

conducted nor did the researcher interact with the respondents. The study was ethical 

and did not infringe on the rights and privacy of any of the respondents and anyone 

else involved or affected. The study was in no way a danger to anyone; the community, 

society and the environment. The outcome of the study had the good intention of 

contributing to the world of knowledge and would be beneficial to numerous 

stakeholders associated with real estate. 
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(d) Methodological Assumption 

 

A methodology is a way of acquiring knowledge with the hope of solving some sort of 

problem that determines the purpose of the study (Heppner et al., 2008), in other 

words, an overview of the model used to guide the research process (Guba & Lincoln, 

2005; Hallebone & Priest, 2009; Saunders et al., 2009; Wahyuni, 2012). There is no 

doubt that Positivists are concerned about the ability to operationalise any given 

concept, that is, describe it in a way that can be measured in a measurable way (Collis 

& Hussey, 2014). There are a number of important factors about the methodological 

assumption concerning Positivism: 

 

• Methods are experimental (Aliyu et al., 2014; Guba & Lincoln, 1994; Neuman, 

2007; Perry et al., 1999; Sobh & Perry, 2006) and manipulative (Aliyu et al., 2014; 

Neuman, 2007). 

• Methods involve the verification of hypotheses (Aliyu et al., 2014; Guba & Lincoln, 

1994; Neuman, 2007; Perry et al., 1999; Sobh & Perry, 2006). 

• Methods chiefly involve quantitative methods (Aliyu et al., 2014; Guba & Lincoln, 

1994; Hallebone & Priest, 2009; Lewis & Thornhill, 2009; Neuman, 2007; Perry et 

al., 1999; Sobh & Perry, 2006; Wahyuni, 2012). 

• Mostly concerned with a testing of theory (Guba & Lincoln, 1994; Perry et al., 1999; 

Sobh & Perry, 2006). 

 

The present research effort adopted a quantitative method of research, where the 

research design consisted of the survey method and the measuring instrument was a 

questionnaire that was distributed to a large sample for statistical analysis. The 

objective of the data obtained from the questionnaire was mostly concerned with 

testing a theory that involved the verification of hypotheses that entailed the 

establishing of relationships between variables, and that depicted a theoretical 

conceptual model that was constructed by the researcher. The method of statistical 

analysis used in the present research effort was covariance-based structural equation 

modelling.  
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In summary, the epistemological, ontological, methodological and axiological 

assumptions of the present research effort support the Positivist paradigm. Thus, the 

orientation of the present research effort broadly follows the Positivist assumptions, 

beliefs, norms and values. The next Section will briefly discuss the explanatory 

research design. 

 

5.2.2 Type of Research Design 

 

There are four broad types of research studies; exploratory, descriptive, explanatory, 

and predictive, based on the purpose of the research  (Collis & Hussey, 2014). The 

present research effort adopted the explanatory research design. Explanatory 

research aims to explain why a phenomenon occurs rather than simply describing it. 

In other words, an explanation for the phenomenon is based on theories or 

hypotheses (Cooper and Schindler, 2003; Jonker & Pennink, 2010). “Explanatory 

research attempts to clarify why and how there is a relationship between two aspects 

of a situation or phenomenon” (Kumar, 2014: 13).  

 

Explanatory research is helpful in developing, elaborating, extending, or testing 

theories about a particular phenomenon (Rahi, 2017). A major component of 

explanatory research is exploring why something occurs when limited information is 

available.  (Collis & Hussey, 2014; Rahi, 2017) and possibly controlling the variables 

involved in research activities, so that the causal relationships between variables can 

be clarified  (Collis & Hussey, 2014). Research aiming to explain quantitative results 

is most likely to involve explanatory research (Chenail, 2011a). 

 

The present research effort adopted the explanatory research method, as the intention 

is to measure and test the relationships between the independent variables and the 

dependent variable. In the theoretical conceptual model of the present research effort, 

the thirteen independent variables identified include; Obsolescence Identification, 

Capital Improvements Feasibility, Tenant Mix, Triple Net Leases, Concessions, 

Property Management, Contracts, Business Analysis, Debt Renegotiation, Cost-

Cutting, Market Analysis, Strategic Planning and Demography and are hypothesised 

to have a positive relationship with the dependent variable, notably, The Perceived 

Likelihood of a Distressed Commercial Property Financial Recovery.  
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The next Section will discuss the research methodology of the present research effort, 

focusing on data collection, primary and secondary data, as well as the quantitative, 

qualitative and the mixed-method research designs. 

 

5.3 RESEARCH METHODOLOGY 

 

Research methodology refers to the way in which research is conducted within a 

particular paradigm and contains the underlying sets of beliefs that provide a road map 

for a researcher in selecting research strategies  (Wahyuni, 2012). “A research 

methodology is a series of logical steps from formulating a research problem to arriving 

at a conclusion. It provides the link between theory and evidence, including the use of 

agreed standards to maintain rigor” (Tan, 2017: 4). “The path to finding answers to 

your research questions constitutes research methodology” (Kumar, 2014: 34). 

Section 5.3.1 will elaborate on secondary and primary data as well as the quantitative, 

qualitative and mixed method approaches.  

 

Regarding the rest of Chapter Five, information is provided on how the research 

design was applied and includes the population studied, the sample and sampling 

methods, the research instrument, questionnaire design, administration of the 

questionnaire, the operationalisation of the variables and method of data analysis. 

 

5.3.1 Types of Data Collection 

 

It is important that verifiable, empirical data be collected and that this data supports 

the theoretical framework proposed, reflecting the nature of the research and enabling 

the testing of the hypotheses posed in the research (Kivunja & Kuyini, 2017). 

Differences in methods of data collection “are determined by the restrictions imposed 

on the philosophy underpinning the enquiry, freedom and flexibility in the structure and 

approach in gathering data, and the depth and freedom given to you as a researcher 

in probing to obtain answers to your research questions” (Kumar, 2014: 170). The data 

is collected using both primary and secondary sources  (Wahyuni, 2012). The present 

research effort made use of secondary sources and data to formulate the theoretical 

conceptual model and used the primary data collected to verify the model. 



614 
 

5.3.1.1 Secondary Research 

 

Data that has already been collected for a different purpose is referred to as secondary 

data (Kumar, 2014). Before a researcher conducts primary data collection, it is always 

advisable for them to consult secondary sources first (Wegner, 2012). Secondary data 

entails “research data collected from an existing source, such as publications, 

databases or internal records, and may be available in hard copy form or on the 

internet” (Collis & Hussey, 2014: 59). Although, typically secondary data comprises of 

data and information that already exists in a processed format and that is inexpensive 

and readily accessible, the data may not be relevant to the problem for which it is being 

collected for (Wegner, 2012) and thus it is necessary to identify relevant information 

related to the research problem, before taking the time and expending resources in 

extracting such information (Kumar, 2014). In most cases, secondary data is typically 

used in exploratory research to suggest causal relationships in cases where there isn't 

a clearly defined theory (Hair et al., 2017a, Hair et al., 2017b; Hair et al., 2019;) and 

usually, secondary sources typically do not provide measures that are meant to be 

developed and refined over time for the vital purpose of confirmatory analysis (Hair, 

Risher et al., 2019). 

 

The primary purpose of collecting information from secondary sources was to assist 

the researcher in constructing the theoretical framework and theoretical conceptual 

model to be empirically tested. Constructing the theoretical conceptual model required 

the consultation and critical reviewing of existing literature which provided the 

researcher with the much-needed insight and information concerning the topic. 

Existing literature assisted with the construction and operationalisation of the 

independent variables, dependent variable and the hypothesised relationships 

between the variables, and which brought about the compilation of the questionnaire 

measuring instrument that was used for to collect the primary data required for the 

empirical analysis.  

 

All the chapters in the present research effort required reviewing, studying, consulting 

and utilising existing literature from secondary sources, particularly the literature 

review in Chapters Two and Three. Most importantly, the consultation of existing 

literature revealed past and present research on the issues of organisational 
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turnaround and distressed commercial properties. As noted before, there is an 

abundance of literature on theoretical turnaround models, and this shows different 

reform strategies, decisions and actions conducted during a business or organisational 

turnaround, but there is no known, formal, theoretical turnaround model that shows 

strategies and activities conducted during the turnaround of a distressed commercial 

property.  

 

Kumar (2014) lists secondary sources to include government or quasi-government 

publications, existing research, personal records and mass media. In existing literature 

there has been little research conducted focusing on determining important factors 

that could improve the likelihood of a distressed commercial property financially 

recovering. Secondary sources were consulted relating to disciplines such as; The 

Built Environment, Property Development, Property Management, Strategic 

Management, Organisational Turnaround and Real Estate Investing and Economics. 

The Nelson Mandela University Library gave full access to international online journals 

and research databases such as EBSCOhost, Emerald, Sabinet Online, SpringerLink, 

ScienceDirect, JSTOR and SAGE and there were consulted for journal articles. 

 

Regarding the internet, Wiley Online Library, ResearchGate, Google, Google Scholar 

and other online journal, research databases and websites were consulted for journal 

articles and other publications. The researcher purchased electronic textbooks from 

Google Books and Amazon Kindle. The researcher also purchased various hard copy 

textbooks. Kumar (2014) identifies problems associated with secondary data collected 

from secondary sources to include the issues of validity and reliability of the data, 

where depending on the source, there is the risk of personal bias due to the authors 

exhibiting less rigour and objectivity. The availability of data could be an issue, as well 

as the data format which has the risk of not applying to the relevant research project. 

 

5.3.1.2 Primary Research and Research Design 

 

Primary data consists of data that has been collected for the first time at the source, 

with a specific research purpose in mind, and where such data is high quality due to 

its relevance and accuracy, but the data collection process  may be time-consuming 

and costly (Wegner, 2012). Collecting primary data entails observation and recording. 
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Primary data must be collected directly from respondents or gathered by observing 

phenomena (Hult, Pride & Ferrell, 2012; Kumar, 2014).  

 

Primary data can be obtained from experiments, questionnaire surveys, interviews and 

focus groups, and since the present research effort entails Positivism, the 

methodologies that can be used are experimental studies, surveys, cross-sectional 

studies and longitudinal studies (Collis & Hussey, 2014). Having identified a problem, 

the researcher must select a suitable tool or method to study it (Labuschagne, 2003). 

A research project can be conducted in three different ways: quantitatively, 

qualitatively and using mixed methods  (Almalki, 2016; Williams, 2007), where 

researchers would normally select the quantitative approach to respond to research 

questions involving numerical data, or select the qualitative approach for research 

questions requiring textual data and the mixed-methods approach for research 

questions entailing elements of both the quantitative and qualitative approaches 

(Williams, 2007). According to Mackenzie and Knipe (2006), selecting any of these  

approaches would mean selecting the data collection method, analysis and reporting 

modes. 

 

Researchers are frequently unsure about whether to use a qualitative or a quantitative 

approach (Sobh & Perry, 2006), since, there are clear defined boundaries between 

the research methods (Chenail, 2011; Dobrovolny & Fuentes, 2008; Keenan & van 

Teijlingen, 2004). “Though the research process is broadly the same in both, 

quantitative and qualitative research are differentiated in terms of the methods of data 

collection, the procedures adopted for data processing and analysis, and the style of 

communication of the findings” (Kumar, 2014: 35). Qualitative studies are said to be 

exploratory, naturalistic, subjective, inductive, ideographic, descriptive and interpretive 

in nature, while quantitative studies generally involve confirmatory, controlled, 

objective, deductive, nomothetic,  predictive and explanatory characteristics (Chenail, 

2011).  

 

When a researcher wants to match a paradigm with a research method, the Positivist 

or Postpositivist paradigms, are best with quantitative approaches, though not 

necessarily exclusively, while the Interpretivist or Constructivist paradigms should 

work using predominantly qualitative methods (Bogdan & Biklen 1998; Burns, 1997; 
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Cohen & Manion 1994; Glesne & Peshkin 1992; Mackenzie & Knipe, 2006; Mertens, 

1998; Silverman, 2000). The qualitative, quantitative and mixed method approaches 

will now be discussed in greater detail. 

 

(a) Qualitative Research Design 

 

Qualitative methods are primarily used in the Interpretivist paradigm to collect the 

relevant details of a particular topic in detail  (Rahi, 2017). “The qualitative or 

unstructured approach is predominantly used to explore its nature, in other words, the 

variation or diversity per se in a phenomenon, issue, problem or attitude towards an 

issue” (Kumar, 2014: 16). In qualitative research, the properties, the state, and the 

character of phenomena, including their nature, are considered  (Labuschagne, 2003). 

Qualitative research examines and understands the meaning individuals and groups 

attributed to a social or human problem  (Almalki, 2016; Creswell, 2014; Holliday, 

2007). As part of qualitative research, the researcher observes or interprets an 

environment in order to develop a proposition that essentially guides their 

research  (Rahi, 2017).  

 

Qualitative approaches employ inductive reasoning, where the underlying 

assumptions are that reality is a social construct, that variables are complicated and 

interwoven, that there is a primacy of subject matter, and that the data collected is 

likely to involve the viewpoint of those doing the research  (Almalki, 2016; Rovai, Baker 

& Ponton, 2014). Kumar (2014) describes aspects of the qualitative approach as: 

 

• Embedded in the philosophy of empiricism. 

• Approaches inquiry in an open, flexible and unstructured manner. 

• Focuses on exploring diversity rather than quantifying it. 

• Provides a detailed description and commentary on the feelings, perceptions, 

and experiences described. 

• Presents findings descriptively and narratively rather than analytically, placing 

less emphasis on generalisations. 

(Kumar, 2014) 
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As a result, qualitative research provides an understanding that is more akin to an 

arts-based understanding rather than a science-based understanding. However, this 

does not mean that qualitative research is inferior, but it does mean that qualitative 

research differs from quantitative research, because in qualitative research, 

participants are required to identify with the situation and relate to it. Qualitative 

research methods typically produce detailed and in-depth information about a smaller 

group of people and cases through direct quotations and detailed descriptions of 

situations, events, interactions, and observed behaviours (Labuschagne, 2003). 

Qualitative research methods include case studies, grounded theory, ethnography, 

content analysis and phenomenology (Leedy & Ormrod, 2001; Williams, 2007). 

Furthermore, Labuschagne (2003) notes qualitative methods to use in-depth open-

ended interviews, direct observation and written documents, including such sources 

as open-ended written items on questionnaires and personal diaries. 

 

“A study is classified as qualitative if the purpose of the study is primarily to describe 

a situation, phenomenon, problem or event, that is, if the information is gathered 

through the use of variables measured on nominal or ordinal scales (qualitative 

measurement scales); and if the analysis is done to establish the variation in the 

situation, phenomenon or problem without quantifying it” (Kumar, 2014: 16). A 

qualitative research project involves purposefully describing, clarifying and interpreting 

collected data  (Williams, 2007) for the purpose of formulating and developing new 

theories (Leedy & Ormrod, 2001; Williams, 2007). Through direct quotations and a 

thorough description of situations, events, interactions and observed behaviour, 

qualitative data provides depth and detail (Labuschagne, 2003). In summary, 

quantitative research entails a strong correlation between the observer and the data, 

where the data is collected from the ‘human’ senses and is used to explain phenomena 

being researched, and relevant to social behaviours in new and emerging theories 

(Williams, 2007). Jonker and Pennink (2010) indicate criticisms of the qualitative 

approach. 

 

• Working with an open question, or frayed outline of the initial research question, 

involves dealing with uncertainty. 

• Often, it is difficult to distinguish between diagnosis, design, and change. 
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• Qualitative research typically lacks an explicit theoretical framework, concept, 

or model at the beginning of the study. 

• There can be a problematic relationship with a classical research design, 

whether it takes the form of a case study or not. 

• It is difficult to revise qualitative data because of their nature. 

• This study acknowledges the subjectivity of the researcher, as the researcher 

is not an outsider but an individual who is involved in the research. 

• Methodologies and methods are not distinguished clearly and similar 

instruments are used. 

• Facts and interpretations are poorly distinguished. 

• The open-ended nature of the research process can be problematic. 

• There is a low likelihood of repeatability for a research design that has been 

used only once. 

• There is an inability to accurately predict results in advance. 

• There is limited applicability of classical methodological criteria when analysing 

results. 

(Jonker & Pennink, 2010) 

 

As mentioned before, in qualitative research, the researcher must observe or interpret 

an environment in order to develop a proposed theory (Rahi, 2017). The present 

research effort was concerned with testing the theoretical conceptual model and not 

developing a theory. Therefore, the qualitative method of data collection did not apply 

to the present research effort. The next Section will discuss the quantitative research 

method. 

 

(b) Quantitative Research Design 

 

An important aspect of quantitative research is the testing of theories in terms of 

conceptual models (Jonker & Pennink, 2010). Generally, quantitative research 

concentrates on the degree to which phenomena possess particular properties, states, 

and characteristics, as well as the similarities, differences and causal relationships that 

are found within and between them. Such research is primarily based on theoretical 

or empirical considerations, and quantitative data is collected (Hult et al., 2012; Kumar, 
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2014; Labuschagne, 2003). Quantitative research follows a deductive approach 

(Almalki, 2016; Rovai et al., 2014), is a scientific method (Grinnell & Unrau, 2010; Rahi, 

2017), is usually identified in the Positivist paradigm (Collis & Hussey, 2014; Grinnell 

& Unrau, 2010; Sale et al., 2002; Rahi, 2017), involves the statistical analysis of 

quantitative research data (Collis & Hussey, 2014) and relates to explanatory research 

(Rahi, 2017). Thus, in quantitative research, information is gathered in order to be 

quantified and subjected to statistical analysis to support or deny alternate knowledge 

claims (Creswell, 2002; Williams, 2007). The quantitative approach is also known as 

the ‘structured’ approach (Kumar, 2014). Furthermore, quantitative research is broadly 

classified as descriptive, experimental, and causal comparative research  (Leedy & 

Ormrod, 2001; Williams, 2007). 

 

An important element of the quantitative method is the collection of fresh data from a 

large population of participants relevant to the problem (Borrego et al., 2009; Creswell, 

2002; Rahi, 2017) and analyses data (Rahi, 2017), objectively (Borrego et al., 2009; 

Creswell, 2002), but does not entail the emotions or feelings of individuals, as part of 

the data collection (Rahi, 2017).  

 

Data collection in quantitative research is typically numerical, where the researcher 

will use mathematical models as the method of data analysis, and they will use inquiry 

methods to ensure that the methodology matches the statistical data collection 

methodology (Williams, 2007), where in general, data is collected through the 

administration of surveys to a representative sample or subset of the entire population 

of study (Borrego et al., 2009; Creswell, 2002). It involves the use of objective and 

measurable measures, backed by actions and opinions that assist the researcher in 

describing rather than interpreting the data (Rahi, 2017). Kumar (2014) describes the 

quantitative approach as:  

 

• Based on the philosophy of rationalism. 

• Implements a rigid, structured and predetermined series of procedures to 

analyse. 

• Quantifies the degree to which a phenomenon varies. 

• Ensures that variables are measured and that the process is objective. 
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• Evidence is based on a large sample size. 

• Ensures that the findings are valid and reliable. 

• The communication of findings is provided in an analytical and summarised 

manner, drawing general conclusions and inferences. 

(Kumar, 2014) 

 

According to quantitative researchers, there is an objective reality independent of any 

observations made (Almalki, 2016; Rovai et al., 2014) and in order to comprehend 

reality, a researcher must divide it into smaller, manageable pieces, for the purpose of 

study (Almalki, 2016) and it is only within the smaller sub-divisions that observations 

can be made and hypotheses tested and replicated with respect to relationships 

among variables of the particular study  (Almalki, 2016), In this type of study, the 

researcher introduces a theory that is supported by a hypothesis, which is then tested. 

Hence, the assumptions underlying the hypotheses can then be tested, providing 

conclusions, by observing a series of events and analysing the collected data (Almalki, 

2016; Rovai et al., 2014). In quantitative research, a research problem is defined, a 

hypotheses is formulated, a literature review is conducted, and quantitative data is 

analysed (Williams, 2007).  

 

There are too many articles in the literature to provide a brief overview of quantitative 

methods (Jonker & Pennink, 2010; Jupp, 2006), but Williams (2007) cites numerous 

quantitative research methods as; correlational, developmental design, observational 

studies and survey research. The benefit of the quantitative approach is that data is 

collected from a large and representative sample, allowing for comparisons and 

statistical analysis of the data (Labuschagne, 2003), and which allows for a broad, 

generalisable sets of findings (Borrego et al., 2009; Creswell, 2002; Labuschagne, 

2003). In summary, quantitative methods are well suited for deductive approaches, in 

which the hypotheses support the variables, purpose statement and direction of a 

narrowly defined research question or problem  (Borrego et al., 2009), and where it is 

the hypothesis being tested and how the research question is phrased that oversees 

the way in which data is collected, as well as the data analysis method to be employed 

(Borrego et al., 2009; Creswell, 2002). Jonker and Pennink (2010) note criticisms 

about the quantitative approach. 
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• A quantitative approach relies on the assumption that a theory can represent the 

reality of a problem if it occurs within a particular context. 

• The quantitative approach looks at a reality that is separated from that which is 

experienced by the majority of people. 

• Research that utilises quantitative methods adheres to a strict methodology that 

leaves no room for unexpected changes in the field. 

• Despite the fact that the researcher uses a conceptual model that is methodically 

and technically sound, it does not, however, provide information about the 

underlying phenomena. 

• There is excessive attention paid to technical details in the research, in particular 

to methods and techniques of measurement. 

• Statistics used in quantitative research are regarded as objective truths, as they 

are intentionally generated and interpreted by the researcher as being objective. 

• The quality of quantitative research can only be judged by its apparent or 

instrumental neutrality. 

• Quantitative research always implies to interpret the generated data before the 

data becomes meaningful again. 

• For the researcher's results to be relevant, the researcher must have them 

translated by the organisation involved. 

(Jonker & Pennink, 2010) 

 

As noted before, qualitative research consists of testing theory on the basis of a 

conceptual model (Jonker & Pennink, 2010). As an objective of the present research 

effort was to test the theoretical conceptual model, the quantitative research design 

was a suitable methodology in order to reach the objectives of the research, thus, 

making the quantitative method applicable to the present research effort. The next 

Section will discuss the mixed method approach, where it will be ascertained why the 

quantitative approach alone, is more suitable than a mixture of quantitative and 

qualitative methods. 

 

(c) Mixed Method Research Design 

Many of the same phenomena are studied by researchers from both qualitative and  
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quantitative perspectives (Sale et al., 2002). The majority of research uses a 

combination of quantitative and qualitative techniques (Hanson & Grimmer, 2007). 

Researchers employing mixed methods combine elements of both qualitative and 

quantitative research methods, in other words, applying qualitative and quantitative 

viewpoints, data collection, analysis and inference techniques, in order to gain a 

comprehensive understanding and confirmation of the ideas presented (Almalki, 2016; 

Johnson, Onwueegbuzie & Turner, 2007). With mixed methods, researchers collect 

and analyse numerical data and narrative data, in order to tackle the research question 

at hand (Williams, 2007).  

 

Greene, Caracelli and Graham (1989) and Almalki (2016) provide rationalisation for 

combining quantitative and qualitative data to be triangulation, complementarity, 

development and initiation. Combining methods is likely to result in corroboration, 

elaboration, complementarity and contradiction (Brannen, 2005; Bryman, 2001; 

Hammersley, 1996; Morgan, 1998). Creswell (2003, 2009) notes key mixed method 

strategies to be; sequential explanatory strategy, sequential transformative strategy, 

concurrent triangulation strategy, concurrent embedded strategy and the concurrent 

transformative strategy. There are arguments presented for the use of the mixed-

method approach are: 

 

• Provides researchers with opportunities to compensate for inherent method 

weaknesses, gain on inherent method strengths (Almalki, 2016; Greene, 2007; 

Johnson & Onwuegbuzie, 2004; Williams, 2007) and offsets inevitable method 

biases (Almalki, 2016; Greene, 2007; Johnson & Onwuegbuzie, 2004). 

• Enriches data (Kumar, 2014). 

• Provides additional evidence (Kumar, 2014). 

• Provides a way to find answers to all the research questions (Kumar, 2014). 

• The validity of results is likely to be strengthened (Heppner et al., 2008). 

• Assists in reducing mono-method and mono-operation bias (Heppner et al., 2008). 

• Likely leads to less waste of potentially useful information (Gorard & Taylor, 2004; 

Mackenzie & Knipe, 2006). 

• Increased ability to make appropriate criticisms of all types of research (Gorard & 

Taylor, 2004; Mackenzie & Knipe, 2006). 
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• Able to test and develop theories (Williams, 2007). 

• Employs deductive and inductive analysis in the same research study (Williams, 

2007). 

• The ability to design a single research study that answers questions about the 

nature of phenomenon from the point of view of a participant and the relationship 

between measurable variables (Williams, 2007). 

• The approaches combined share the goal of understanding the real world lived in 

(Sale et al., 2002). 

• Both approaches share a unified logic and that the same rules of inference apply 

to both (King, Keohane & Verba, 1994; Sale et al., 2002). 

• Both approaches share the tenets of theory-ladenness of facts, fallibility of 

knowledge, in determination of theory by fact and a value-ladened inquiry process 

(Sale et al., 2002). 

• Both methods are also united by a shared commitment to understanding and 

improving the human condition, a common goal of disseminating knowledge for 

practical use and a shared commitment for rigor, conscientiousness and critique in 

the research process (Sale et al., 2002; Reichardt & Rallis, 1994). 

• The complexity of phenomena requires data from many perspectives (Sale et al., 

2002). 

• Attaining cross-validation or triangulation (Denzin, 1970; Sale et al., 2002). 

• Attaining complementary results (Morgan, 1998; Sale, Lohfeld & Brazil, 2002). 

• Mixed methods triangulation makes intuitive sense (Almalki, 2016). 

• Requires less resources and produces less data (Almalki, 2016). 

• Easy to implement and enables the focus of the research to be maintained 

(Almalki, 2016). 

• The separate stages are easy to implement and the qualitative data is acceptable 

to quantitative researchers (Almalki, 2016). 

 

Mixed-methods approaches are based on the assumption that using both quantitative 

and qualitative methods will make the research findings more accurate and reliable 

(Kumar, 2014). A researcher is recommended to use mixed methods when the 

researcher wishes to explore both a qualitative and quantitative perspective, when 

accurate and complete information from one of the methods is difficult to obtain, when 
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a researcher wishes to produce good quality research, when generalisations need to 

be made, when explanations for the findings are required, when a researcher wishes 

to develop a data instrument and ascertain the validity of the questions and finally, 

when the a study has multiple objectives (Kumar, 2014). However, there are the 

challenges to the mixed method approach as follows: 

 

• Requires greater level of skill (Gorard & Taylor, 2004; Mackenzie & Knipe, 2006). 

• The need for extensive data collection (Creswell, 2009). 

• Dealing with multiple study populations (Kumar, 2014). 

• The time-intensive nature of analysing both text and numeric data (Creswell, 2009). 

• The requirement for the researcher to be familiar with both methods (Creswell, 

2009). 

• Mixing text and numeric data, the research questions, philosophy and 

interpretation from both methods, is difficult (Creswell, 2009). 

• Skills sets requirements and coping with research demands (Almalki, 2016; 

Creswell & Plano Clark, 2011). 

• When one's aim is to study different aspects of the same phenomenon, it is not 

advisable to combine the two approaches in a complementary manner (Sale, 

Lohfeld & Brazil, 2002). 

• There are qualitative and quantitative paradigms that result in different results, as 

the journals, the funding sources, the experts and the methods differ (Sale, Lohfeld 

& Brazil, 2002). 

• Data obtained from cross-validation and complementarity can be misrepresented 

and may violate paradigmatic assumptions (Sale, Lohfeld & Brazil, 2002). 

• The loss of information is especially risky when combining quantitative and 

qualitative results since such a situation often promotes the selective search for 

similarities in data (Sale, Lohfeld & Brazil, 2002). 

• Deciding which mixed method research design is most appropriate (Almalki, 2016). 

• As a result of discrepancies within the data sets, mixed method triangulation 

requires considerable effort and expertise to bring everything together and may 

require further research and investigation (Almalki, 2016). 

• Difficult to integrate results (Almalki, 2016). 
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• The selection of participants in order that the appropriate information is available 

and the time-consuming nature of explanatory design (Almalki, 2016). 

• The risk of participants not being willing or able to participate (Almalki, 2016). 

 

“Combining quantitative and qualitative methods is a very powerful methodology and 

should be used where warranted with full realisation that it entails diverse and/or 

additional knowledge about different approaches to research” (Kumar, 2014: 31). 

Although the researcher appreciated that the use of mixed methods was a powerful 

methodology to consider, the researcher decided that the present research effort did 

not warrant the need for the mixed-method approach. The reasoning for this will be 

explained in the next Section. 

 

(d) Research Design 

 

The present research effort adopted the quantitative research design because the 

present research effort intended to test a theory by means of a theoretical conceptual 

model. Researchers test theories by using conceptual models in quantitative 

research (Jonker & Pennink, 2010). Furthermore, the present research effort did not 

warrant the need for the mixed methods approach. Adopting the quantitative approach 

had to do with achieving the research objectives as set out in Chapter One and 

repeated below: 

 

• To construct a proposed theoretical conceptual model that will describe the 

relationships between the chosen variables that are hypothesised to impact upon 

The Likelihood of a Distressed Commercial Property Financial Recovery. 

• Investigate and test the proposed theoretical conceptual model, by constructing a 

questionnaire that was to be completed by a sample of real estate stakeholders 

and actors from across the world, and who had been directly or indirectly involved 

in the financial recovery of distressed commercial properties, with the results 

specifying the relationships between the independent variables and dependent 

variable.  
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As mentioned earlier, the process of quantitative research starts with the formulation 

of a problem statement, followed by consulting the literature to produce a literature 

review and quantitative data analysis (Williams, 2007). A crucial benefit of the 

quantitative approach is the findings from large samples (Labuschagne, 2003), 

allowing for generalisation (Borrego et al., 2009; Creswell, 2002; Labuschagne, 2003). 

As stated earlier, the purpose of quantitative research is to test hypotheses concerning 

the relationships between variables (Almalki, 2016). In other words, in the 

development of a hypothesis, the researcher formulates a theory that is then put to the 

test and conclusions can be drawn after a series of observations and data 

analysis (Almalki, 2016; Rovai et al., 2014). 

 

Adopting the quantitative method assisted in specifying the relationships between the 

independent variables and the dependent variable of the proposed model of the 

present research effort. The researcher had planned to test a theory that entailed 

testing the hypothesised relationships among variables, hence reaching the research 

objective. Another important reason for adopting quantitative research was to obtain 

a broad, generalisable set of findings, which is a distinct advantage of quantitative 

research, as noted by Creswell (2002), Labuschagne (2003) and Borrego et al., 

(2009). As a generalisation, one draws general conclusions from particular instances, 

that is, making an inference about the unobserved, based on the observed (Polit & 

Beck, 2010). Research findings that can be generalised to other settings, known as 

external validity, affect conclusions that researchers may wish to draw  (Heppner et 

al., 2008). 

 

Since the present research effort was about constructing and verifying a theoretical 

conceptual model concerning the important factors that are likely to increase the 

likelihood of financial recovery, with regards to distressed commercial properties, a 

broad and generalisable set of findings would be crucial to the study’s success, 

considering, as noted by Kumar (2014), that in qualitative research, generalisations 

are less important or not at all, thus making qualitative research not applicable to the 

present research effort. As mentioned earlier, whenever a researcher wishes to 

observe or interpret an environment for the purpose of developing a theory, qualitative 

research is used (Rahi, 2017). The present research effort was about testing a 

theoretical conceptual model and not about developing a theory. 
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With mixing methods, corroboration cannot be assumed (Brannen, 2005; Denzin, 

1970), since data collected from different methods cannot simply be added together 

(Brannen, 2005). Mixing methods has certain time and resources requirements and 

furthermore, it is difficult convincing others of the value of the approach (Almalki, 2016; 

Crewell & Plano Clark, 2011). Moreover, mixing methods may lead to data 

contradiction (Brannen, 2005; Bryman, 2001, Hammersley, 1996; Morgan, 1998). The 

researcher concluded that the challenges faced when conducting mixed method 

approaches, far outweighed the arguments for using the mixed research methods, in 

the particular context of the present research effort. As noted before, quantitative 

approaches come with limitations, and these are noted by Jonker & Pennink (2010):  

 

• The assumption that a theory can represent the reality of the problem as the theory 

occurs within a certain context. 

• The examination of reality that is detached from the reality in which real people 

live. 

 

The above limitations are related to the limitations concerning the Positivist paradigm, 

as noted by Aliyu et al., (2014: 82), “perhaps the most essential evaluation and critique 

of Positivism in the social sciences world is that the notion of an independent realism 

and the resulting unbiased observation and study of this realism does not guide to a 

sufficient comprehension of the happening in question. This frequently entails a 

difference between natural ordinary and social reality”. The reality for a real estate 

stakeholder that depends on a distressed commercial property for income and 

accommodation is a different reality to the reality faced by an opportunistic real estate 

portfolio manager or investor, or a financial institution. Studies concerning quantitative 

research examine a dissociated reality from the real world, as noted by Jonker & 

Pennink (2010). Thus, different real estate-related stakeholders, especially regarding 

an emotive issue such as distressed commercial properties, would all experience a 

different reality on the matter. Despite the limitations, the present research effort 

intended to verify the theoretical, conceptual model.  

 

Research design includes experimental designs, quasi-experimental designs and 

correlational designs (Heppner et al., 2008), where experimental, quasi-experimental 
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and correlational are usually conducted within the Positivist paradigm (Creswell, 2003; 

Mackenzie & Knipe, 2006; Mertens, 2005). An experimental study entails, “the 

researcher (or someone else) introducing the intervention that is assumed to be the 

‘cause’ of change, and waiting until it has produced – or has been given sufficient time 

to produce – the change” (Kumar, 2014: 141). A non-experimental study entails, “the 

researcher observing a phenomenon and attempting to establish what caused it. In 

this instance the researcher starts from the effect(s) or outcome(s) and attempts to 

determine the causes” (Kumar, 2014: 141). A quasi-experimental study has the 

features of both experimental studies (Kumar, 2014). The present research effort did 

not intend to determine and establish cause and effect situations between variables. 

 

Over and above experimental studies, research methodologies associated with 

Positivism include surveys, cross-sectional studies and longitudinal studies (Collis & 

Hussey, 2014). Since the Positivism paradigm and quantitative research are 

associated, Kumar (2014) notes quantitative study design methods to include; of 

cross-sectional studies, before-and-after studies, longitudinal studies, retrospective 

studies, prospective studies, retrospective-prospective studies, experimental, non-

experimental and quasi-experimental, online surveys, cross-over comparative 

experimental design, replicated cross-sectional design, trend studies, cohort studies, 

panel studies, blind studies and double-blind studies. Tan (2017) further stipulates 

surveys, experiments and regression as quantitative research design methods.  

 

The present research effort adopted the survey research design. As mentioned above, 

a survey is considered a form of quantitative research and thus the results can be 

generalised (Jonker & Pennink, 2010). Non-experimental research designs that 

involve obtaining information from participants by completing surveys or 

questionnaires are known as survey research designs (Mitchell & Jolley, 2010; 

Privitera, 2018). 

 

A Positivist research approach makes use of survey methods to collect primary or 

secondary data from a sample of people with the purpose of statistically analysing the 

findings and generalising them to an even larger group (Collis & Hussey, 2014). A 

survey is composed of questions that are linked to variables that are related to a 

conceptual model that is derived directly from theory. In a survey, the objective is to 
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obtain specific information about a particular group or a representative sample of that 

group (Jonker & Pennink, 2010).  

 

Researchers can collect a significant amount of information for a large sample in a 

short period through the use of surveys, which are often an inexpensive means of 

gathering data about attitudes, belief and behaviours. However, inaccurate participant 

self-reports result in the survey having poor construct validity, while if the sample is 

biased, the result is poor external validity and poor internal validity (Mitchell & Jolley, 

2010). 

 

Participants respond to a series of questions or statements in a survey. Surveys can 

also be called ‘questionnaires’ and ‘self-reports’. Surveys normally comprise of 

questions involving participants reporting about themselves, and their attitudes, 

opinions, beliefs, activities and emotions (Privitera, 2018), although, according to Tan 

(2017), a survey is classified as a type of research design, not a method of data 

collection. To collect survey data, measuring instruments such as questionnaires and 

observation devices are likely to be used (Tan, 2017). Furthermore, collecting survey 

data, in this context, can include postal and internet self-completed questionnaires, 

telephone and face-to-face interviews (Collis & Hussey, 2014).  

 

A survey can include questions that are either open-ended or close-ended (Jonker & 

Pennink, 2010) and can also employ an oral method (Jonker & Pennink, 2010; 

Privitera, 2018), in printed form (Privitera, 2018), or a written method (Jonker & 

Pennink, 2010). “Survey data usually contain large amounts of information on 

respondent characteristics and their views. The data may be spatial, cross-sectional, 

or temporal, and include frequency counts, ratings, ranks, and continuous variables” 

(Tan, 2017: 115). Mitchell & Jolley (2010) indicate survey method limitations. 

 

• A researcher might not know what to find out to begin with. 

• Since a questionnaire, test, or interview measure may have poor construct 

validity, the respondents may not be honest with the answers, or the 

respondents may mis-interpret the questions, leading to inaccurate results. 

• Low external validity 
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Non-sampling errors can occur from data collection using surveys (Bairagi & Munot, 

2019). According to Tan (2017), non-sampling errors associated with surveys include 

administrative errors, respondent errors, conceptual errors and measurement errors. 

Despite limitations, the survey method is the most commonly used research method 

(Mitchell & Jolley, 2010).  

 

The present research effort adopted the survey research method, because the 

intention of the research was to get information on the attitudes and beliefs of people, 

quantify the results, statistically analyse the data and generalise the results. To 

summarise, the present research effort adopted the quantitative and survey research 

design methodology. The next Section will discuss the study hypotheses, population 

and the sample of the present research effort. 

5.4 QUANTITATIVE TESTING AND ANALYSIS 

 

It was concluded that the research design of the present research effort comprised of 

testing and confirming a theoretical conceptual model, by establishing existing 

relationships, and the association or interdependency between two or more variables.  

The rest of Chapter Five will indicate how the quantitative and survey research design 

was implemented in the present research effort. Jonker and Pennink (2010) provide 

the steps of a deductive-based empirical cycle. 

Step One: Researcher to test a theory. 

Step Two: Formulate the hypotheses. 

Step Three: Translate concepts into variables. 

Step Four: Collect data to test the hypotheses. 

 

Step One of the deductive-based empirical cycle has already being established in 

Chapter One as part of the research objectives. The next Section entails a summary 

of the study hypotheses that were formulated in Chapter Four, thus completing Step 

Two of the deductive-based empirical cycle. 

 

5.4.1 Hypotheses Tested  

 

“A hypothesis is a hunch, assumption, suspicion, assertion or an idea about a  
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phenomenon, relationship or situation, the reality or truth of which you do not know” 

(Kumar, 2014: 100). Developing hypotheses is a prescriptive approach to predicting 

the relationship between multiple variables and all investigators must develop 

hypotheses before conducting a research study (Mitchell & Jolley, 2010).  

 

According to an hypothesis or hypotheses, there should be a some sort of relationship 

between  variables  (Heppner et al., 2008) and clearing up of a research problem by 

providing specificity and focus, to it (Kumar, 2014). Hypotheses are likely to be related 

to the Positivist paradigm, where the research logic is deductive and quantitative 

methods are utilised (Collis & Hussey, 2014). During the testing of a hypothesis, a 

researcher can make a determination directly as to whether the hypothesis is true or 

not. This enables a researcher to contribute to the formulation of a theory (Kumar, 

2014).  

 

When using structural equation modelling methods of statistical analysis, it is 

necessary to specify a model, i.e., the specific set of hypotheses being tested (Ullman 

& Bentler, 2013). In Stage Five of the six-stage decision process of structural equation 

modelling, the structural model specification emphasises the use of dependence 

relationships to represent structural hypotheses of a model, where each hypothesis 

corresponds to a specific relationship that must be clarified  (Hair et al., 2014). The 

six-stage decision process of structural equation modelling will be discussed later in 

Chapter Five. When conducting research under the Positivist paradigm, the normal 

procedure is to investigate existing literature to produce a literature review to support 

suitable theories made by the researcher and then formulate hypotheses based on 

those theories that can be tested against empirical data collected, using a statistical 

analysis method, to confirm if the theories are credible (Collis & Hussey, 2014). The 

formulation of the study hypotheses was covered in Chapter Four.  

 

In Table 5.3 on the following page, presents the contents of Table 1.2 on page 14. It 

contains a summary of the hypotheses concerning the current research effort. 
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TABLE 5.3: HYPOTHESES TESTED 

H¹ 

There is a positive relationship between the importance of Obsolescence 

Identification and the Perceived Likelihood of the Financial Recovery of a 

Distressed Commercial Property. 

H² 

There is a positive relationship between the importance of Capital 

Improvements Feasibility and the Perceived Likelihood of the Financial 

Recovery of a Distressed Commercial Property. 

H³ 

There is a positive relationship between the importance a Tenant Mix and 

the Perceived Likelihood of the Financial Recovery of a Distressed 

Commercial Property. 

H4 

There is a positive relationship between the importance of Triple-Net 

Leases and the Perceived Likelihood of the Financial Recovery of a 

Distressed Commercial Property. 

H5 

There is a positive relationship between the importance of Concessions 

and the Perceived Likelihood of the Financial Recovery of a Distressed 

Commercial Property. 

H6 

There is a positive relationship between the importance of Property 

Management and the Perceived Likelihood of the Financial Recovery of a 

Distressed Commercial Property. 

H7 

There is a positive relationship between the importance of Contracts and 

the Perceived Likelihood of the Financial Recovery of a Distressed 

Commercial Property. 

H8 

There is a positive relationship between the importance of Business 

Analysis and the Perceived Likelihood of the Financial Recovery of a 

Distressed Commercial Property. 

H9 

There is a positive relationship between the importance of Debt 

Renegotiation and the Perceived Likelihood of the Financial Recovery of 

a Distressed Commercial Property. 

H10 

There is a positive relationship between the importance of Cost-cutting 

and the Perceived Likelihood of the Financial Recovery of a Distressed 

Commercial Property. 
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H11 

There is a positive relationship between the importance of a Market 

Analysis and the Perceived Likelihood of the Financial Recovery of a 

Distressed Commercial Property. 

H12 

There is a positive relationship between the importance of Strategic 

Planning and the Perceived Likelihood of the Financial Recovery of a 

Distressed Commercial Property. 

H13 

There is a positive relationship between the importance of Demography 

and the Perceived Likelihood of the Financial Recovery of a Distressed 

Commercial Property. 

(Source – Constructed by the Researcher) 

 

The present research effort intended to test the hypotheses provided in Tables 1.2  

and 5.3 against the empirical data collected from the sample of respondents. The 

sample was drawn from a population relating to various stakeholders linked to real 

estate. The next Section will elaborate on the population studied in the present 

research effort. 

 

5.4.2 Population Studied  

 

In statistics, a population is the set of all possible data values of a random variable, in 

reference to a specific study about that population (Wegner, 2012) and includes all the 

individuals and items that a researcher needs to understand about the population 

(Kumar, 2014), thus it comprises the entire group of participants a researcher would 

be interested in, prior to undertaking the experiment or research (Bairagi & Munot, 

2019) and is likely to be large and or even infinitely large (Keller, 2005). A population 

is usually specified in terms of characteristics about the population and inferences are 

made based on the samples selected from those population. Therefore, it makes 

sense that populations with greater heterogeneity, in the context of research, are more 

sought-after than those that exhibit greater homogeneity, because of the wide variety 

of characteristics to which the results of the study may be generalised to (Heppner et 

al., 2008). 

 

According to the researcher's research design, structured data collection was being 

conducted within a perfectly defined sample in a clearly defined target population 
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(Jonker & Pennink, 2010). “The target population is the aggregate of all sampling units” 

(Tan, 2017: 43). In order to evaluate the external validity of a sample, it is necessary 

that a researcher understands the population from which the sample is drawn (Mitchell 

& Jolley, 2010). “Positivism tends to use large samples, have an artificial location, be 

concerned with hypothesis testing, produce precise and objective quantitative data, 

produce results with high reliability but low validity and allows the results to be 

generalised from a sample to the population” (Collis & Hussey, 2014: 50). Since 

structural equation modelling is said to be a multivariate technique, and which was the 

method of statistical analysis of the present research effort (Svensson, 2015). the 

objective was to identify empirical evidence that could be generalised to a large 

population based on sample data (Hair et al., 2014). Structural equation modelling will 

be discussed in Chapter Five. 

 

As time and resources were limited, it was not possible to examine all members or 

items of a target market or population. However, by systematically selecting a small 

but sufficient number of units to represent the characteristics of a total market or 

population, researchers are able to analyse and make generalised predictions about 

the reactions of the total market or population of the study, provided the sample 

selected is a true reflection of the characteristics of that market or population (Hult et 

al., 2012).  

 

The rest of Section 5.4.2 will discuss the target population of the present research 

effort. “A stakeholder is any individual or group of individuals, who may have influence, 

or be influenced, on the realisation of the purpose of an organisation” (Caputo, 2013: 

74). Niu et al. (2010) note numerous stakeholders involved during the life-cycle of a 

real estate project, notably; the real estate developer, banks, government, contractors, 

real estate brokers, architects, supervisors, suppliers, property manage companies, 

the media and finally the customer.   

 

Reed and Sims (2014) stipulate stakeholders in the property development process to 

be: landowners, property developers, public sector and government agencies, 

planning authorities, professional planners, financial institutions and lenders, building 

contractors, real estate agents, planning consultants, market research analysts, 

economic consultants, valuation surveyors, architects, quantity surveyors, engineers, 
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project managers, solicitors, accountants, objectors and occupiers. According to 

Newcombe (2003), Smith and Love (2004) and Chinyio and Olomolaiye (2010), 

stakeholders in a construction project include; the owners and users of facilities, 

project managers, facilities managers, designers, shareholders, legal authorities, 

employees, subcontractors, suppliers, process and service providers, competitors, 

banks, insurance companies, media, community representatives, neighbours, general 

public, government establishments, visitors, customers, regional development 

agencies, the natural environment, the press, pressure groups and civic institutions.  

 

Property development is carried out by several actors, each of whom has a specific 

objective, status, and role (Fisher & Collins, 1999). Fisher & Collins (1999) postulate 

such actors to include, consultants, bankers, builders, developers, investors, 

objectors, occupiers, planners, site owners, speculators and donors. When a 

development is completed and the completed project is to be let out to tenants, the 

commercial development process involves five property markets (Fisher & Gillen, 

2005), as shown in Table 5.4 where the roles of the actors are outlined. 

 

TABLE 5.4: PROPERTY MARKETS AND ACTORS 

Property Market Demand Actors Supply Actors 

Letting Occupiers (Leases space) Investors and developers 

(Supplies lettable space) 

Investment Investors (Seeking 

income from property 

investments) 

Investors and developers 

(Provide property 

investment opportunities) 

Land Property Developer 

(Seeking land) 

Various site owners 

(Supplies land) 

Construction Property Developer 

(Seeking contractors) 

Builders (Provide 

construction services) 

Finance Property Developer 

(Seeking funding) 

Banks and investors 

(Provide funding) 

(Source: Constructed by the Researcher; Adapted from: Fisher & Gillen, 2005) 
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Table 5.5 shows the list of real estate-related stakeholders and actors applicable for 

the purpose of the target population of the present research effort. In the first column 

of Table 5.5 are the listed stakeholders and actors, while in the second column, a 

description of the stakeholder or actor involvement in real estate which was deduced 

from existing literature, with the references in the third column. The rationale of the 

researcher concerning Table 5.5 was that real estate investors engage in opportunistic 

real estate investing for higher returns, but at a higher risk, and which includes 

distressed property investing, where turnaround action would be required for financial 

recovery. Property developers and stakeholders and actors are applicable to the 

investment in distressed properties, because the investment may lead to a property 

development project that could entail land, professional advice, marketing, evaluation, 

donations, construction, design, financing, management, government engagement 

and planning; all concerning the turnaround of a distressed property. 

 

In a development project, external stakeholders are those who are affected in a 

significant way but are not directly involved with the development project, for example, 

local residents, the community, the public interest and other companies (Caputo, 

2013). The researcher omitted external stakeholders from the target population 

because the sampling frame rules for respondent inclusion of the present research 

effort, as shown in Table 5.6 and in Section 5.4.3, specify that involvement in a real 

estate project is required. 

 

TABLE 5.5: THE TARGET POPULATION: REAL ESTATE STAKEHOLDERS AND 

ACTORS 

Stakeholder/Actor  Real Estate Involvement Authors 

Accountant Advises on complex taxation 

related issues concerning a 

property development. 

Reed & Sims, 2014 

Architect Building designers 

concerning a property 

development.  

Reed & Sims, 2014 
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Banker / Financial 

Institution / Lender 

Provides short-term and long-

term finance to property 

developers. 

• Reed & Sims, 

2014; 

 

Consultant • Negotiates with local 

planning authorities 

concerning property 

developments on behalf of 

property developers. 

• Advisory to landowners 

and Initiators of the 

property development 

process. 

Reed & Sims, 2014 

Corporate Real Estate 

Manager 

Corporations need property 

managers to develop and 

manage the real estate 

investments of the 

corporation. 

Kyle, 2013 

Property Developer Provides property investment 

opportunities. 

Fisher & Gillen, 2005 

Donor A commercial property 

development actor. 

Fisher & Collins, 

1999 

Engineer Advises on the design of 

structural elements 

concerning a property 

development. 

Reed & Sims, 2014 

Investor • Seeking income from 

property investments. 

Provides property 

investment opportunities. 

Fisher & Gillen, 2005 

Land/Site Owner • Supplies land to property 

developers. 

Fisher & Gillen, 2005 

Legal Practitioner Involved throughout the 

property development 

Reed & Sims, 2014 
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process, from acquisition of 

the development site, to the 

completion of leases. 

Market Research Analyst Employed at the evaluation 

stage of the property 

development process. 

Reed & Sims, 2014 

Economic Consultant Employed at the evaluation 

stage the property 

development process. 

Reed & Sims, 2014 

Valuation Surveyor Employed at the evaluation 

stage the property 

development process. 

Reed & Sims, 2014 

Planning Authority Approves property 

development plans. 

Reed & Sims, 2014 

Project Manager Manages professional teams 

and building contracts 

concerning a property 

development. 

Reed & Sims, 2014 

Property Manager Management or 

administration of a property 

or portfolio of properties.  

Van den Berg & 

Cloete, 2004 

Public Sector / 

Government Agency 

Public-private-partnerships 

concerning property 

developments. 

Reed & Sims, 2014 

Quantity Surveyor ‘Building accountants’ who 

advise the property developer 

on the likely costs of the total 

building contract. 

Reed & Sims, 2014 

Real Estate Agent • Bridges the gap between 

property developers and 

occupiers. 

Reed & Sims, 2014 

(Source: Constructed by the Researcher) 
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Based on the literature discussed in Section 5.4.2 and in Table 5.5, it can be deduced 

that for the purpose of the present research effort, the study target population was 

made up of real estate stakeholders and actors as listed in Table 5.5. One of the 

research objectives of the present research effort involved testing the proposed 

theoretical conceptual model by constructing a questionnaire that was to be completed 

by real estate stakeholders and actors from across the world. The target population 

concerning the present research effort would consist of real estate stakeholders and 

actors from across the world, in other words, the global real estate stakeholder and 

actor population. The actual global population of all the real stakeholders and actors 

that have been involved in a distressed property recovery project is unknown, as well 

as the proportions of the profession segments that make up the study target 

population. The next Section will discuss the sample and sampling methods 

concerning the present research effort. 

 

5.4.3 The Sample, Sampling Frame and Methods of Sampling 

 

Typically, a sample refers to a group of data values selected from a larger 

population (Keller, 2005; Heppner et al., 2008; Wegner, 2012) entailing elements or 

individuals (Hairet al., 2017). As noted before, a sample is utilised since the possibility 

of recording all the data values of the population is highly unlikely or almost impossible, 

to impossible, due to the cost, time, and possible destruction of items (Wegner, 2012). 

It is important that a sample of the population reflects both its similarities and 

differences, so that conclusions can be drawn about this population from the 

sample (Hair et al., 2017). The Positivist paradigm maintains that a sample represents 

a population in an unbiased manner (Collis & Hussey, 2014). Therefore, the 

importance of obtaining a random sample cannot be overstated (Alexander, 2006; 

Collis & Hussey, 2014). A random sample is one in which every member or item of the 

population is equally likely to be selected.  

 

Therefore, it is a representative, unbiased sample of the population that can be 

generalised, for statistical and research purposes (Collis & Hussey, 2014). Selecting 

a random sample is a very difficult, if not an impossible task, with regards to applied 

research (Heppner et al., 2008). The target population of the present research effort 

was the global real estate stakeholders and actors who are directly involved with real 
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estate projects. The sample of the present research effort consisted of 391 

respondents, encompassing various real estate stakeholders and actors. 

 

Based on the results of sample selections from a population, inferences and 

conclusions can be drawn about that population (Heppner et al., 2008), since, it is 

possible that with a small group of a population that researchers can make inferences 

about the overall population (Malhotra & Birks, 2007; Rahl, 2017). Choosing 

representative units from a total population is a method referred to as sampling (Hult 

et al., 2012) where sample units from the selected data set should provide a relative 

accurate measurement of the characteristics, beliefs and attitudes of the overall 

population being studied (Kumar, 2014). Thus, in order to draw valid conclusions and 

inferences about the population, it is important to ensure that the sample represents 

the population accurately (Heppner et al., 2008). According to Kumar (2014), there are 

factors affecting the inferences drawn from a sample. 

 

• Larger samples generate more accurate findings. 

• The greater the variation in the population with respect to the characteristics 

under study for the given sample size, the greater the uncertainty. 

 

A vital component of any research design is sampling (Tan, 2017). “The purpose of 

sampling in quantitative research is to draw inferences, with respect to the focus of 

your enquiry, about the group from which you have selected the sample” (Kumar, 

2014: 228). In a sampling process, the size of the sample is likely to be determined by 

the population size as well as the variability that is present in the variables (Hair et al., 

2017). Selecting a sample from a population is advantageous with respect to reducing 

the work load and cost that would have been involved in studying the entire population 

(Rahl, 2017). According to Bairagi andMunot (2019), the theory of sampling is based 

on two basic principles, namely, the principle of statistical regularity and the principle 

of inertia of large numbers. 

 

As will be discussed later in this Chapter, the research method of data collection 

concerning the present research effort was the survey method. “In surveys, sampling 

consists of identifying the sampling unit or element, target population, sampling frame, 
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sampling method and sample size” (Tan, 2017: 43). It is important to consider the 

technical dimension of the sample size when applying multivariate analysis 

techniques, such as structural equation modelling (Hair et al., 2017). “A sampling unit 

or unit of analysis is the smallest unit of observation that is of interest to the researcher 

in a sample” (Tan, 2017: 43) and describes the object being measured, counted, or 

observed in relation to the random variable being studied (Wegner, 2012). Collis and 

Hussey (2014) list different units of analysis as an individual, an event, an object, an 

organisation or a group of people, a relationship or an aggregate. The sampling unit 

or unit of analysis concerning the present research effort was represented by the 

individual perceptions of each of the real estate stakeholders and actors in the sample. 

 

“In quantitative research you attempt to select a sample in such a way that it is 

unbiased and represents the population from which it is selected” (Kumar, 2014: 228). 

A sampling frame consists of a list of data items from which the samples will be drawn. 

This represents a very detailed, comprehensive representation of the population and 

is an essential aspect of the study (Bairagi & Munot, 2019). A sampling frame, as 

opposed to a target or theoretical population, which is conceptual in nature, is a list of 

respondents that should be as closely related to the target population or theoretical 

population as possible in order to minimise sampling error, including bias errors (Tan, 

2017). It is essential for the external validity of any survey that the sample is selected 

in a manner that is representative of the larger population in order to obtain a 

composite profile of the entire population. Therefore, the method by which the sample 

is selected from the sampling frame, is very important (Kelley et al., 2003). 

 

The present research effort was concerned with turnaround strategies for distressed 

commercial properties, in the real estate sector, and this required experienced 

individuals to participate as respondents. The real estate stakeholders and actors 

participate in specialised property development projects internationally and represent 

a diverse range of specialist action, such as legal, management, investing, advising, 

evaluating, design, construction and more. The exact number of real estate 

stakeholders and actors in terms of the list shown on Table 5.5 is unknown.  

 

The present research effort was concerned with important factors that might increase 

the likelihood of a distressed commercial property’s financial recovery to assist 
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opportunistic investors and the broader community in the sense of derelict properties 

and distressed neighbourhoods. For the present research effort the target population 

was, therefore, defined as real estate stakeholders and actors who had participated, 

or who were participating in distressed property financial recovery projects, from both 

the public and private sector, from across the world. The sampling frame as well as 

the rules for inclusion, is presented in Table 5.6. Although the sample does not 

represent the total population size associated with the present research effort, namely 

all respondents within the real estate sector, the sample does represent a clearly 

definable quota of the population concerned with the present research effort. 

 

TABLE 5.6: SAMPLING FRAME 

SOURCE RULES FOR INCLUSION 

Previous involvement in the 

financial recovery of distressed 

income earning properties. 

Only respondents that had been involved in at 

least one real estate-related project and/or 

transaction that resulted in the full recovery of the 

net cash flow of a distressed ‘income earning’ 

property, to a level that was sufficient to cover 

any debt service for at least two years, was 

selected to participate in the present research 

effort. 

Geographical Region Each respondent had to confirm the geographical 

region where such respondent was currently 

residing. 

Real Estate Stakeholder/Actor 

Involvement. 

Each respondent had to confirm the category of 

stakeholder/actor involvement in real estate, that 

best represented and described the real estate 

related profession of each respondent. 

Real Estate Category/Type Each respondent had to confirm the category and 

type of real estate that each respondent was 

predominantly involved with. 

(Source: Constructed by the Researcher) 
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Researchers who use quantitative methods use randomisation to ensure that they 

select their samples in a manner that is representative of the study population and to 

avoid bias (Kumar, 2014). It is important to select the appropriate sampling method for 

the study, and there are primarily two types of sampling techniques, probability 

sampling and non-probability sampling (Rahi, 2017; Kelley et al., 2003). Random or 

probability sampling, which signifies that the sample selection is adequate and fair 

(Bairagi & Munot, 2019) stresses that each unit must have the same chance of being 

selected (Rahi, 2017), and is mostly used for quantitative methods to collect data and 

allows for generalisation (Kelley et al., 2003).  

 

With random or probability sampling, an individual's or item’s selection does not affect 

the selection or exclusion of other members or items of the population (Mitchell & 

Jolley, 2010). “Probability samples use random sampling to draw the samples from a 

sampling frame. As long as the sampling frame is close to the target population, 

probability samples are more accurate than non-probability samples” (Tan, 2017: 45). 

Thus, it can be deduced that any sampling method whereby sampling units are 

selected at random from the target population, constitutes probability 

sampling (Wegner, 2012). Furthermore, in general, random sampling refers to the 

degree to which the results of a sample can be generalised to a whole population. 

However, the lack of true random sampling makes it difficult to generalise to the entire 

population (Heppner et al., 2008). 

 

The types of probability samples are simple random samples, systematic samples, 

stratified samples, cluster samples (Bairagi & Munot, 2019; Collis & Hussey, 2014; 

Kelley et al., 2003; Kumar, 2014; Rahi, 2017; Tan, 2017) and multi-stage sampling 

(Bairagi & Munot, 2019; Collis & Hussey, 2014; Rahi, 2017). Wegner (2012) notes that 

there are two advantages of probability sampling: reduction in selection bias and 

calculation of the sampling error from the data. 

 

Non-probability sampling is any manner of selecting sample members or items that is 

not based on chance  (Wegner, 2012) and is when the researchers themselves 

conveniently select members or items (Bairagi & Munot, 2019). Hence, in this case, 

the chance or probability of every sample unit being selected is not known or 

established (Rahi, 2017). “If a sampling frame is not available or too difficult to 
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construct, then non-probability samples may be used” (Tan, 2017: 48). Furthermore, 

it is used when either there are unknown numbers of components or elements in a 

population or these components or elements cannot be individually identified (Kumar, 

2014). In qualitative and exploratory studies, non-random sampling is commonly 

employed  (Kelley et al., 2003) and when generalisation is not the intention of the study 

(Collis & Hussey, 2014). 

 

Non-probability samples entail convenience samples, purposive samples, quota 

samples and snowball samples (Bairagi & Munot, 2019; Collis & Hussey, 2014; Kelley 

et al., 2003; Kumar, 2014; Rahi, 2017; Tan, 2017), judgment sampling (Collis & 

Hussey, 2014; Kumar, 2014; Rahi, 2017) and expert sampling (Kumar, 2014). The 

present research effort adopted, to the best of the researcher’s ability, probability 

sampling methods.  

 

The sample size of respondents that had been involved in the financial recovery of 

distressed commercial properties amounted to 391 respondents. The researcher had 

sought participation from a number of sources, as described below. 

 

• The researcher had selected as many real estate practitioners from across the 

globe from the professional networking platform, ‘LinkedIn’. 

• The researcher had attempted to make contact with the real estate divisions of 

the various major banks in South Africa, with some banks responding. 

• The researcher had hired a research assistant, who was given the task to 

physically locate as many real estate-related companies as possible situated in 

Port Elizabeth, Uitenhage and Despatch, South Africa. 

• The research assistant was also given the task to identify email addresses of 

as many real estate-related companies across the world as possible. 

• The researcher physically located a number of real estate-related companies 

in George, South Africa. 

• The researcher had made contact with The South African Property Owners 

Association. 

• The researcher had made contact with The Women’s Property Network; 
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• The researcher had attempted to make contact with The South African Institute 

of Valuers. 

• The researcher had attempted to make contact with The Property Sector 

Charter Council. 

• The researcher had attempted to make contact with Rode and Associates. 

• The researcher had attempted to make contact with Urban Studies South 

Africa. 

• The researcher had attempted to make contact with The Johannesburg 

Development Agency. 

• The researcher had attempted to make contact with TUHF Property Finance. 

• The researcher had attempted to make contact with The African Real Estate 

Society. 

• A significant number of respondents were from a conference, where a large 

number of the attendees had previous experience with distressed properties. 

 

Once the consent of a real estate-related experts to take part in the present research 

effort was obtained, the candidate respondents were provided with a questionnaire, 

including instructions on how to facilitate completion. One week after the initial email 

and questionnaire were sent out, a follow-up email was sent to non-respondents.  

To encourage participation, a second follow-up email was sent another two weeks 

after the first, and where the email encouraged participation by reaffirming the 

importance of the study and emphasised that the participation of all real estate 

stakeholders was vital to the success of the research (Aldhaheri, 2020). The 

researcher had attempted to make contact with a substantial number of potential 

candidates and was able to obtain one hundred and thirty-three successful responses 

using the above methods and sources. The 258 respondents that participated in the 

present research effort, were selected from the professional networking platform, 

‘LinkedIn’. More information about the LinkedIn professional networking platform is 

provided in Table 5.7 on the following page.  

 

 

 

 



647 
 

TABLE 5.7: THE LINKEDIN PROFESSIONAL NETWORKING PLATFORM 

About LinkedIn The world's largest professional network with 

706 plus million users in more than 200 

countries and territories worldwide. 

Vision Create economic opportunity for every 

member of the global workforce. 

Mission Connect the world’s professionals to make 

them more productive and successful. 

Who is LinkedIn? Bringing together the world’s leading 

professional cloud and the world’s leading 

professional network. 

Website Address za.linkedin.com 

Successful LinkedIn 

Connections Related to the 

Present Research Effort. 

2500 plus 

Total Number of LinkedIn 

Respondents 

435 

Number of Completed and 

Successful Online 

Questionnaire: LinkedIn 

Respondents.  

258 

(Source: LinkedIn Corporation, 2020) 

 

On the platform, the researcher joined the following ‘LinkedIn’ groups 

• Distressed Real Estate & Debt 

• Commercial Real Estate Investment, Development and Property Management 

• Real Estate 

• The Property Network 

• Real Estate Investor 

• Real Estate Network of Professionals 

• Real Estate Professionals Referral Group 
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The researcher used the ‘LinkedIn’ search engine to connect with real estate 

professionals by typing in the following search topics: 

 

• Distressed properties 

• Distressed real estate 

• Commercial real estate 

• Real estate 

• Property investors 

• Real estate investors 

• Property management 

 

The researcher attempted to connect with thousands of members from the already-

mentioned LinkedIn groups and search results from the search engine and was able 

to connect with 2500 plus connections. Only candidates that were linked to real estate 

were contacted.  

 

The researcher used the following connecting request message: 

 

“Dear (Name and Surname), I am seeking to connect with experts in the Built 

Environment Fraternity to solicit views regarding turnaround strategies concerning 

distressed/problematic properties/real estate. I will appreciate if we could connect. 

Regards, Lesvokli Pitsiladi”. 

 

In the case of a successful connection with the professional, the following message 

was sent with the university letter in PDF format containing the online questionnaire 

link attached to the message: 

 

Dear (Name and Surname) 

 

Thank you for accepting my connection request. 
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The Nelson Mandela University is currently conducting a research survey `A 

Strategic Turnaround Model for Distressed Properties’, for a PhD in the Built 

Environment.  

 

To obtain meaningful results, your co-operation is of particular importance. 

Completing the questionnaire should not take more than fifteen to twenty minutes 

of your time and your contribution will have a significant impact on this research.  

 

Thanking you in anticipation for your willingness to contribute to the success of this 

important research project. 

 

Yours faithfully 

 

Lesvokli Pitsiladi: Researcher. 

 

The total number of respondents equated to 391 respondents and 133 of the 

respondents were selected using various methods and sources and they were all 

provided with a questionnaire which was captured on the ‘Nelson Mandela University 

Web Survey’ platform (Nelson Mandela University, 2020), while the remaining 258 

respondents were selected from the ‘LinkedIn’ professional networking platform, and 

who were provided with the questionnaire via the ‘Qualtrics’ platform (Qualtrics, 2020).  

 

It was important for the researcher to determine whether the sample was 

representative of the population of interest or a convenient sample, as well as whether 

the sample size was appropriate for the study, to produce credible results (Heppner et 

al., 2008). Kumar (2014:228) maintains that, 

  

Considerable importance is placed on the sample size in quantitative research, 

depending upon the type of study and the possible use of the findings. Studies 

which are designed to formulate policies, to test associations or relationships, 

or to establish impact assessments place a considerable emphasis on large 

sample size. This is based upon the principle that a larger sample size will 

ensure the inclusion of people with diverse backgrounds, thus making the 

sample representative of the study population. (Kumar, 2014: 228)  
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Thus, a larger sample size, if chosen randomly, should result in the ability to 

generalise, while a smaller sample size may not meet the requirements of a study, 

resulting in lower accuracy or incorrect results (Bairagi & Munot, 2019). According to 

Collis and Hussey (2014) the minimum sample size that allows results from a random 

sample to be generalised equates to 380 cases. The sample size concerning the 

present research effort equated to 391. Thus, there were enough respondents to 

generalise the results. Mitchell and Jolley (2010) note that the minimum sample size 

required at a 5 % sampling error is 381 for a population of one million or more, however 

for a 1 % sampling error concerning a population of one million or more, a sample of 

9 800 would be required. 

 

The present research effort adopted the survey method as a means to collect data. 

According to Kelley et al., (2003), an appropriate target sample size for a survey 

depends on several factors, including its purpose, the resources available, and the 

required statistical quality of the survey. In the present research effort, the method of 

data analysis entailed exploratory factor analysis and covariance-based structural 

equation modelling, of which both statistical analysis techniques had sample size 

requirements. According to Fabrigar and Wegener (2012) and Knekta, Runyon and 

Eddy (2019) exploratory factor analysis, requires a sample of at least 200 participants, 

while according to Comrey and Lee (1992) and Yong and Pearce (2013) the 

recommended sample size for exploratory factor analysis is at least 300 participants. 

The sample size concerning the present research effort equated to 391, thus, there 

were enough respondents to conduct an exploratory factor analysis. An important 

aspect of structural equation modelling analysis is the size of the sample, because it 

has a bearing on the stability of the parameter estimates (Çokluk, Şekercioğlu & 

Büyüköztürk, 2014; Karakaya-Ozyer & Aksu-Dunya, 2018; MacCallum & Austin, 2000; 

Schreiber, Nora, Stage, Barlow & King, 2006). Factors that are likely to affect the 

sample size when conducting structural equation modelling analysis include; the 

multivariate normality of data, estimation method, model complexity, amount of 

missing data and average error variance among the reflective indicators (Hair et al., 

2010; Karakaya-Ozyer & Aksu-Dunya, 2018).  

 

Regarding structural equation modelling, 150 participants for a minimum level have 

being suggested (Anderson & Gerbing, 1988; Karakaya-Ozyer & Aksu-Dunya, 2018), 



651 
 

while other researchers claim that 200 is an acceptable sample size level for structural 

equation modelling analysis (Chou, Bentler & Pentz, 2000; Karakaya-Ozyer & Aksu-

Dunya, 2018). For moderately reliable results, at least 100 participants per model is 

recommended (Karakaya-Ozyer & Aksu-Dunya, 2018). Small sample sizes do not 

converge when using covariance-based structural equation models, regardless of 

whether the data originates from a common or composite model population (Hair et 

al., 2019), hence the sample size should exceed 200 cases (Boomsma & Hoogland, 

2001; Reinartz et al., 2009). The sample size concerning the present research effort 

equated to 391, thus, there were enough respondents to  conduct a  covariance-based 

structural equation modelling analysis. 

 

The sample size of respondents who had been involved in a distressed commercial 

property financial recovery amounted to 391 respondents from 17 geographical 

regions, representing 18 real estate related professions and were involved with 6 

different categories of real estate. Respondents from across the world took part in the 

present research effort. The geographical regions represented by the respondents are 

summarised in Table 5.8. 

 

TABLE 5.8: RESPONDENT GEOGRAPHICAL REGIONS  

Geographical region Respondent 

Frequency 

Percentage 

Proportions 

Cumulative 

Percentage 

Proportions 

Central America 2 0.5% 0.5% 

Central Asia 8 2% 2.5% 

East Africa 1 0.3% 2.8% 

East Asia 3 0.8% 3.6% 

Eastern Europe 5 1.3% 4.9% 

Middle East 12 3.1% 8% 

North Africa 2 0.5% 8.5% 

North America 38 9.7% 18.2% 

Oceania  1 0.3% 18.5% 

Scandinavia  1 0.3% 18.8% 

South America 13 3.3% 22.1% 
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South Asia 41 10.5% 32.6% 

South East Asia 18 4.6% 37.2% 

Sub-Saharan Africa 185 47.3% 84.5% 

West Africa 3 0.8% 85.3% 

Western Europe 24 6.1% 91.4% 

Other 34 8.7% 100.1% 

Totals 391 100% 100% 

(Source: Constructed by the Researcher) 

 

The real estate-related professions of the respondents of the present research effort 

are shown in Table 5.9.  

 

TABLE 5.9: RESPONDENT REAL ESTATE-RELATED PROFESSIONS 

Real Estate 

Related Profession 

Respondent 

Frequency 

Percentage 

Proportions 

Cumulative 

Percentage 

Proportions 

Accountant 3 0.8% 0.8% 

Architect 3 0.8% 1.6% 

Banker/Financial 

Institution/Lender 

27 6.9% 8.5% 

Consultant 36 9.2% 17.7% 

Corporate Real 

Estate Manager 

34 8.7% 26.4% 

Developer 29 7.4% 33.8% 

Donor 0 N/A 33.8% 

Engineer 4 1% 34.8% 

Investor 41 10.5% 45.3% 

Land/Site Owner 12 3.1% 48.4% 

Legal Practitioner 22 5.6% 54% 

Market 

Analyst/Economic 

Consultant/Valuation 

Surveyor 

10 2.6% 56.6% 
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Planning Authority 1 0.3% 56.9% 

Project Manager 7 1.8% 58.7% 

Property Manager 23 5.9% 64.6% 

Public 

Sector/Government 

Agency 

23 5.9% 70.5% 

Quantity Surveyor 2 0.5% 71.0% 

Real Estate Agent 95 24.3% 95.3% 

Other 19 4.9% 100.2% 

Totals 391 100% 100% 

(Source: Constructed by the Researcher) 

 

The categories of real estate that the respondents were predominantly involved in 

are depicted in Table 5.10. 

 

TABLE 5.10: CATEGORIES OF REAL ESTATE RELATED TO THE 

RESPONDENTS 

Category of Real 

Estate 

Respondent 

Frequency 

Percentage 

Proportions 

Cumulative 

Percentage 

Proportions 

Commercial 129 33% 33% 

Industrial 111 28.4% 61.4% 

Mixed Use 39 10% 71.4% 

Residential 100 25.6% 97% 

Special Purpose 2 0.5% 97.5% 

Other 10 2.6% 100% 

Totals 391 100% 100% 

(Source: Constructed by the Researcher) 

 

Biased samples are those that differ systematically from the study 

population (Heppner et al., 2008). “To select an unbiased sample in the statistical 

sense, we need to make sure that each unit has an equal and independent chance of 

selection in the sample. Randomisation is a process that enables you to achieve this” 
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(Kumar, 2014: 231). Despite the ‘close to’ elimination of systematic bias in selection, 

there is no assurance that the sample represents the population, thus a researcher 

must ensure that the sample contains the characteristics of the study population, even 

with random or non-random selection (Heppner et al., 2008). Without a doubt, 

biasness is more likely to occur in non-probability samples (Tan, 2017). It is almost 

always the case that self-selected samples are most likely to be very, if not totally, 

biased because those who participate in the study have a greater interest in the subject 

than the other members of the general population have, thus with quantitative studies, 

a researcher should avoid self-selection (Keller, 2005). Bairagi & Munot (2019) 

indicated the following that a researcher needs to consider in the context of the impact 

of biasness. 

 

• Selection of the sampling frame. 

• The equipment devices deployed to carry out the measurements. 

• People who are reluctant to participate and give opinions in surveys or other 

data collections methods such as interviews. 

• Data collection and sampling in an observed environment. 

• The bias that results in incorrect facts and figures being published, is subject to 

who is publishing the facts and figures.  

(Bairagi & Munot, 2019) 

 

Surveys are difficult to conduct because many people are reluctant to participate 

because they believe responding to surveys takes a lot of time (Hult et al., 2012). It is 

possible for a researcher to collect data with an unbiased sample, but by the end of 

the research project, there is the possibility that the sample is biased because not all 

participants filled out the questionnaire and the few who responded do not accurately 

reflect the population, as the participants who responded to the questionnaire may 

have been more interested in the issue than participants who did not respond, for 

whatever reason (Mitchell & Jolley, 2010). There is a problem known as non-response 

bias, which occurs when individuals who are included in a sample refuse to 

participate (Keller, 2005; Mitchell & Jolley, 2010) and this has a negative impact on 

the external validity of the survey design (Mitchell & Jolley, 2010). When a sampling 

plan is such that some members of the target population cannot possibly be included 
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in the sample, that constitutes selection bias (Keller, 2005). According to Kumar (2014) 

sample selection bias can occur when. 

 

• Non-random sampling is conducted. 

• The sampling frame does not represent the population. 

• A section of the sampling population is impossible to find or refuses to co-

operate. 

 

The study population was described and defined in Section 5.4.2, while the data 

collection based on sampling only allowed for a sample of real estate-related experts 

that had being involved in at least one distressed commercial property turnaround 

project or transaction. The present research effort was not restricted to South Africa, 

but conducted globally to include all geographical regions. The respondents comprised 

real estate stakeholders and actors as indicated in Table 5.5, from both the public and 

private sectors and a significant number of real estate-related professions.  

 

The researcher made a considerable effort to obtain as many responses from as many 

different real estate stakeholders and actors as possible, from all geographical regions 

and involved with all the categories of real estate. The next Section focuses on the 

empirical research which entails the method of data collection, the questionnaire 

measuring instrument design and the measuring scale.  

 

5.5 THE EMPIRICAL RESEARCH 

 

Quantitative research is an empirical study in which the researcher examines 

relationships between variables based upon numerical data (Jonker & Pennink, 2010). 

An investigation of a research problem requires the collection of verifiable empirical 

data which supports the theoretical framework selected for the study and which may 

be used to test hypotheses formulated (Kivunja & Kuyini, 2017). The present research 

effort adopted the quantitative and survey research design.  

 

The data analysis method of the present research effort involved covariance-structural 

equation modelling. With regards to structural equation modelling, empirical data is 
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used to build the model and the model is improved by interactions through the 

estimation procedure between the model and the data, as well as the input of the 

researcher (Hair, Matthews, Matthews & Sarstedt, 2017). Structural equation 

modelling is discussed later on in Chapter Five. The next Section will discuss the 

method of data collection, where in the case of the present research effort it entailed 

self-administered questionnaires. 

 

5.5.1 Method of Data Collection 

 

There are two broad forms of data collection: primary and secondary (Wahyuni, 2012). 

Observations, interviews or questionnaires can be used to collect primary 

data (Kumar, 2014). Researchers use self-completed questionnaires sent by mail or 

online, telephone interviews, and face-to-face interviews for Positivist studies, in order 

to collect data (Collis & Hussey, 2014). Surveys are regarded as a form of quantitative 

research, and their results can be generalised, provided the sample accurately 

represents the study population (Jonker & Pennink, 2010). “The way a specific method 

is employed for data collection determines the classification of a study to a large 

extent. The distinction is mainly determined by the restrictions imposed on the 

philosophy underpinning the enquiry, freedom and flexibility in the structure and 

approach in gathering data, and the depth and freedom given to you as a researcher 

in probing to obtain answers to your research questions” (Kumar, 2014: 170). Mitchell 

and Jolley (2010) noted two types of survey instruments: 

 

• In a questionnaire survey, respondents read the questions and then respond 

by writing their responses. 

• In an interview survey, the respondent hears the questions and responds 

verbally. 

 

The present research effort adopted the survey technique, entailing self-administered 

questionnaires, in order to collect the raw data relating to the important factors 

influencing The Perceived Likelihood of a Distressed Commercial Property Financial 

Recovery. The self-administered questionnaire was carefully designed and developed 

from the literature in Chapters Two, Three and Four. The results obtained from the 

completed questionnaires were statistically analysed by means of covariance 
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structural equation modelling. The next Section will discuss the self-administered 

questionnaire. 

 

5.5.2 The Research Instrument  

 

Data collection for a specific study requires the development of a research instrument 

or selection of an instrument that already exists (Kumar, 2014). Researchers involved 

in quantitative studies use questionnaires, standardised tests, physical measuring 

instruments and simulation to collect data (Tan, 2017). “The construction of a research 

instrument or tool is an extremely important aspect of a research project because 

anything you say by way of findings or conclusions is based upon the type of 

information you collect, and the data you collect is entirely dependent upon the 

questions that you ask of your respondents” (Kumar, 2014: 188). Ugulu (2013) 

proposed a six-step model of instrumentation. 

 

Step One: literature review and development of the item pool. 

Step Two: validation of item pool. 

Step Three: taking expert opinion. 

Step Four: pilot testing 

Step Five: administration of the instrument to main sample. 

Step Six: calculating validity and reliability. 

 

It is typical for a survey to use a large sample of respondents to gather sample 

characteristics, but surveys can also generate quantitative variables. These variables 

represent respondents' opinions regarding the issue (Tan, 2017). By using surveys as 

a method of gathering primary data, respondents are questioned directly using 

questionnaires to record the data gathered and to capture attitudes of respondents 

(Wegner, 2012). Mitchell and Jolley (2010) depict questionnaire survey options as self-

administered questionnaires, investigator-administered questionnaires and 

psychological tests and are regarded as written instruments. The present research 

effort adopted the survey technique, entailing self-administered questionnaires. 

Questionnaires are compiled lists of questions to which respondents record their 

responses (Kumar, 2014) and they aim to collect information directly from individuals 

by asking them questions (Tan, 2017). There are advantages to questionnaires. 
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• Less expensive (Kumar, 2014) 

• Greater anonymity (Kumar, 2014) 

• Quick and efficient way to obtain broad answers based on a sample before 

making generalisations (Tan, 2017) 

 

“Questionnaires contain highly structured questions together with a limited set of 

answers. They usually contain factual questions and ratings, and occasionally 

opinions and reasons” (Tan, 2017: 86). A structured questionnaire is used to measure 

a person's belief situation and attitude (Rahi, 2017). The questionnaire survey can be 

distributed via the post, by telephone, online, face-to-face, group distribution and 

individual distribution (Collis & Hussey, 2014). Some disadvantages of questionnaires 

are listed below. 

 

• Literacy issues of a population or sample (Kumar, 2014) 

• “Questionnaires are notorious for their low response rates; that is, people fail to 

return them. If you plan to use a questionnaire, keep in mind that because not 

everyone will return their questionnaire, your sample size will in effect be 

reduced. The response rate depends upon a number of factors: the interest of 

the sample in the topic of the study; the layout and length of the questionnaire; 

the quality of the letter explaining the purpose and relevance of the study; and 

the methodology used to deliver the questionnaire” (Kumar, 2014: 181). 

• Self-selecting bias (Kumar, 2014) 

• Researcher, sampling and response biases (Tan, 2017) 

• Lack of opportunity to clarify questions not understood (Kumar, 2014) 

• Little opportunity for spontaneous responses (Kumar, 2014). 

• “The response to a question may be influenced by the response to other 

questions” (Kumar, 2014: 182). 

• As a result of respondents consulting other sources, their answers may be 

influenced (Kumar, 2014). 

• Additional information cannot be added to a response  (Kumar, 2014). 

• If in-depth answers are required, this approach is less appropriate (Tan, 2017). 
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In Positivist studies, self-completion questionnaires are commonly used in addition to 

interviews (Collis & Hussey, 2014). As noted before, the present research effort 

adopted the survey technique, entailing self-administered questionnaires. Mitchell and 

Jolley (2010) explain that in the absence of an investigator, participants complete self-

administered questionnaires. It is easy to distribute self-administered questionnaires 

to a large number of participants. Questionnaires that are self-administered are cheap, 

offer anonymity and are an efficient method of obtaining honest responses to highly 

personal questions. However, in the case of self-administered questionnaires, the 

response rate is low, non-response bias is present, and the researcher cannot clarify 

any ambiguity as the researcher is not present with the participant filling in the 

questionnaire (Mitchell & Jolley, 2010). The next Section presents the questionnaire 

design concerning the present research effort. 

 

5.5.3 The Questionnaire Design 

 

The present research effort used self-administered questionnaires as a means of 

collecting data for statistical analysis. Collis and Hussey (2014) provide the main steps 

in designing a questionnaire. 

 

Step One: Design the questions and instructions. 

Step Two: Determine the order of presentation. 

Step Three: Write an accompanying request letter. 

Step Four: Pilot test the questionnaire with a small sample. 

Step Five: Choose the method for distribution and return. 

Step Six: Plan the strategy for dealing with non-responses. 

Step Seven: Conduct tests for validity and reliability. 

 

A questionnaire consists of questions and other items intended to gather pertinent 

information for analysis and is used frequently in research surveys, experiments, field 

research, and other forms of observation experiments (Jonker & Pennink, 2010). The 

present research effort followed the step-by-step guideline above as indicated by 

Collis and Hussey (2014), above. 
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5.5.3.1 Step One: Design the Questions and Instructions 

 

Step One in designing a questionnaire entail designing the questions and instructions. 

In the present research effort, the questionnaire was divided into two sections. The 

first section entailed the opening survey qualifying question, which determined if a 

respondent was eligible to complete the questionnaire, plus 11 demographical 

questions about the respondents, and which covered the aspects required in the 

sampling frame. The second section comprised of the study measuring instrument, 

consisting of 78 statements with the purpose of measuring the relationships among 

the variables hypothesised in the theoretical conceptual model. 

 

All the questions in Section One were restricted items, operating on a nominal scale. 

In quantitative research, restricted items are the most commonly used survey items, 

as they do not allow respondents to respond with their opinions, answers and ideas 

open-endedly, but instead, they are restricted to a limited number of options or 

answers that the researcher provides and then forces the respondent to choose an 

option from the list (Privitera, 2018). Several possible answers are outlined, from which 

the respondent selects the one that best describes what he or she believes to be the 

correct response (Kumar, 2014). 

 

It is possible to measure the responses in quantitative research using nominal, ordinal, 

interval, and ratio scales, respectively (Kumar, 2014). “A nominal scale enables the 

classification of individuals, objects or responses based on a common/shared property 

or characteristic. Such individuals, objects or responses are divided into a number of 

subgroups in such a way that each member of the subgroup shares a common 

characteristic or a property” (Kumar, 2014: 94). Numbers are used as labels or 

identifiers for subjects and objects in a nominal scale, however, there is no quantitative 

significance of the numbers assigned to the objects other than indicating their 

presence or absence of the attribute or characteristic of interest (Hair et al., 2014). It 

is only possible to count or tabulate nominal data. As a result, the range of statistical 

methods available to a researcher is limited (Wegner, 2012). Two or more categories 

may be included on a nominal scale, but each category must be mutually exclusive 

(Hair et al., 2017). In Section One of the questionnaire, no statistical analysis could be 

conducted, due to the nominal data.  
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As mentioned before, the purpose of section one was to confirm that the respondents 

represented the requirements of the sampling frame. All the statements in Section Two 

of the questionnaire were restricted items, operating on a interval scale. As the name 

implies, a measurement scale is a tool that has a predetermined number of closed-

ended answers that can be used to determine an answer to a particular question (Hair 

et al., 2017) and, thus, are utilised for categorisation, ranking and assessing 

magnitudes (Tan, 2017). Researchers must identify the type of measurement they 

plan to use, in other words, metric or non-metric (Hair et al., 2014). The numeric 

response data that quantitative random variables generate is generated in terms of 

real numbers and can be manipulated arithmetically (Wegner, 2012). 

 

 “An interval scale consists of equal intervals that measure the relative distances 

(differences) between points on the scale” (Tan, 2017: 83). Interval data are numbers 

that are quantified and analysable, and all statistical calculations are allowed with 

interval data (Keller, 2005). In survey questionnaires, interval data are utilised in order 

to measure attitudes, motivations, preferences, and perceptions of respondents, and 

are primarily based upon rating scales and are thus associated with quantitative 

random variables (Wegner, 2012). “Attitudinal scales are used in quantitative research 

to measure attitudes towards an issue. Their strength lies in their ability to combine 

attitudes towards different aspects of an issue and to provide an indicator that is 

reflective of an overall attitude” (Kumar, 2014: 209). An interval scale provides the 

precise ranking order at which a variable is measured, so that a researcher can 

interpret directly the magnitude of the differences in values (Hair et al., 2017).  

 

However, with interval scales, there is no absolute zero point (Hair et al., 2017; 

Wegner, 2012). According to Davison and Sharma (1988), Clogg and Shihadeh 

(1994), Agresti (2002) and Yusoff & Janor (2014), a parametric analysis should be 

conducted on variables that have achieved at least the interval level of measurement. 

Researchers have devised a measurement scale consisting of a limited number of 

categories with a vague zero and a vague unit of measurement in order to measure 

variables such as feelings, attitudes, and opinions (Gordon, Mahabee-Gittens, 

Andrews, Christiansen & Byron, 2013; Geramian, Mashayekhi & Ninggal, 2012; Yusoff 

& Janor, 2014), known as the Likert scale (Munshi, 1990; Yusoff & Janor, 2014). In 
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surveys, restricted items are often presented with a Likert scale, which has a range 

between 5 and 7 points and to which participants may respond (Privitera, 2018).  

 

Hair et al., 2017 describe aspects of a Likert scale. “Likert scale with the categories 

(1) strongly disagree, (2) disagree, (3) neither agree nor disagree, (4) agree, and (5) 

strongly agree, the inference is that the “distance” between categories 1 and 2 is the 

same as between categories 3 and 4” (Hair et al., 2017d: 9).  “The Likert scale, is 

based upon the assumption that each statement/item on the scale has equal attitudinal 

value, importance or weight in terms of reflecting an attitude towards the issue in 

question” (Kumar, 2014: 204). “A good Likert scale, as above, will present symmetry 

of Likert items about a middle category that have clearly defined linguistic qualifiers 

for each category. In such symmetric scaling, equidistant attributes will typically be 

more clearly observed or, at least, inferred. When a Likert scale is perceived as 

symmetric and equidistant, it will behave more like an interval scale” (Hair et al., 2017d: 

9). The present research effort adopted a 7 point Likert scale to measure the attitudes 

and perceptions of the respondents, in order to measure the various variables for 

statistical analysis. 

 

In order to determine which multivariate techniques are most applicable to a particular 

dataset, it is essential to define a measurement scale  (Hair et al., 2014). “The value 

of interval scales is that almost any type of mathematical computations can be carried 

out, including the mean and standard deviation” (Hair et al., 2017d: 8). Using Likert 

scales to approximate interval-level measurements can allow for the use of 

corresponding variables in structural equation modelling (Hair et al., 2017d), since, for 

structural equation modelling, it is necessary to have equidistant scales (Hair et al., 

2017d).  

 

To confirm the theoretically developed model with data using a covariance-based 

structural equation modelling approach, a scale is developed for covariance-based 

structural equation modelling analysis (Klein, Astrachan & Smyrnios, 2005; Sarstedt, 

Hair et al., 2016). Covariance-based structural equation modelling will be discussed 

later in Chapter Five. To summarise, Section One entailed 12 restricted items on a 

nominal scale and Section Two entailed 78 restricted items on a Likert 7-point interval 

scale. Concerning the numbers on the Likert scale; 1 equated to ‘Strongly disagree’, 
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2 equated to ‘Disagree’, 3 equated to a ‘Slightly disagree’, 4 equated to ‘Neither agree 

nor disagree or neutral’, 5 equated to a ‘Slightly agree’, 6 equated to ‘Agree’ and 7 

equated to ‘Strongly agree’. The following are suggestions to consider when 

formulating and developing a questionnaire. 

 

• Make questions clear and easy to understand (Kumar, 2014). 

• Develop the questionnaire layout in such a way so that it is easy to read the 

questions and the general look and feel is pleasant to the eyes (Kumar, 2014). 

• Make the sequence of questions easy to follow (Kumar, 2014). 

• Develop the questionnaire in an interactive style (Kumar, 2014). 

• Keep it simple (Privitera, 2018). 

• Do not miscategorise (Privitera, 2018). 

• Try not to use negative wording at all (Privitera, 2018). 

• Rating scales should be used as often as possible (Privitera, 2018). 

• The rating scale must have limited points (Privitera, 2018). 

• Try to use as few items to represent each variable as possible and keep the 

survey length as short as possible (Privitera, 2018). 

• It is vital to mix the variable items up (Privitera, 2018). 

• An explanation of the relevance of a sensitive question should precede such 

questions  (Kumar, 2014). 

• Using a simple structure that follows a logical sequence and does not make too 

many awkward jumps from one section to the next, is crucial (Tan, 2017). 

• Always make use of simple language (Brace, 2013; Bradburn, Sudman, & 

Wansink, 2004; Harris, 2014; Keller, 2005; Kumar, 2014; Tan, 2017; Wegner, 

2012), neutral and unbiased language (Privitera, 2018) and everyday language 

(Brace, 2013; Bradburn, Sudman, & Wansink, 2004; Harris, 2014; Keller, 2005 

Kumar, 2014;) and short questions (Tan, 2017; Wegner, 2012). 

• Avoid ambigious questions (Keller, 2005; Kumar, 2014) and vague questions 

(Brace, 2013; Bradburn, Harris, 2014; Sudman, & Wansink, 2004; Tan, 2017). 

• Avoid double-barrelled questions (Brace, 2013; Bradburn et al., 2004; Harris, 

2014; Kumar, 2014; Privitera, 2018; Tan, 2017). 

• Avoid leading questions, which can be seen as judgmental questions that push 

respondents to answer in a certain direction or way (Kumar, 2014). 
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• Avoid asking questions that are based on presumptions (Kumar, 2014). 

• Consider using fixed-alternative questions that are theoretically sound and not 

artificially imposed, and indicate clearly if multiple responses are 

possible  (Brace, 2013; Bradburn et al., 2004; Harris, 2014; Tan, 2017). 

• Open-ended questions where many answers are possible, are useful (Brace, 

2013; Bradburn et al., 2004; Harris, 2014; Tan, 2017). 

• Do not ask questions in such a way that leads to a particular answer (Brace, 

2013; Bradburn et al., 2004; Harris, 2014; Keller, 2005; Tan, 2017). 

• Units of measurement must always be indicated (Brace, 2013; Bradburn et al., 

2004; Harris, 2014; Tan, 2017). 

• Ask in units that respondents are likely to be familiar with (Brace, 2013; 

Bradburn et al., 2004; Harris, 2014; Tan, 2017). 

• Always make use of ranges for sensitive issues (Brace, 2013; Bradburn et al., 

2004; Harris, 2014; Tan, 2017). 

• Always make use of de-sensitising phrases (Brace, 2013; Bradburn et al., 2004; 

Harris, 2014; Tan, 2017). 

• Avoid hypothetical questions (Brace, 2013; Bradburn et al., 2004; Harris, 2014; 

Tan, 2017). 

• Avoid questions on competency (Brace, 2013; Bradburn, Sudman, & Wansink, 

2004; Harris, 2014; Tan, 2017). 

• Avoid questions that could entail socially desirable bias (Brace, 2013; Bradburn 

et al., 2004; Harris, 2014; Tan, 2017). 

• Be aware of potential researcher bias, as the way in which a question is 

formulated or asked may not accurately reflect how respondents view the 

issue  (Brace, 2013; Bradburn, Sudman, & Wansink, 2004; Harris, 2014; Tan, 

2017). 

• Short questionnaires are likely to encourage completion (Keller, 2005). 

• Start the questionnaire off with simple demographic questions (Keller, 2005). 

• Despite their advantages, dichotomous and multiple-choice questions have 

certain limitations (Keller, 2005).  
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The researcher made a considerable effort to apply the above suggestions on 

constructing the items of the questionnaire in the present research effort. Instructions 

were provided on both Section One and Section Two, clearly indicating the definition 

of a distressed property and the guidelines explaining what to do in each section and 

what was required of the respondent. The reasons for, and importance off, conducting 

the present research effort were indicated on the cover page. The next Section entails 

Step Two, comprising of the order and presentation of the questionnaire, as suggested 

by Collis and Hussey (2014). 

 

5.5.3.2 Step Two: Determine the Order of Presentation 

 

An important factor affecting the response rate of surveys is how they are designed 

and presented to the target population (Saleh & Bista, 2017; Dillman & Smyth, 2007). 

The questionnaire followed a logical order and was presented up to standard. The first 

section of the questionnaire began with the cover page which discussed the 

importance of the questionnaire and the purpose of the study. The cover page included 

the university letter. The respondents were then asked to clarify their involvement in 

the turnaround of distressed properties. The rest of the first section comprised of the 

demographical questions, which were restricted questions on a nominal scale. The 

total number of questions in the first section amounted to 12. The second section 

comprised of the measuring instrument that entailed 78 interval scale statements, 

based on a 7-point Likert scale. The statements represented the study constructs, 

based on the theoretical conceptual model.  

 

5.5.3.3 Step Three: Write an Accompanying Request Letter 

 

The following university request letter was attached to all the questionnaires: 

 

Dear Sir/Madam  

 

The Nelson Mandela University is currently conducting a research survey `A 

Strategic Turnaround Model for Distressed Properties’, for a PhD in the Built 

Environment. The purpose of this research is to investigate the degree to which 
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factors are perceived to be important in ensuring the greater likelihood that a 

distressed property recovers financially. 

 

The questionnaire below constitutes a formal survey of the study which entails the 

survey of an identified sample stratum. To obtain meaningful results your co-

operation is of particular importance. Completing the questionnaire should not take 

more than fifteen to twenty minutes of your time and your contribution will have a 

significant impact on this research. Please note that no attempt has or will be made 

to identify you. Your anonymity is assured and all responses will be treated in the 

strictest confidence. The researcher, however, extends an open invitation for 

discussions and/or proposed further contributions towards the research. The 

researcher undertakes to forward research publications emanating from this 

research to the sample stratum. 

 

Thanking you in anticipation for your willingness to contribute to the success of this 

important research project.  

 

Yours faithfully  

Lesvokli Pitsiladi: Researcher 

 

5.5.3.4 Step Four: Pilot Test the Questionnaire with a Small Sample 

 

Step Four entails the questionnaire pre-test. In the proposed six-step model of 

instrumentation of Ugulu (2013), step four entailed the pilot test. Testing the instrument 

is imperative before using it to collect data (Kumar, 2014). “Before finalising the 

questionnaire, you should conduct a pre-test using a small sample of respondents to 

obtain feedback on the length, structure, sequencing, and content” (Tan, 2017: 87). 

Pre-tests can reveal any potential issues, for example, ambiguous wording (Keller, 

2005). In order to assess the appropriateness of the variable items on the 

questionnaire, the pre-test should involve a small sample of respondents with 

characteristics that are similar and resemble the study population (Hair et al., 2014). 

However, an instrument should not be pre-tested on the actual study sample (Kumar, 

2014).  
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“A pre-test should be carried out under actual field conditions on a group of people 

similar to your study population. The purpose is not to collect data but to identify 

problems that the potential respondents might have in understanding or interpreting a 

question. Your aim is to identify if there are problems in understanding the way a 

question has been worded, the appropriateness of the meaning it communicates, 

whether different respondents interpret a question differently, and to establish whether 

their interpretation is different from what you were trying to convey. If there are 

problems you need to re-examine the wording to make it clearer and unambiguous” 

(Kumar, 2014: 191). “After the pre-test, the questionnaire is then refined, such as by 

checking validity, proper numbering, rewording vague or offensive questions, including 

sufficient options in a question, removing duplicates and unimportant questions, and 

putting the more difficult or contentious questions last rather than first” (Tan, 2017: 88). 

 

The present research effort conducted a pilot test before finalising the questionnaire 

in order to identify any problems with the questionnaire that the respondents might 

have had. The respondents from the pilot test were not incorporated in the final study. 

Thirty pilot test questionnaires were emailed to a small sample of respondents. The 

researcher treated the pilot study exactly the same as with the final study. There was 

no interaction with any of the respondents, except once the respondents had 

completed the questionnaire. The researcher took note of the feedback provided by 

the respondents. The researcher assessed whether the feedback warranted any 

adjustments to be made to the questionnaire. In the present research effort, feedback 

from one of the respondents revealed wording ambiguity in the questionnaire 

statements. This was discussed with the study supervisor and addressed accordingly. 

The next Section will discuss the various methods of distributing the final 

questionnaires. 

 

5.5.3.5 Step Five: Choose Method for Distribution and Return 

 

Step Five entails how the questionnaire was distributed to the respondents. A 

questionnaire survey can be distributed in various ways, including by post, by 

telephone, online, face-to-face, with groups, and individually (Collis & Hussey, 2014). 

Emails, websites, and mobile phones are used for online survey distribution (Kumar, 

2014). Privitera (2020) notes in-person surveys, mail surveys and internet surveys. 
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Online surveys can be administered via links provided in an email or using online 

survey construction sites such as Qualtrics or SurveyMonkey.com (Privitera, 2018; 

Dillman, Smyth & Christian, 2014). Researchers can easily transfer data from Qualtrics 

and Survey Monkey to sophisticated statistical analysis software (Saleh & Bista, 

2017). 

 

Regarding the administration of the questionnaire, the questionnaire of the present 

research effort was registered and published on the internet through two website 

platforms, namely ‘Qualtrics’ (Qualtrics, 2020) and ‘Nelson Mandela University Web 

Survey’ (Nelson Mandela University, 2020). From the total of 435 questionnaires 

received on the Qualtrics platform 258 were included in the data analysis, while 133 

were successfully completed using the Nelson Mandela University Web Survey. As 

previously mentioned and explained in Section 5.4.3, invitations through LinkedIn 

(LinkedIn Corporation, 2020) were sent to real estate-related professionals from 

across the world and a link to the e-survey was provided. Emails containing the link to 

the e-survey were sent out to real-estate professionals, real estate developers, real 

estate investors and real estate-related companies from across the world. As noted 

earlier, an e-survey approach distributes questionnaires via e-mails, the internet and 

mobile phones (Wegner, 2012), is most suitable when the target population is 

geographically dispersed (Kumar, 2014; Sue & Ritter, 2012; Wegner, 2012), and the 

sample is large (Kumar, 2014; Sue & Ritter) and when personal interviews are not 

practical (Wegner, 2012).  

 

The advantages of an e-survey according to Wegner (2012) are: 

 

• Process is automated, thus reducing capturing errors. 

• Cheap and fast process 

• Can reach respondents around the globe. 

• Data is current and with high accuracy. 

• Interviewer bias is eliminated. 

• Respondents have more time when answering. 

• Anonymity is assured.  

(Wegner, 2012) 
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Wagner (2012) also identifies the disadvantages. 

 

• The absence of comprehensive sampling frames 

• Mobile phones, the internet, and e-mail aren't accessible to all possible target 

groups. 

• Lacks communication between the researcher and the respondent. 

• Response rate can be low. 

• Respondents are not able to receive clarification on questions. 

• The opportunity to investigate further is limited. 

• There is no control over who answers the questionnaire. 

(Wegner, 2012) 

 

Questionnaires were also completed at a conference, attended by real estate 

professionals. Collective administration is “one of the best ways of administering a 

questionnaire is to obtain a captive audience such as students in a classroom, people 

attending a function, participants in a programme or people assembled in one place” 

(Kumar, 2014: 179). A high response rate can be achieved through collective 

administration (Kumar, 2014). Where there were respondents within geographical 

reach, hardcopy questionnaires were physically delivered to respondents and then 

collected when completed. Once the questionnaires were returned to the researcher, 

the hardcopy questionnaires were physically entered onto the Nelson Mandela 

University Web Survey. 

 

Respondents who had not previously participated in a distressed property turnaround 

project were excluded. Hardcopy questionnaires that were physically completed and 

contained errors, were omitted from the data analysis. The final questionnaire was 

formulated in January 2019 and was accessible on the internet from January 2019 

until the end of June 2020. A total of 435 completed questionnaires were received on 

the Qualtrics platform (Qualtrics, 2020), but only the data relating to 258 respondents 

were used. A total of 159 completed questionnaires were received on the Nelson 

Mandela University Web Survey (Nelson Mandela University, 2020), but only the data 

related to 133 respondents were used for data analysis. In summary, a total of 594 
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completed questionnaires were received, but only 391 were used in the exploratory 

factor analysis and covariance structural equation modelling analysis.  

 

5.5.3.6 Step Six: Plan Strategy for Dealing with Non-responses 

 

Step Six is about dealing with a low response rate from respondents, concerning the 

questionnaire. One of the disadvantages of an e-survey according to Wegner (2012), 

is the low response rate. Saleh and Bista (2017) note various factors influencing 

survey response to be; email checking habits, survey length, professionalism, survey 

structure and interest shown. It cannot be stressed more that completion rates are 

negatively related to the long duration and difficulty of the survey (Lui & Wronski, 2017; 

Saleh & Bista, 2017). The questionnaire was not a short questionnaire and required 

approximately between twenty to thirty minutes to complete, although there were 

respondents, who took either took time, or more time, to complete the questionnaire. 

A survey that requires thirteen minutes or less to be completed is more likely to have 

higher response rates (Saleh & Bista, 2017; Handwerk, Carson & Blackwell, 2000; 

Asiu, Antone & Fultz, 1998). 

 

The response rate was managed actively by means of regular follow-up 

communications and posts. A research assistant was employed in order to assist with 

the distribution, both electronic and hardcopy, as well as the following-up on 

respondents and the collection of completed hardcopy questionnaires. 

 

5.5.3.7 Step Seven: Conduct Tests for Validity and Reliability 

 

In the context of research, reliability entails the consistency of measures, and validity 

refers to the degree to which the measure reflects the social phenomenon that is being 

studied  (Wahyuni, 2012). A measuring instrument's reliability and validity can be 

regarded as key indicators of its quality (Kimberlin & Winterstein, 2008). An important 

part of ensuring the validity of a research instrument is the formulation of the research 

questions and hypotheses (Kumar, 2014). For validity to be ensured, one must first 

fully understand what is to be measured and then ensure that the measurement is as 

accurate as possible (Hair et al., 2014). “When a less tangible concept is involved, 

such as effectiveness, attitude or satisfaction, you need to ask several questions in 
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order to cover different aspects of the concept and demonstrate that the questions 

asked are actually measuring it” (Kumar, 2014: 214). 

 

Step Seven was about testing the validity and reliability of the questionnaires. The 

variables of the present research effort were deduced from existing literature based 

on definitions and explanations. The validity of the content of the measuring scales 

and the questionnaire in the present research effort was assessed by an research 

expert and an academic. The research expert was given the construct definitions of 

the different variables and asked to assess whether the 89 questionnaires/statements 

in the measuring instrument were considered relevant, necessary, meaningful and 

correctly worded, thereby checking the content validity. Content validity and reliability 

will be discussed in more detail later in Chapter Five. The term 'validity' does not refer 

to the characteristics of the measurement instrument but rather to the interpretation 

and application of the data (Knekta et al., 2019). The next Section deals with ethical 

issues relating to research. 

 

5.5.4 Research Ethics 

 

The following Section will elaborate on research ethical requirements. The researcher 

followed all the applicable ethical guidelines concerning research. The following items 

are ethical issues relating to research, raised by various authors, regulators, 

researchers and publications. 

 

• While conducting a research project, a researcher should indicate if there will 

be any ethical issues and which can include access to data, people's 

participation, and confidentiality regarding organisational and corporate 

agreements (Jonker & Pennink, 2010). 

• Through the research process, a researcher must avoid potential harm and 

ensure the physical and psychological well-being of research participants, the 

researcher and others involved in the research (Bell & Bryman, 2007; Collis & 

Hussey, 2014). 
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• In order to avoid causing discomfort to research participants, or others, 

researchers need to respect their dignity during the research process (Collis & 

Hussey, 2014;). 

• It is the responsibility of a researcher to assess possible risks to humans during 

the research process and how to manage those risks (Bell & Bryman, 2007; 

Kumar, 2014; Tan, 2017). 

• Potential damage to property and equipment should be considered in a risk 

assessment, when undertaking a research project (Tan, 2017). 

• Institutional approval is required for all research that requires it, and research 

cannot be conducted without approval (Privitera, 2018). 

• Participants in research must give their informed consent to the 

researcher  (Bell & Bryman, 2007; Collis & Hussey, 2014). 

• It is important for researchers to protect and avoid invading the privacy of 

research subjects  (Bell & Bryman, 2007; Collis & Hussey, 2014). 

• Confidentiality of research data pertaining to individuals, groups, and 

organisations must be ensured by researchers (Bell & Bryman, 2007; Collis & 

Hussey, 2014). 

• It is a researcher's duty to protect the anonymity of individuals and 

organisations partaking in the research project (Bell & Bryman, 2007; Collis & 

Hussey, 2014). 

• All conflicts of interest and sponsors, as well as the source of research funding, 

should be declared by researchers, regarding the research project (Bell & 

Bryman, 2007; Collis & Hussey, 2014). 

• Prior to conducting research, informed consent is obtained from those 

participating in the research (Privitera, 2018; Tan, 2017) and a research study 

should be fully described in all aspects (Bell & Bryman, 2007; Collis & Hussey, 

2014; Privitera, 2018; Tan, 2017). 

• Both the researcher and the participant should benefit from the research (Bell 

& Bryman, 2007; Collis & Hussey, 2014). 

• Misleading, misunderstanding, misrepresenting or falsely reporting research 

findings is forbidden (Bell & Bryman, 2007; Collis & Hussey, 2014). 

• Whenever voices or images are recorded during research, informed consent 

first must be obtained, (Privitera, 2018). 
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• Participants in a research study, whether they are patients, students, or 

subordinates, must be protected from adverse outcomes related to the 

declining of participation (Privitera, 2018) or withdrawing from participation 

(Privitera, 2018; Tan, 2017). 

• A participant's informed consent form can initially exclude information when 

there is minimal risk to the participants (Privitera, 2018). 

• Incentives that are excessive or inappropriate should not be offered to 

participants to coerce them (Privitera, 2018). 

• Gathering field data should not be done by deception (Tan, 2017). 

• Researchers are forbidden to use deception, either through lies or by 

misleading behaviour, during the research process (Bell & Bryman, 2007; Collis 

& Hussey, 2014). 

• Debriefings must reveal to participants the real purpose or intent of the study 

(Privitera, 2018; Tan, 2017). 

• It is forbidden to fabricate data and methods in research (Privitera, 2018; Tan, 

2017). 

• Researchers are required to describe their data analysis methods (Kumar, 

2014). 

• Researchers must indicate specifically whether their data will be analysed by 

hand or by computer, and which program and statistical method they will use 

(Kumar, 2014). 

• It is the researcher's responsibility to provide the study variables for cross-

tabulation (Kumar, 2014). 

• It is imperative that a researcher indicate how the final report will be organised 

and structured (Kumar, 2014). 

• The limitations of the study must be listed by the researcher  (Kumar, 2014). 

• Plagiarism must be avoided by researchers (Privitera, 2018; Tan, 2017). 

• Each person who makes a substantial contribution to a work should be 

recognised as an author, and those who make minor contributions should also 

be recognised (Privitera, 2018). 

• It is forbidden for researchers to duplicate work already published by them or 

by another author (Privitera, 2018). 
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• For replication, researchers need to store and maintain their data (Privitera, 

2018). 

• All peer reviewers must respect the confidentiality and propriety rights of 

anyone submitting work for peer review (Privitera, 2018). 

 

In the present research effort, respondents were not subject to physical or 

psychological harm. There was no damage done to any property and equipment. 

Respondents were provided with all the necessary information regarding all aspects 

of the research study and were given the choice to participate. There was no reason 

to withhold the true information regarding the present research effort from the 

respondents. Respondents were not offered any excessive or inappropriate incentives 

in order to encourage coercion participation. The respondents and the questionnaires 

remained anonymous and private. No private or sensitive information was required 

from any respondent. The research findings of the present research effort have been 

presented in a complete and honest manner and do not contain any misrepresentation 

of facts.  

 

The researcher has all the e-survey and hardcopy questionnaires available for 

evaluation. The use of existing literature published documents and organisational 

reports and documentation have being clearly and properly referenced and cited, both 

in the study main body and in the list of references, using the Harvard referencing style 

and citation format. All stakeholders, individuals and organisations, who contributed to 

the success of the present research effort, were acknowledged. The next Section 

comprises of the formulation of the study variables, based on existing literature. 

 

5.6 OPERATIONALISATION OF VARIABLES  

 

Positivist researchers often employ methods such as confirmatory analyses, 

nomothetic experiments, laboratory experiments, and deduction (Aliyu et al., 2014; 

Olesen, 2004; Ryan & Julia, 2007). Researchers use quantitative research methods 

primarily to test theories, in which they use a deductive approach and focus on the 

outcomes (Labuschagne, 2003). Thus, quantitative research is considered a method 

of scientific investigation that relies on deductive reasoning (Almalki, 2016; Rovai et 
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al., 2014). Deductive reasoning refers to the process of generating ideas to test 

predictions (Privitera, 2018). Quantitative methods are generally suitable for deductive 

approaches in which a theory or hypothesis specifies the variables, the purpose 

statement, and the direction in which the research should be conducted in terms of the 

research questions (Borrego et al., 2009).  

 

Observable indicators must be defined for each dimension of each construct before 

the theory can be tested empirically (Jöreskog et al., 2016). By using deductive 

reasoning, the hypothesis or theory guides the ideas and observations (Privitera, 

2018). “Deductive scale development begins with a classification scheme or typology 

prior to the writing of the items and subsequent data collection. This approach requires 

a thorough understanding of the construct of interest and a complete review of the 

literature, so that consonant theoretical definitions are generated prior to the 

development of items” (Ford & Scandura, 2018: 134).  

 

Explaining how variables will be measured within a study is a challenging task, but is 

crucial (Privitera, 2018). The method of operationalisation is carried out in order to 

measure the constructs  (Heppner et al., 2008). In the present research effort the six-

step model of instrumentation, according to Ugulu (2013), was adopted. Step One 

involved the development of the item pool (Ugulu, 2013). In the steps provided by 

Jonker and Pennink (2010) regarding the deductive-based empirical cycle, Step Three 

was about translating concepts into variables, and which was also adopted. In the 

present research effort, the operationalisation of variables entailed using existing 

literature to construct variables that were to be used and measured for the purpose of 

the theoretical, conceptual model. All the variables in the present research effort were 

concepts that were constructed using definitions and explanations from various 

studies and existing literature.  

 

 Researchers establish and propose to measure conceptual variables as elements of 

theoretical models that represent ideas or thoughts about abstract concepts that they 

establish and propose to investigate in their research (Sarstedt et al., 2016). Thus, it 

is imperative that concepts undergo the process of operationalisation before they can 

be measured, where operational definitions should provide operational meaning to 

concepts envisioned (Kumar, 2014).  
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In order to develop concepts and theories, one must be able to operationalise 

hypothesised latent constructs and associated indicators, which can only be achieved 

by using structural equation modelling (Hair et al., 2014). Conceptually, a construct is 

something that is unobservable or latent in that the researcher is able to define in 

conceptual terms but cannot directly and perfectly measure and, therefore, it must be 

approximated by multiple measures, where an indicator is defined as the observed 

value, also termed a ‘measured’ or ‘manifest’ variable, used as a measurement of a 

latent construct that cannot be directly measured (Hair et al., 2014). There is no 

difference between a latent variable, a variable, a variate, a construct, and a factor, in 

terms of meaning (Hair et al., 2014). 

 

As noted earlier, a latent variable is a phenomenon that cannot be observed 

directly (Knekta et al., 2019) and, therefore, in structural equation modelling, 

conceptual variables are represented by entities that indicate such latent variable 

(Sarstedt et al., 2016); in other words, the operationalisation of a construct in structural 

equation modelling (Hair et al., 2014) where each construct must be operationally 

defined (Heppner et al., 2008; Privitera, 2018). The construct definition describes how 

an abstract, conceptual variable relates to measurable, observable 

quantities  (Sarstedt et al., 2016). Since any construct definition contains some degree 

of ambiguity, constructs do not represent conceptual variables perfectly  (Sarstedt et 

al., 2016; Gilliam and Voss, 2013). 

 

A theory's constructs are essential to its explanation  (Privitera, 2018). A construct is 

not merely a theoretical concept (Bollen, 2002; Pedhazur & Pedhazur Schmelkin, 

1991; Sarstedt et al., 2016), rather, they are representations of conceptual variables 

in a statistical model (Sarstedt et al., 2016) and despite being known to exist, they 

cannot be directly observed (Privitera, 2018). In summary, structural equation models 

include constructs that represent conceptual variables and are intended to allow the 

empirical testing of hypotheses concerning the relationships among conceptual 

variables (Rigdon, 2012; Sarstedt et al., 2016). For a construct to be measured, its 

conceptual definition must be transformed into an operational definition, where the 

operational definition links the theoretical or conceptual definition to measurements or 

indicators (Kimberlin & Winterstein, 2008) Operational definitions are being used 

because they minimise the ambiguity that can result from observing an arbitrary 
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phenomenon and a general description of a variable is not sufficient. Thus, variables 

need to be defined according to how they will be measured, acknowledging that a 

variable may have several operational definitions (Privitera, 2018). Conceptual 

variables are all approximate measures  (Sarstedt et al., 2016; Wickens, 1972). In 

operationalising a construct or variable, researchers choose items that match 

definitions of the construct and specify the items that most closely match the definition 

as well as the items that share conceptual unity (Sarstedt et al., 2016). Positivists are 

likely to develop categorical or numerical scales that measure opinion and abstract 

ideas that constitute constructs (Collis & Hussey, 2014). 

 

In order to understand how constructs are central to a theory, one should understand 

that constructs can be observed in many ways and, therefore, an understanding of 

how constructs can support a theory is crucial, otherwise the theory can be countered 

or revised (Privitera, 2018). Defining a construct definition also requires the 

determination of the dimensionality of the conceptual variable, with each dimension 

representing a different aspect of the construct (Law, Wong & Mobley, 1998; Sarstedt 

et al., 2016). According to Isaac and Michael (1997), Henson and Roberts (2006) and 

Williams, Onsman & Brown (2010), for a factor or construct to be meaningfully 

interpreted, at least two or three variables or items must load onto it. For covariance-

based structural equation modelling, at least three items per construct are 

required (Baumgartner & Homburg, 1996; Hair et al., 2014; Hair et al., 2010; Reinartz 

et al., 2009).  

 

A poorly operationalised construct is problematic for an empirical analysis, since it 

inhibits the development of theoretical understanding (Reinartz et al., 2009). Table 

5.11, on the following page, shows a summary of the constructs of the present 

research effort. Each construct has been deduced from existing literature. The 

constructs are measured by items or indicators, derived from definitions and 

explanations from various authors and studies. All the constructs have three or more 

items.  
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TABLE 5.11: SUMMARY OF CONSTRUCTS 

Variable Code Items or 

indicators 

Source Supporting Literature 

Obsolescence 

Identification 

OBS 8 Constructed by 

Researcher 

Reilly, 2012 

Capital 

Improvements 

Feasibility 

CAP 4 Constructed by 

Researcher 

Ling & Archer, 2017; 

Geltner et al., 2014;  

IREM, 2011; 

Cloete, 2006;  

Graaskamp, 1970. 

Tenant Mix TEN 7 Constructed by 

Researcher 

Marona & Wilk, 2016; 

Garg & Steyn, 2015; 

Kyle, 2013; 

Yiu & Xu, 2012; 

Abghari & Hanzaee, 

2011; 

IREM, 2011;  

Yuo, Crosby, Lizieri & 

McCann, 2004. 

Triple Net 

Leases 

NET 5 Constructed by 

Researcher 

Ling & Archer, 2017; 

IREM, 2011;  

Kyle, 2013. 

Concessions CON 4 Constructed by 

Researcher 

Ling & Archer, 2017; 

IREM, 2011; & 

RICS, 2006. 

Property 

Management 

MAN 7 Constructed by 

Researcher 

Hui, Lau & Khan, 2011; 

Füss et al., 2012; 

Geltner & Miller, 2007; 

Kariya et al., 2005;  

Van den Berg & Cloete, 

2004. 

Contracts PRO 4 Constructed by 

Researcher 

Rosenberg & Corgel, 

1990. 
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Business 

Analysis 

BUS 5 Constructed by 

Researcher 

Subramanyam & Wild, 

2009. 

Debt 

Renegotiation 

REN 3 Constructed by 

Researcher 

Morri & Mazza, 2015. 

Cost-cutting COST 6 Constructed by 

Researcher 

Hough et al., 2011. 

Market 

Analysis 

MAR 3 Constructed by 

Researcher 

Geltner et al., 2014;  

Kyle, 2013;  

IREM, 2011. 

Strategic 

Planning 

STR 5 Constructed by 

Researcher 

Boyd, 1991;  

Ward, 1988. 

Demography DEM 4 Constructed by 

Researcher 

Hartmann, 2009. 

Perceived 

Likelihood of 

a Distressed 

Commercial 

Property 

Financial 

Recovery 

TUR 13 Constructed by 

Researcher 

Downs & Xu, 2015; 

Panicker & Manimala, 

2015; 

Tangpong et al., 2015; 

Pretorius, 2009; 

Anglyn, 2005; 

Pandey & Verma, 2005; 

Pandit 2000; 

Barker & Duhaime, 1997;  

Pearce & Robbins, 1993;  

Healy & Martin, 1989. 

Total  78   

(Source: Constructed by the Researcher) 

 

In statistics, a variable is any attribute for which data is collected and analysed 

(Wegner, 2012). The term ‘variable’ refers to an image, perception, or concept that 

can be measured, hence can take on differing values (Kumar, 2014). Variables are 

characteristics of a population or sample whose values are actual observations of the 

variable  (Keller, 2005).  
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“In many statistical tests it is necessary to identify the dependent variable and the 

independent variable. A dependent variable is a variable whose values are influenced 

by one or more independent variables, Conversely, an independent variable is a 

variable that influences the values of the dependent variable” (Collis & Hussey, 2014: 

204). The independent variables of the present research effort comprised; 

Obsolescence Identification, Capital Improvements Feasibility, Tenant Mix, Triple Net 

Leases, Concessions, Property Management, Contracts, Business Analysis, Debt 

Renegotiation, Cost-Cutting, Market Analysis, Strategic Planning and Demography, 

while the dependent variable was The Perceived Likelihood of a Distressed 

Commercial Property Financial Recovery. All the independent variables in the present 

research effort were hypothesised to have a positive relationship with the dependent 

variable.  

 

It is conceivable that a dependent variable in one equation might be an independent 

variable in another equation, which is why variables in a model are either endogenous 

("endogenous variables") or exogenous ("exogenous variables") (Bollen & Noble, 

2011). An exogenous, latent variable is one that accounts for the existence of other 

constructs in a model  (Hair et al., 2017b; Hair et al., 2017c) and an endogenous latent 

variable in a model is a construct that is determined by factors outside the model  (Hair 

et al., 2014). A construct that is endogenous has the same structure as dependent 

variables, but is represented by a variate of dependent variables, and a construct that 

is exogenous has the same structure as independent variables  (Hair et al., 2014). 

Exogenous variables are never considered dependent variables and, therefore, are 

permitted to correlate with other exogenous, variables (Bollen & Noble, 2011). 

Therefore, in summary,  when latent variables are used only as independent variables, 

they are known as exogenous, latent variables, while when they are used only as 

dependent variables, or both as independent and dependent variables, they are known 

as endogenous latent variables (Hair et al., 2017d). Extraneous variables are variables 

that are not measured in a study. They may influence the magnitude or strength of the 

relationship between independent and dependent variables. Certain situations require 

the involvement of an intervening variable to establish the relationship between an 

independent and a dependent variable (Kumar, 2014). The present research effort did 

not include any extraneous variables and intervening variables in the theoretical 

conceptual model.  
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The theoretical model of the present research effort depicts a dependence 

relationship. A structural equation model involves dependency relationships between 

constructed variables and measured variables, as well as between exogenous 

variables and endogenous variables (Hair et al., 2014). The next Section provides the 

operationalisation of variables used in the present research effort. The variables were 

constructed using existing literature as shown on Table 5.11 and were statistically 

tested using covariance structural equation modelling, with the aim of confirming or 

denying the relationships hypothesised on the theoretical conceptual model of the 

present research effort.  

 

5.6.1 Dependent Variable: The Perceived Likelihood of a Distressed Commercial 

Property Financial Recovery 

 

For the purpose of the present research effort and within the context of The Perceived 

Likelihood of a Distressed Commercial Property Financial Recovery, the dependent 

variable was defined as income-producing properties, in other words, land and the 

building(s) upon the land, and which generate a profit or income from capital gains or 

rents, and where the property had become distressed due an internal and/or external 

cause(s) that resulted in minimal, if any, positive net operating income.  

 

The situation would likely only improve when normal operations of the property had 

resumed, and the property performance returned to levels prior to the state of decline 

and was of an acceptable performance level to the property stakeholders, and the 

property achieved a positive cash flow and crossed the break-even point, the property 

became financially solvent, the property regained profitability and competitive 

advantage, there was a reduction in vacancies and the property was able to avoid a 

loan default. The turnaround outcome was, therefore, seen as an increase in the net 

operating income and rental income of the property, hence resulting in the improved 

likelihood of a successful financial recovery of the commercial property that was in 

distress. 

 

 

 



682 
 

5.6.2 Independent Variable: Obsolescence Identification 

 

For the purpose of the present research effort, Obsolescence Identification refers to 

inspecting the condition of a building, identifying unused facility space, identifying 

structural deficiencies, identifying inefficient facility design, reviewing documents and 

reports concerning building functionality, inspecting the current circumstances and 

situation of the surrounding neighbourhood, conducting a comparative analysis of 

market rental rates and analysing data concerning the financial performance of the 

property. Identifying functional obsolescence triggers the need to change the current 

function of the property to a more profitable function or use of the rentable space. 

Identifying locational and/or economic obsolescence would likely require the 

demolishing of existing structures and buildings and the total redevelopment of the 

property to suit the existing circumstances of the external environment affecting the 

property.  

 

5.6.3 Independent Variable: Capital Improvements Feasibility 

 

For the purpose of the present research effort, Capital Improvements Feasibility 

entailed determining if there was a reasonable likelihood of satisfying explicit 

objectives when a selected course of action was tested for the fit to a context of specific 

constraints and limited resources in order to implement long-term improvements to the 

physical quality of a property, to implement structural additions that increased the 

useful life of a property, to implement alterations that prolonged the economic life of a 

property and to implement the replacement of building components. Improving the 

physical quality, adding structures and alterations that increase building economic life 

and replacing building components, which are assessed to be feasible and result in 

future, higher rental rates and lower, future operating expenses, will improve the 

overall prospects of the property. 

 

5.6.4 Independent Variable: Tenant Mix 

 

For the purpose of the present research effort, Tenant Mix refers to selecting an 

appropriate mix of tenants that consists of a variety of compatible retail and service 

providers, that accomplishes the desired property image, and where the goods and 
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services offered by non-anchor tenants do not clash with those of the anchor tenants. 

Servicing both destination and impulse customers, generates traffic to the benefit of 

all tenants and generates maximum sales potential. An appropriate tenant mix would 

improve the benefits for all the tenants, reduce the risk of any tenant not renewing a 

lease contract and, therefore, reducing vacancies, and thereby benefiting the 

prospects of the property. 

 

5.6.5 Independent Variable: Triple Net Leases 

 

For the purpose of the present research effort, Triple Net Leases entail lease 

agreements where the tenant is responsible for covering real estate taxes, utility 

expenses, property insurance, agreed-on items of maintenance and repair and 

common area maintenance. From triple net lease agreements, the risk of inflation in 

operating costs is transferred to the tenant but also the tenant receives a lower base 

rent and is able to control operating expenses. From the perspective of the property 

owner, triple net lease agreements are low risk, provide a predictable monthly income 

and some protection against inflation in operating costs, and improve the overall 

prospects of the property. 

 

5.6.6 Independent Variable: Concessions 

 

For the purpose of the present research effort, Concessions are about offering 

incentives to existing tenants to encourage lease renewal or to attract new tenants. 

The incentives or concessions include a reduced rental rate for a specific period, 

covering penalties incurred by a tenant for breaking an existing lease and providing a 

tenant with an allowance for internal fit-outs. Concessions encourage the leasing of 

space at a time when the rental market is unfavourable for the landlord, thereby 

leading to a reduction in vacancies, and hence improving the prospects for the 

property. 

 

5.6.7 Independent Variable: Property Management 

 

For the purpose of the present research effort, Property Management refers to 

property management services, where the property owner either manages the 
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property, or hires a property manager as an employee or appoints a property manager 

on a fee basis. Property management is required to keep the property in good 

condition, minimise operating costs, develop a positive image for the property, improve 

the overall rental value, negotiate profitable lease contracts, continuously improve both 

the physical structure and technical functions of a building and manage a diverse 

combination of tenants. Good property management would likely improve the future 

prospects of a property. 

 

5.6.8 Independent Variable: Contracts 

 

For the purpose of the present research effort, Contracts are about making 

amendments to the property management contract in order to align the interests of the 

property owner and property management services and, thereby, reducing any 

immoral or hazardous behaviour of the property manager. The following provisions of 

the property management agreement have a bearing on agency problems between 

the property owner and property manager: 

 

• Term and length of the contract 

• Agency authority and powers 

• Owner indemnification 

• Compensation 

 

Property owners should consider the idea of making changes to the level of decision-

making power that a property manager has concerning the property. Property owners 

should also adjust the level of protection that property management has from being 

held liable for property-specific law suits. Lastly, property owners should make 

changes to the property management compensation agreement that will result in the 

alignment of the interests of the property manager and the property owner. A situation 

where the interests of the property manager and the property owner are aligned would 

likely increase the prospects of the property. 
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5.6.9 Independent Variable: Business Analysis 

 

For the purpose of the present research effort, Business Analysis entails the 

evaluation of the economic prospects of, and risks faced by, the property in order to 

make informed strategic decisions that will assist in reaching the goals of the property 

owner. In times of distress an appropriate strategic decision may require a decision to 

be made regarding the reengineering of the property. Reengineering the property 

requires the rethinking and radical redesign of the property business processes to 

achieve a dramatic improvement in critical, contemporary measures of performance. 

Reduced costs and increased revenues are the ultimate goals of the property 

reengineering efforts. Informed strategic decision-making about property 

reengineering, as a result of business analysis, would likely improve the prospects of 

the property. 

 

5.6.10 Independent Variable: Debt Renegotiation 

 

For the purpose of the present research effort, Debt Renegotiation is about the 

property owner negotiating with the property lender in order to secure more favourable 

loan terms for the property owner who is the borrower, with the goal of avoiding a loan 

default, which would be both in the best interests of the lender and the borrower. The 

property owner would request for amendments to be made to the existing loan 

agreement, and make a request for facilities that alleviate financial stress and/or 

request the current loan to be replaced with a loan that has terms that are more 

favourable for the property owner to manage the property debt situation. Should the 

property lender concede and assist the property owner, this would enable the property 

owner to get a sustainable grip on the property debt situation, and should improve the 

future financial situation of the property. 

 

5.6.11 Independent Variable: Cost-Cutting 

 

For the purpose of the present research effort, Cost-Cutting is the strategic action and 

process of reducing the overall cost situation of the property. Cost-cutting entails 

cutting administrative overheads, eliminating non-essential low value-adding property 

operational activities, modernising the property equipment and overall technological 
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situation of the property, delaying non-essential capital expenditure and restructuring 

the property debt situation. Reduced costs would lead to better property prospects, 

provided that the reduction in costs does not cause tenants to vacate and does not 

infringe on, and affect the capacity of, the property to earn the market rental rates. 

 

5.6.12 Independent Variable: Market Analysis 

 

For the purpose of the present research effort, Market Analysis is the study of the real 

estate market in which the property operates. Analysing the real estate market 

surrounding the property entails evaluating the supply and demand conditions for 

rental space, forecasting the supply and demand for space, forecasting the future 

rental rate, forecasting potential vacancies, gathering information about comparable 

competitive properties, the identification of prospective tenants and studying relevant 

economic and demographic information that would have an impact on leasing. 

Property owners would use information gathered from the market analysis to 

determine the rental rates for lease agreements, and where the rental rates would be 

adjusted to meet the changing market conditions projected by the market analysis. 

Having favourable rental rates that suit the current market conditions would likely 

increase the overall income situation of the property. 

 

5.6.13 Independent Variable: Strategic Planning 

 

For the purpose of the present research effort, Strategic Planning is about developing 

a strategy for the property, with the goal of achieving an appropriate return on the 

property. Strategic planning involves the formulation of a formal and well-prepared 

documented strategic plan for the property. Strategic plan formulation would entail 

evaluating the existing strategies of the property and generating new ones. A strategic 

plan would contain the goals of the property owner. Planners collect property-related 

data and construct models describing alternative future scenarios concerning the 

property. Strategic planning would likely benefit the prospect of the property in a 

number of ways. 

 

• It provides much-needed focus and direction. 

• It allows the property owner to review the progress of the property to date. 
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• It allows the property owner to determine whether the current focus and effort, 

as well as associated resources, should be directed elsewhere or be 

emphasised or de-emphasised. 

• It allows the property owner to think strategically about external and internal 

factors impacting upon the ability of the property to succeed in the present and 

future. 

• It allows a property to firm up, verifies where the property is heading and what 

the property owner must do for the property to immediately succeed. 

• It allows the property owner to identify strategies, tactics, tasks and sub-tasks 

that will help the property attain strategic intent and achieve the stated 

objectives. 

• Provides an opportunity for the property owner to identify resources, which 

includes budgets, people, facilities, equipment, supplies, knowledge and 

information needed to achieve optimal success. 

 

5.6.14 Independent Variable: Demography 

 

For the purpose of the present research effort, Demography entails the study of the 

size, territorial distribution and composition of the population of the geographical 

region where the property is situated. Studying the population composition involves 

looking at age groups, gender, marital status, health, skills and qualifications. 

Demography involves studying the natality, mortality and migration situation of the 

population of interest. Understanding the changes in the size and composition of the 

local population of interest will directly affect the level of disposable income, spending 

patterns and the available workforce, since employment has a direct influence on 

consumer spending potential and is related to the demand for rentable space. The 

demographical study of the local population of interest forms part of a feasibility study. 

 

The next Section is about the validity and reliability of the constructs and the 

questionnaire. Research within the Positivist philosophy use concepts such as 

reliability, validity, and statistical significance to describe certain aspects of reality with 

a high degree of certainty (Hanson & Grimmer, 2007). 
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5.7 VALIDITY AND RELIABILITY OF THE DATA  

 

Kumar (2014) notes as part of the research design, emphasis must be placed on the 

importance of the quality of procedures in order to ensure the validity, objectivity and 

accuracy of the findings. In order to validate research within the Positivist paradigm, 

there are typically four main criteria to apply; internal validity, external validity, reliability 

and objectiveness (Burns, 2000; Kivunja & Kuyini, 2017). Research conducted in the 

quantitative tradition is widely viewed as depending heavily on reliability and validity 

to ensure replication and generalisation (Wahyuni, 2012). Bollen and Lennox (1991) 

provide guidelines for construct measurement: 

 

• A valid measurement should be based on construct indicators that are internally 

consistent. 

• It is ideal if the magnitudes of correlations between items are at optimal levels. 

• In order to establish the validity of a measure, it must be assessed how well the 

researcher has sampled a certain domain. 

• Correlations within constructs need to be greater than correlations between 

constructs. 

• Using linear composites of indicators in place of latent variables is a viable 

option. 

(Bollen & Lennox, 1991) 

 

Using structural equation modelling is a powerful method of evaluating indicator 

variable loadings, as well as the accuracy and reliability of the measurement 

models (Sarstedt et al., 2016). When it comes to the covariance-based structural 

equation modelling, the set of items used for operationalising the construct should be 

both valid and reliable (Reinartz et al., 1979). Structural equation modelling is 

discussed later in this Chapter Five. In the proposed a six-step model of 

instrumentation, according to Ugulu (2013), Step Six is about calculating validity and 

reliability. Collis and Hussey (2014) provide the main steps in designing a 

questionnaire, where Step Seven entails conducting tests for validity and reliability. 

The next Section discusses how the present research effort determined the validity of 

aspects of the study. 
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5.7.1 Validity of the Data 

 

Theoretical constructs cannot be observed, thus a theory cannot be tested directly. A  

researcher's sole option is to examine the theoretical validity of hypothesised 

relationships within a particular context (Jöreskog et al., 2016). Validity is the concept 

of appropriateness and accuracy as it applies to research (Kumar, 2014). As the 

conceptual model is conceptualised and operationalised, the researcher needs to 

check the degree to which it accurately represents the specific theoretical concepts 

that are being measured (Jonker & Pennink, 2010). Validity should be taken into 

account whenever a measuring instrument is used  (Knekta et al., 2016). Within the 

positivist terminology, validity is the result of other empirical conceptions, namely; 

universal laws, evidence, objectivity, truth, actuality, deduction, reason, fact and 

mathematical data (Golafshani, 2003; Winter, 2000).  

 

The validity of a measure refers to the extent to which it measures the concept that a 

researcher is attempting to evaluate, or whether the data collected represents an 

accurate representation of the concept in question (Collis & Hussey, 2014; Hair et al., 

2014a; Hult et al., 2012; Knekta et al., 2019). Thus, validity is the accuracy with which 

results are interpreted (Karakaya-Ozyer & Aksu-Dunya, 2018) and the degree of 

trustworthiness of the interpretation of the results, which depends on the measurement 

of the construct (Kimberlin & Winterstein, 2008). Privitera (2020) notes face validity, 

construct validity, criterion-related validity, content validity, predictive validity, 

concurrent validity, convergent validity and discriminant validity. Viswanathan (2005) 

notes content validity, face validity, known-groups validity, predictive validity, 

convergent validity, discriminant validity, nomological validity and construct validity. 

Knekta et al. (2019) note validity evidence to consider when validating an instrument: 

 

• Researchers should also consider whether the individual items represent the 

construct adequately as well as whether the items collectively encompass all the 

relevant aspects of the construct. 

• Provide evidence that the scores obtained for a construct on a given instrument 

correlate to those obtained for other measures of closely related constructs. 

• A study of an instrument's internal structure is essential to determine whether a 

researcher can combine items that represent a particular construct. 
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The measurement model will be discussed later in Chapter Five. Researchers 

determine face validity as a preliminary step in assessing whether the measurement 

they compile for the variable or construct has an obvious indication that it will measure 

what was intended to be measured, given that face validity is unrelated to statistics or 

scientific decision-making (Privitera, 2018). In other words, the face validity of a 

measure is considered in order to determine whether it resembles the measure that it 

was supposed to capture (Viswanathan, 2005). “Each question or item on the research 

instrument must have a logical link with an objective. Establishment of this link is an 

indication of the validity of the instrument. Greater the link, higher the face validity of 

the instrument” (Kumar, 2014: 214). With face validity, researchers consult with 

colleagues to determine whether the measurement used to measure the variable 

appears to be valid (Privitera, 2018). 

 

Measurement errors can occur due to poorly worded questions, misunderstanding of 

the scaling approach, incorrect application of a statistical method (Hair et al., 2017), 

data entry errors, the imprecision of the measurement and where the definitions used 

to develop constructs are not perfectly defined by the set of measured variables 

established (Hair et al., 2014a). If a particular item that represents the measurements 

of a developed construct, on a questionnaire makes no sense to the respondent, this 

is likely to result in non-response and response bias. Furthermore, respondents are 

likely to be alienated by emotion-laden questions and other questions that are difficult 

to answer (Ford & Scandura, 2018; Narins, 1999). Researchers may assume that by 

combining a set of items from definitions in existing literature, this creates a suitable 

scale (DeVellis, 2003; Ford & Scandura, 2018), where in fact, when there is a risk of 

poor measurement and results that are not necessarily replicable, there is a lack of 

construct validity and the various statistical methods employed are not capable of 

detecting statistical significance (Ford & Scandura, 2018).  

 

Construct validity refers to how valid a definition is for a construct (Privitera, 2018) and 

shows whether the ‘right thing’ is being measured (Tan, 2017). Construct validity 

evidence includes convergent and discriminant evidence (Wang et al., 2015; Cizek et 

al., 2008). When a measurement model offers convergent and discrimination validity, 

its fit can be seen as acceptable (Anderson & Gerbin, 1988; Karakaya-Ozyer & Aksu-

Dunya, 2018).  
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Convergent validity is determined by comparing the level of correlation between two 

measures that measure the same concept where high correlations indicate the scale 

is measuring what it was intended to measure (Hair et al., 2014a). To ensure 

convergent validity of a construct, a minimum factor loading of 0.30 must be achieved 

for samples of 350 or more (Hair et al., 2006).  

 

The discriminant validity of two conceptually similar concepts is determined by their 

degree of dissimilarity, where the correlation should be low, as this indicates that the 

scale sum has sufficient differences from the other scale that is conceptually similar 

(Hair et al., 2014a). 

 

Construct validity is the most important aspect of validity and it is also the most difficult 

to establish (Viswanathan, 2005). According to Wainer and Braun (1988) and 

Golafshani (2003), in quantitative research, construct validity is the measure of validity. 

In order to determine whether or not the variables used to represent a hypothetical 

construct more accurately reflect the essence of the hypothetical construct, it is 

necessary to determine the construct validity of that construct (Heppner et al., 2008). 

As mentioned earlier, an indication of construct validity occurs when a researcher 

determines that the operational definition for a variable or construct actually measures 

that variable or construct in question (Privitera, 2018). Furthermore, construct validity 

“is determined by ascertaining the contribution of each construct to the total variance 

observed in a phenomenon” (Kumar, 2014: 215). “The greater the variance attributable 

to the constructs, the higher the validity of the instrument” (Kumar, 2014: 215). 

Construct validity is directly associated with content or theoretical validity, i.e., the 

theoretical notions and concepts used in the construct that provide a true and accurate 

portrayal of the dedicated body of knowledge in the domain in which the construct is 

formulated (Jonker & Pennink, 2010).  

 

An exploratory factor analysis statistical method can be used to evaluate 

validity (Karakaya-Ozyer & Aksu-Dunya, 2018) and can ascertain the validity of a 

measuring instrument (Chan & Idris, 2017). When the relationship between variables 

is unclear or ambiguous, exploratory factor analysis can help in determining construct 

validity (Atkinson et al., 2011; Brown, 2009) and it allows researchers to reduce the 

overall number of observed variables into latent factors, based on similarities within 
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the data (Atkinson et al., 2011). Thus, in exploratory factor analysis, latent dimensions 

are determined by examining the items of an instrument in relation to the observed 

variables (Chan & Idris, 2017; Hair, Black & Babin, 2010). 

 

Dimension reduction techniques include; principal components analysis, exploratory 

factor analysis and confirmatory factor analysis (Aldhaheri, 2020). Therefore, 

exploratory factor analysis can be used to develop a scale (Sarstedt et al., 2016). 

Furthermore, as mentioned before, an exploratory factor analysis identifies 

dimensionality in constructs as a result of examining relationships between items and 

factors, when limited knowledge of the dimensionality of a construct 

exists (Netemeyer, Bearden, & Sharma, 2003; Yu & Richardson, 2016). Generally, the 

validity of a scale depends on the extent to which the statements on different aspects 

are representative of the main issue. When there is a strong relationship between 

statements on various aspects and the matter under study, the validity of the study is 

likely to increase (Kumar, 2014). The dimension reduction method identifies subsets 

of statements that are independent of one another (Aldhaheri, 2020; Tabachnick & 

Fidell, 2013). In the generation of factors or components, the independent subsets of 

statements are combined to formulate such factors, based on the relationships 

provided by the actual sample data (Aldhaheri, 2020). Therefore, in the present 

research effort, the items of the survey questionnaire were subjected to an exploratory 

factor analysis in order to identify, organise and develop the constructs within (Chan 

& Idris, 2017; Chua, 2014). 

 

Additionally, by identifying items that are inappropriate and can be eliminated, 

exploratory factor analysis provides statistical evidence for the validity of the scale (Yu 

& Richardson, 2016), in other words, separating the items with high loadings from the 

pattern matrices. The outcome, thus, is finding the factors which, if combined, explain 

the majority of the responses and in the event that the researcher is satisfied with the 

factors, the factors should be operationalised and descriptors assigned, where the 

labels or constructs should reflect the conceptual and theoretical intentions (Williams 

et al., 2010).  

 

It is recommended to use multiple items to measure a single concept which has the 

advantage of representing all of its aspects as this reduces measurement error (Hair 
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et al., 2017d). While it is impossible to eliminate measurement error completely, the 

reduction of measurement error increases the ratio between the true and observed 

variance, which increases the likelihood that the instrument will produce similar results 

over a period of repeated measurement instances (Knekta et al., 2019). The empirical 

research of the present study confirmed the construct validity of the measuring 

instrument and is explained in detail in Chapter Six. 

 

Construct validity cannot exist without content validity (Ford & Scandura, 2018; 

Schriesheim, Powers, Scandura, Gardiner & Lankau, 1993). Content validity is usually 

established by deductive methods, i.e., defining a ‘universe’ of items and selecting 

systematically from this ‘universe’ to construct a test (Cronbach & Meehl, 1955). An 

evaluation of the content validity of a measure is a way to determine whether it is 

adequate to capture or represent a construct (Privitera, 2018), in other words, what is 

the extent to which the items designed to operationalise a construct provide a 

representative and adequate sample of all the items that are likely to measure the 

construct under consideration (Kimberlin & Winterstein, 2008).  

 

Essentially, content validity refers to the extent to which the items or contents of a 

measure adequately capture all the components of the construct being measured 

(Kumar, 2014; Privitera, 2018). Generally, the more coverage, the greater the validity, 

and in addition, the coverage of the issue or attitude should be balanced, meaning that 

all aspects should be given equal weight in the coverage (Kumar, 2014). Since, when 

evaluating content validity, it is essential to determine whether the statements or 

questions accurately reflect the issue being assessed, therefore, content validity is 

judged by the researcher, the readership, experts in the field (Kumar, 2014) and pre-

tests (Hair et al., 2014a). There is no statistical test that assists with establishing 

content validity (Kimberlin & Winterstein, 2008). The problems faced with content 

validity are noted by Kumar (2014). 

 

• Judgement of the content relating to the constructs is based on subjective logic. 

• Depending on the study, the questions may reflect different aspects.  
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The researcher accessed existing literature for construct definitions and explanations, 

and where the items used in the instrument were deduced from the definitions and 

explanations. Experts in the field were consulted regarding the various items, such as 

bankers, brokers, real estate agents, property developers and property investors. A 

research expert was given the construct definitions of the different variables and asked 

to assess whether the 89 statements in the measuring instrument were considered 

relevant, necessary, meaningful and correctly worded. The supervisor of the present 

research effort was consulted regarding the measuring instrument. The assessment 

of content validity by experts in the field showed that the indicators loaded on the 

separate constructs are distinct and valid (Hair et al., 2014a; Narver, Slater & 

MacLachlan, 2004; Zhang & Duan, 2010). 

 

Finally, a pilot study was conducted to test the instrument with 30 respondents who 

had similar characteristics to the study population. All necessary amendments and 

corrections were implemented. The researcher applied personal experience and 

accumulated knowledge in real estate, as the researcher has business links to 

commercial real estate. Consulting the literature and experts in the field and 

conducting the pilot study, assisted with improving the content validity of the 

measuring instrument. The test for external validity is performed in order to determine 

whether the results can be generalised (Kivunja & Kuyini, 2017; Prochaska, 2017; Tan, 

2017) and thus indicates that the data was drawn from a sample which can represent 

the study population (Kivunja & Kuyini, 2017). The present research effort adopted, to 

the best of the researcher’s ability, sampling methods in order to select the sample, 

with the goal of selecting a sample that was an accurate reflection of the study 

population, in order to improve external validity. In the context of quantitative research, 

random sampling is used to collect data and to allow generalisation to a larger 

population and statistical analysis of the results (Kelley et al., 2003). However, despite 

the fact that random selection eliminates systematic bias, a random sample is not 

guaranteed to be representative of the population at large (Heppner et al., 2008).  

The next Section discusses the reliability of the measuring instrument. 
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5.7.2 Reliability of the Data 

 

Study replication and repeatability are made easier by measurement 

 consistency  (Wahyuni, 2012). “If a research tool is consistent and stable, hence 

predictable and accurate, it is said to be reliable” (Kumar, 2014: 215). Researchers 

who use factor analysis to validate or construct questionnaires may perform reliability 

testing (Yong & Pearce, 2013). Reliability determines the consistency of a measure 

(Heale & Twycross, 2015; Karakaya-Ozyer & Aksu-Dunya, 2018; Kirk & Miller, 1986; 

Kivunja & Kuyini, 2017; Knekta et al., 2019; McMillan, 2007; Yu & Richardson, 2016), 

when a testing procedure is repeated (Knekta et al., 2019). Thus, a reliable instrument 

or questionnaire is one that is consistent and reliable in its scores (McMillan, 2007; Yu 

& Richardson, 2016) and relates to the ratio between the true variance of the construct 

among the participants and the observed variance as measured by the 

instrument  (Crocker & Algina, 2008; Knekta et al., 2019).  

 

In other words, a reliable instrument is one in which the same set of information is 

collected repeatedly using the same instrument, and the researcher obtains the same 

or similar results under the same or similar conditions (Hair et al., 2014a; Hult et al., 

2012; Kumar, 2014). The reliability of an observed variable is determined by the 

degree to which it accurately represents its true value and is error-free, thus it is the 

opposite of measurement error (Hair et al., 2014a). According to Heale and Twycross 

(2015) reliability can be tested for through, internal consistency, stability and 

equivalence. According to Kumar (2014), factors affecting reliability are: 

 

• Wording of questions 

• Physical setting 

• Respondent mood 

• Interviewer mood 

• The nature of interaction between the respondent and interviewer 

• As a result of a regression effect, a respondent may have answered too 

positively or too negatively the first time around and, therefore, if given a second 

chance, could express a different opinion and answer differently. 
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Internal consistency can be assessed by item-to-total correlation, split-half reliability, 

Kuder-Richardson coefficient and Cronbach’s α (Heale & Twycross, 2015). Generally, 

Cronbach's α is the most commonly used method to determine an instrument's internal 

consistency (Kim, Ku, Kim Park & Park, 2016; Heale & Twycross, 2015). Using 

Cronbach’s α, means taking the average of all correlations in every combination of 

split-halves and computing (Heale & Twycross, 2015).  

 

Measuring instruments with questions that have more than two responses can be 

utilised in Cronbach’s α (Heale & Twycross, 2015). Cronbach’s α result is a number 

between 0 and 1 (Heale & Twycross, 2015). If α ≥ 0.9, the internal consistency is 

considered excellent (Kim et al., 2016; Yu & Richardson, 2016), if 0.7 ≤ α < 0.9, internal 

consistency is considered good (Kim et al., 2016). An acceptable reliability score is 

0.7 and higher (Blunch, 2008; Heale & Twycross, 2015; Lobiondo-Wood, 2013; 

Shuttleworth, 2015; Yu & Richardson, 2016).  

 

When there is excellent internal consistency in a survey, items align with each other. 

In other words, the likelihood that a participant will answer positively to one item on 

the survey is likely to carry over to other items (Blunch, 2008; Yu & Richardson, 2016). 

It should be noted that high reliability does not guarantee that a construct represents 

what it was intended to represent, but it is a required, although insufficient, condition 

for the validity of a measuring instrument (Hair et al., 2014a). The present research 

effort adopted Cronbach’s α as a means to estimate the reliability of each construct 

on the questionnaire. 

 

Because reliability refers to the share of variance caused by random errors, it is 

preferable to have a high loading than a low one (Reinartz et al., 2009). Covariance-

based structural equation modelling utilises a set of items, to be operationalised and 

to represent a construct or multiple constructs, which should be both valid and 

reliable (Reinartz et al., 1979). So, indicators that are sought to represent a construct 

and, that are positively correlated with one another, should be those associated with 

the same concept, hence the same construct. A scale should include an item only if it 

contributes to the variance in the total score (Bollen & Lennox, 1991). It is important 

to note that, if valid alternative measuring instruments are available, the researcher 

should choose the measure with the highest degree of reliability (Hair et al., 2014a). 
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The next Section entails exploratory factor analysis, and which was adopted in the 

present research effort to measure construct validity. 

 

5.7.3 Exploratory Factor Analysis 

 

“Exploratory factor analysis is usually the first step in quantitative data analysis where 

we explore patterns in data prior to more rigorous statistical analyses” (Tan, 2017: 

115). Exploratory factor analysis is a method that is commonly used to reduce the 

number of variables, to discover the key dimensions of interest and to provide 

information about the quality of the potential indicators of factors (Ullman & Bentler, 

2013). As noted earlier, and as a data-driven method, exploratory factor analysis is 

able to identify latent variables in a dataset (Kim et al., 2016). Thus, in exploratory 

factor analysis, the relationships between variables and factors are not predetermined. 

Instead, the relationships emerge from the data and, therefore, develop factors or 

constructs out of the data from a sample (Knekta et al., 2019). According to Williams 

et al. (2010), exploratory factor analysis is used for a number of purposes. 

• As a means of reducing the number of variables. 

• In order to determine the structure or relationship between variables. 

• To identify and assess the one-dimensionality of a theoretical construct. 

• To assess the construct validity of a scale, test, or instrument. 

• In order to develop a parsimonious analysis and interpretation. 

• In order to address multicollinearity. 

• For the purpose of developing theoretical constructs. 

• In order to prove or disprove proposed theories. 

(Williams et al., 2010) 

 

The present research effort made use of exploratory factor analysis to achieve the 

objectives set out above by Williams et al., (2010), but the most important objective 

was to evaluate the construct validity of a scale, test or instrument of the present 

research effort. An exploratory factor analysis was conducted on the independent 

variables and a separate analysis was conducted on the dependent variable of the 

present research effort, respectively. Osbourne (2015) provides steps to follow when 

conducting exploratory factor analysis. 
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Step One: Data cleaning 

Step Two: Deciding on extraction method to use 

Step Three: Deciding how many factors to retain 

Step Four: Deciding on method of rotation 

Step Five: Interpretation of results, but return to step three if the solution is not 

ideal. 

Step Six: Replication 

 

(a) Suitability of Respondent Data for Factor Analysis 

 

Prior to the extraction of the factors, several tests should be used to assess the 

suitability of the respondent data for factor analysis. These include the Kaiser-Meyer-

Olkin measure of sampling adequacy (Williams et al., 2010; Kaiser, 1970) and the 

Bartlett’s test of Sphericity (Bartlett, 1950; Williams et al., 2010). The present research 

effort conducted both the Kaiser-Meyer-Olkin measure of sampling adequacy test and 

Bartlett’s test of Sphericity, to assess the suitability of the respondent data for factor 

analysis. The Kaiser-Meyer-Olkin measure of sampling adequacy test and Bartlett’s 

test of sphericity are implemented to establish construct validity and for the purpose 

of confirming the suitability of the data collected for the exploratory factor analysis (Yu 

& Richardson, 2016). The Kaiser-Meyer-Olkin measure of sampling adequacy serves 

as a diagnostic tool for evaluating the degree to which the indicators of a particular 

dimension relate to each other in a positive way, where in the case of a small value, 

the correlation between the pairs of variables cannot be accounted for by a well-

defined latent factor and thus the factor analysis may not be suitable (Yu & Richardson, 

2016). To have satisfactory results, the Kaiser-Meyer-Olkin measure of sampling 

adequacy should be 0.8 or higher (Yu & Richardson, 2016), although a measure of 

above 0.6 is acceptable (Rencher, 2002; Yu & Richardson, 2016). 

 

To measure if there is statistical relevance, the Bartlett’s test of sphericity is adopted 

to test the null hypothesis for the purpose of determining whether the variables are not 

correlated with each other (Cruz-Martínez, 2014), where the critical value or p-value 

of the test, should be lower than 0.05 in order to reach statistical significance and 

relevance (Cruz-Martínez, 2014; Yu & Richardson, 2016). 
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(b) Extraction method 

 

The extraction method is a process that involves defining the factors to represent the 

structure of the variables in the analysis (Hair et al., 2014a). Williams et al., (2010) 

notes various extraction methods utilised in exploratory factor analysis, notably; 

principal components analysis, principal axis factoring, maximum likelihood, 

unweighted least squares, generalised least squares, alpha factoring and image 

factoring.  

 

Typically, principal components analysis and principal axis factoring are found in many 

research publications (Henson & Roberts, 2006; Tabachnickl, Fidell & Ullman, 2007; 

Thompson, 2004; Williams et al., 2010). The present research effort adopted the 

principal axis factoring extraction method. Principal axis factoring is widely used 

because principal axis factoring has been proven to be effective in recovering the 

underlying factor structure under a range of conditions (de Winter, Dodou & Wieringa, 

2009; Finch, 2020) and does not depend on the assumption of multivariate normality 

of the observed indicators (Finch, 2020). The principal axis factor method is based on 

the assumption that all variables belong to the first group and that a residual matrix is 

calculated when the factor is extracted (Yong & Pearce, 2013). The factors are then 

extracted successively until there is sufficient variance to be accounted for in the 

correlation matrix  (Tucker & MacCallum, 1997; Yong & Pearce, 2013). In cases where 

the data violates the assumption of multivariate normality, the principal axis factor 

method is recommended (Yong & Pearce, 2013; Costello & Osborne, 2005). 

 

Extraction criterion approaches include; Kaiser’s criteria (Kaiser, 1960; Williams et al., 

2010), the Scree test (Cattell, 1966; Williams et al., 2010), the cumulative percent of 

variance extracted and parallel analysis (Williams et al., 2010). The present research 

effort adopted Kaiser’s criteria and the cumulative percentage of variance approaches. 

An eigenvalue is an approximate measure of how much information is contained in a 

factor. Factors with higher eigenvalues are most useful for analysing the data (Knekta 

et al., 2019). Kaiser’s criterion suggests retaining all factors that are above the 

eigenvalue of 1.0 (Kaiser, 1960; Yong & Pearce, 2013). Regarding cumulative 

percentage of variance, factors should be stopped when at least 95 % of the variance 

explained (Hair, Anderson, Thatham & Black, 1995; Williams et al., 2010). The present 
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research effort focused on the factors where the cumulative percentage variance 

represented the factors where the eigenvalue value was greater than one. 

 

(c) Determining factors to retain 

 

After the extraction process, the researcher must decide how many factors should be 

retained for rotation (Costello & Osborne, 2005). The present research effort retained 

all factors with eigenvalues greater than one. As noted earlier, it can be said that the 

eigenvalues of a factor provide an indication of the amount of information that is 

contained within that factor, where factors with higher eigenvalues are likely to be the 

most useful (Knekta et al., 2019). Eigenvalues are used to determine how many 

factors should be retained (Yong & Pearce, 2013). Kaiser's criterion is one way of 

determining the number of factors to retain (Yong & Pearce, 2013). Using Kaiser's 

criterion, all factors above the eigenvalue of one should be retained (Kaiser, 1960; 

Yong & Pearce, 2013).  

 

(d) Rotation methods 

 

The factors that define the latent variables are established during the exploratory factor 

analysis with rotations and are then entered into the regressions among factors 

(Ullman & Bentler, 2013). It is intended that the process of eradicating high 

measurement errors and lower loading items results in a model with a fit that is 

acceptable between the observed and estimated models so that structural models can 

be evaluated (Hair et al., 2014c). Rotation methods include orthogonal or oblique 

methods, where orthogonal rotation methods make the assumption that the factors in 

the analysis are uncorrelated and conversely oblique rotation methods make the 

assumption that the factors are correlated (Brown, 2009). The objective of rotation is 

to achieve an optimal, simple structure which attempts to have each variable load on 

as few factors as possible, but maximises the number of high loadings on each 

variable (Yong & Pearce, 2013; Rummel, 1988). So, the simple structure attempts to 

have each factor define a distinct cluster of interrelated variables in order for 

interpretation to be easier (Yong & Pearce, 2013; Cattell, 1973).  
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Orthogonal rotations include varimax rotation, quartimax rotation and equamax 

rotation, while common oblique rotations include promax rotation, oblimin rotation, 

geomin rotation, target factor rotation and bifactor rotation (Finch, 2020). To decide 

between orthogonal and oblique rotation is to request oblique rotation with the desired 

number of factors (Brown, 2009) and look at the correlations among factors, where if 

the factor correlations are not driven by the data, the solution remains nearly 

orthogonal. However, if the factor correlations exceed 0.32, then there is 10 % or more 

overlap in variance among the factors, which is sufficient variance to justify oblique 

rotation unless there are convincing reasons for orthogonal rotation (Brown, 2009).  

 

Oblique rotations are likely to have higher efficacy to create clear patterns of results in 

exploratory factor analysis, where the factors are truly correlated (Osbourne, 2015). In 

the case of oblique rotation, the pattern matrix is examined for factor or item loadings 

(Costello & Osborne, 2005). Factor or item loadings are contained in a table which 

indicates the pattern matrix, where the pattern matrix presents the loadings which are 

of most interest to the researcher (Osborne, 2015). Researchers often use pattern 

matrices to interpret the results of exploratory factor analysis, given as the pattern 

matrix reflects the unique relationships between the observed variables and latent 

factors, and where all other latent variables have been eliminated from the 

analysis (Finch, 2020). Figure 5.1 illustrates Exploratory Factor Analysis. 

 

FIGURE 5.1: EXPLORATORY FACTOR ANALYSIS AND PATTERN 

COEFFICIENTS 

 

(Source: Knekta ET AL., 2019:17) 
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Looking at Figure 5.1, the double-headed arrow between the factors represents the 

correlation between the factors, where each uni-directional arrow between the factors 

and the items represents the unique correlation between the factor and the item, called 

the pattern coefficient (Knekta et al., 2019). ‘Pattern coefficients’ is a term generally 

used in exploratory factor analysis and ‘factor loading’ is a term used in confirmatory 

factor analysis, but they have the same meaning (Knekta et al., 2019). When a factor 

loading score is high, the variables better represent its dimensions (Yong & Pearce, 

2013).  

 

Factor loadings or pattern coefficients are parameters that describe the relationship 

between items and factors, where a high pattern coefficient or factor loading indicates 

that the item is well-explained by a particular factor and the guidelines for minimum 

pattern coefficient values range from 0.40 to 0.70. (Knekta et al., 2019). Using an alpha 

level of 0.01, two-tailed, a rotated factor loading for a sample size of at least 300 would 

need to be at least 0.32 to be considered statistically meaningful (Yong & Pearce, 

2013; Tabachnick & Fidell, 2007).  

 

The present research effort adopted the oblimin with Kaiser normalisation rotation 

method. Oblimin is commonly used (Finch, 2020; Jennrich & Sampson, 1966). In order 

to reduce cross-products of factor loading, oblimin is designed to yield a simple 

structure (Finch, 2020). According to Kaiser normalisation, each variable's loadings 

are divided by the square root of the communalities, so that each one has an equal 

impact on the rotation process (Dien, Beal & Berg, 2005). The term ‘communalities’ 

involves the total amount of variance a measured variable has in common with the 

constructs upon which the variable loads (Hair et al., 2014b). In situations where the 

loss of meaningful scale content is the result of model fit adjustments, construct 

content should be given precedence over model fit adjustments, particularly when 

scale development forms a significant part of the research objectives (Byrne, 2010; 

DeVellis, 2011; Hair et al., 2014b; Hair et al., 2010). 

5.8 METHOD OF DATA ANALYSIS  

 

In data analysis, it is necessary to draw inferences from the raw data (Wahyuni, 2012) 

and this would likely include identifying and measuring variation in a set of 
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variables  (Hair et al., 2014b). The majority of multivariate techniques are based on 

the statistical inference of values or relations among variables in a population, from a 

selected sample of a population, and from which inferences are sought by researchers 

(Hair et al., 2014b).  

 

In multivariate analysis, two or more variables are simultaneously analysed, where all 

the variables are random and are interrelated in a manner that makes it impossible for 

the different effects to be understood independently of one another (Hair et al., 2014d). 

As mentioned previously, variables represent measurements associated with 

individuals, companies, events, activities, situations and so on where the 

measurements are usually sourced from surveys or observations that collect primary 

data, but can also be sourced from secondary sources (Hair et al., 2017d). Exploratory 

factor analysis is a multivariate statistical approach (Williams et al., 2010) and 

structural equation modelling is a multivariate technique (Svensson, 2015), including 

covariance-based structural equation modelling (Cheung, 2015; Svensson, 2015; 

Zhang, Dawson & Kline, 2021). According to Hair et al. (2014a) the selection of a 

multivariate technique depends on the following: 

 

• Which technique should be used: Dependence or Interdependence. 

• The number of variables that are considered dependent in a given analysis. 

• In what way the variables, both dependent and independent, are going to be 

measured. 

 

Since the proposed theory of the present research effort entailed multiple variables, 

the present research effort adopted covariance-based structural equation modelling 

as the appropriate multivariate technique for analysing the empirical data, in order to 

test the proposed theory, while exploratory factor analysis was used for construct 

validity, concerning the variables in the present research effort. The next Section  

discusses structural equation modelling in more detail  

 

5.8.1 The Technique of Structural Equation Modelling 

 

As a summarised explanation, the technique of structural equation modelling is used 

to estimate relationships among sets of observed variables, and which characterise 
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the conceptual variables in statistical models (Hair & Sarstedt, 2019). It is 

recommended to employ structural equation modelling as an appropriate multivariate 

technique when the dependence technique is used and multiple relationships between 

dependent and independent variables are present (Hair et al., 2014c). The structural 

equation modelling approach, as mentioned earlier, is a multivariate analytical method, 

and is used to simultaneously test and estimate complicated causal relationships 

among variables, including situations where the relationships are hypothetical or 

cannot be directly observed (Sarstedt et al., 2016; Williams, Vandenberg & Edwards, 

2009). 

 

In structural equation modelling, a proposed theory about a phenomena is tested 

against actual reality concerning the phenomena (Svensson, 2015) and, thus, is a 

technique that facilitates the discovery and confirmation of correlations among many 

variables, involving simultaneous assessment of many variables and the relationships 

between them. In other words, through the use of structural equation modelling, a 

researcher is able to simultaneously examine and assess a series of interrelated 

dependence relationships among measured variables and latent constructs, as well 

as between multiple latent constructs, presented in a model that predicts a theory (Hair 

et al., 2014c). 

 

Structural equation modelling involves numerous estimation and testing methods 

(Christ, Lee, Lam & Zheng, 2014), such as exploratory factor analysis (Schreiber et 

al., 2006; Ullman, 2001), regression analysis (Schumacker & Lomax, 2010; Stein, 

Morris & Nock, 2012), multiple regression (Bollen & Noble, 2011; Hox & Bechger, 

2007; Nachtigall et al., 2003; Schreiber et al., 2006; Tomarken & Waller, 2005; Ullman, 

2001), structural regression (Khine, 2013; Raykov & Marcoulides, 2006), ANOVA 

(Bollen & Noble, 2011; Nachtigall et al., 2003), MANOVA (Nachtigall et al., 2003), path 

analysis (Hox & Bechger, 2007; Khine, 2013; Raykov & Marcoulides, 2006; 

Schumacker & Lomax, 2010; Stein et al., 2012; Schreiber, Nora, Stage, Barlow & King, 

2006; Tomarken & Waller, 2005; Ullman, 2006), confirmatory factor analysis (Hox & 

Bechger, 2007; Khine, 2013; Nachtigall et al., 2003; Schreiber et al., 2006; 

Schumacker & Lomax, 2010; Stein et al., 2012; Raykov & Marcoulides, 2006; 

Tomarken & Waller, 2005; Ullman, 2006) latent change (Khine, 2013; Raykov & 
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Marcoulides, 2006; Stein, Morris & Nock, 2012) and many others (Nachtigall, Kroehne, 

Funke & Steyer, 2003).  

 

In Chapter One, it was indicated in Section 1.4 that the statistical procedure of the 

present research effort entailed covariance-based structural equation modelling and 

was used to either confirm or reject the hypothesised relationships between the 

multiple independent variables and the dependent variable concerning the present 

research effort. The rest of Section 5.8.1 will discuss structural equation modelling 

from existing literature in greater detail, with special reference to covariance-based 

structural equation modelling.  

 

An integral part of structural equation modelling is a measurement model and a 

structural model (Karakaya-Ozyer & Aksu-Dunya, 2018; Kline, 2005). Furthermore, 

the structural equation modelling technique includes exploratory factor analysis and 

structural path analysis, which allows the simultaneous assessment of the 

measurement model and the structural model (Hair et al., 2017a; Lee et al., 2011). 

When using the structural equation modelling technique, a hypothesised model is 

developed which shows the relationship between the latent and observed variables, 

in both a directional and non-directional manner (Karakaya-Ozyer & Aksu-Dunya, 

2018).  

 

By utilising structural equation modelling, a researcher can simultaneously investigate 

multiple levels of dependency relationships, where a dependent variable could 

become an independent variable in subsequent relationships within the same 

analysis (Sarstedt et al., 2016; Shook, Ketchen, Hult & Kacmar, 2004) as well as 

relationships amongst many dependent variables (Jöreskog, Sorbom, du Toit & du 

Toit, 1999; Jöreskog, Sörbom, Sarstedt et al., 2016). In structural equation modelling, 

the aim is to determine whether a model can be used to explain the variation and 

covariation of observed and latent variables (Karakaya-Ozyer & Aksu-Dunya, 2018; 

MacCaluum & Austin, 2000). Structural equation modelling is a powerful tool for 

addressing both theory development and construct validaty (Karakaya-Ozyer & Aksu-

Dunya, 2018). Researchers are able to more effectively evaluate measurement 

models and structural paths by applying structural equation modelling techniques, 

chiefly when the structural model entails multiple dependent variables, latent 
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constructs that have multi-item indicator variables and multiple stages and levels of 

constructs in a structural model (Sarstedt et al., 2016). Benefits of structural equation 

modelling have being identified by various authors in existing literature: 

 

• Allows for simultaneous assessment of the measurement's quality and the 

examination of causal relationships among the constructs (Sarstedt et al., 

2016; Wang & Wang, 2019). 

• It provides researchers with a means of evaluating complex models in relation 

to all relationships in a data set (Sarstedt et al., 2016). 

• This method allows researchers to assess relationships between multi-item 

constructs while also reducing overall model error (Hair et al., 2014a; Sarstedt 

et al., 2016). 

• Allows simultaneous evaluation of all structural relationships and leads to more 

accurate results because it is inherently simpler (Sarstedt et al., 2016). 

• Allows for more exact evaluation of indicator variable loadings as well as the 

reliability and validity of measurement models (Sarstedt et al., 2016). 

• Is beneficial when examining mediating and moderating effects (Hair et al., 

2010a; Sarstedt et al., 2016). 

• Offers an integrative function (Bagozzi & Yi, 2012). 

• A latent variable model can be specified to estimate the relations between latent 

constructs and manifest indicators, in addition to the relations between 

constructs (Tomarken & Waller, 2005). 

• Aids researchers in specifying hypotheses and operationalising constructs with 

greater precision (Bagozzi & Yi, 2012). 

• Offers measures of global fit that can be used to provide a summary evaluation 

of even complicated models that involve a great number of linear 

equations (Tomarken & Waller, 2005). 

• Measures reliability in hypotheses testing in ways that go beyond averaging 

multiple measures of constructs  (Bagozzi & Yi, 2012). 

• Provides researchers with the ability to directly test their models  (Tomarken & 

Waller, 2005). 

• Provides guidance for exploratory and confirmatory research by combining self-

insight, modelling skills, and theory (Bagozzi & Yi, 2012). 
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• It can be applied to a broad range of data analytic tasks  (Tomarken & Waller, 

2005). 

• With this technique, it is possible to reduce the error in the model by examining 

the relationships between the many latent constructs (Hair et al., 2014a; Hair, 

Hult, Ringle & Sarstedt, 2014b), thus enabling the evaluation and, ultimately, 

the elimination of variables that possess weak measurement (Hair et al., 

2014d). 

• Provides new hypotheses that were not considered initially and opens up new 

directions for research  (Bagozzi & Yi, 2012). 

• Is best applied with experimental or survey research, cross-sectional or 

longitudinal studies, measurement or hypothesis testing endeavours, within or 

across group and institutional or cultural contexts (Bagozzi & Yi, 2012). 

 

It should be noted that structural equation modelling cannot be used to demonstrate 

the correctness of a model or to correct a poorly designed study (Tomarken & Waller, 

2005). Furthermore, even models that are well-fitted can contain problematic lower-

order components and can overlook and leave out important variables (Tomarken & 

Waller, 2005).  

 

Structural equation modelling methods include covariance-based structural equation 

modelling (Hair et al., 2014a; Hair et al., 2017a; Hair et al., 2017b; Jöreskog 1993; 

Jöreskog, 1978) and the variance-based partial least squares structural equation 

modelling (Hair et al., 2014a; Hair et al., 2017a; Hair et al., 201b7; Lohmöller, 1989). 

Covariance-based structural equation modelling can be called factor-based structural 

equation modelling while variance-based partial least squares structural equation 

modelling can be called component based structural equation modelling (McDonald, 

1996; Rigdon, 2012; Sarstedt,, Ringle, Smith, Reams, & Hair, 2014). The next Section 

will discuss covariance-based structural equation modelling and the partial least 

squares structural equation modelling in greater detail and will provide reasons why 

the researcher adopted the covariance-based structural equation modelling method 

as the appropriate multivariate technique, for analysing the empirical data. 
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5.8.1.1 Covariance-Based Structural Equation Modelling 

 

In structural equation modelling, covariance-based methods are employed to examine 

the complex relationships between observed and latent variables (Hair et al., 2019). A 

primary function of covariance-based structural equation modelling is to test the theory 

explaining relations between multiple constructs (Svensson, 2015). Covariance-based 

structural equation modelling assists with scale development, exploratory and 

confirmatory analyses, relative salience of latent constructs and in the evaluation of 

causal relationships (Hair et al., 2014a; Babin et al., 2008; Byrne, 2010; DeVellis, 

2011; Hair et al., 2010a). There are various features about covariance-based structural 

equation modelling that are likely to be appealing to a researcher, according to a 

number of authors. 

 

• It is an integration of several multivariate techniques (Cheung, 2015; Zhang et 

al., 2021). 

• It can accommodate formative indicators, but to ensure model identification, a 

researcher must follow distinct specification rules (Diamantopoulos & Riefler, 

2011; Hair et al., 2017b). 

• Structural models can be complex and interactive effects can be assessed (Hair 

et al., 2014a). 

• It is helpful in scale development, exploratory and confirmatory analyses, 

relative salience of latent constructs and the evaluation of causal relationships 

(Babin et al., 2008; Byrne, 2010; Devellis, 2011; Hair et al., 2010a; Hair et al., 

2014b). 

• When executed, the error terms are modelled for each indicator and loadings 

of the individual indicator are obtained, which enables the elimination of 

indicators with large error terms and/or low loadings, thus improving the quality 

of the latent constructs modelled (Hair et al., 2014a). 

• The confirmatory factor analysis stage allows all latent constructs to covary 

mutually and, thereby, permits quantitative assessment of both convergent and 

discriminant validity for each construct (Hair et al., 2014a). 

• The congeneric covariance model permits optimisation of correlations among 

constructs simultaneously (Bagozzi & Yi, 2012; Hair et al., 2010b; Hair et al., 

2014a; Wang & Wang, 2012). 
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• Can be applied to examine a moderating effect (Hair et al., 2014b). 

• Can account for measurement error in both the predictive and outcome 

variables (Grewal, Cote & Baumgartner, 2004; Zhang et al., 2021). 

• Facilitates assessment of theoretical models with second or even third order 

constructs (Hair et al., 2014a). 

• Allows for a series of contrasting models to be tested, interpreted and compared 

quantitatively (Mitchell, 1992; Zhang et al., 2021). 

• The empirical findings generated are frequently accepted as sound, providing 

both reliable and valid research findings (Svensson, 2015). 

 

A covariance-based structural equation model uses maximum likelihood estimation to 

reproduce the covariance matrix without focusing on explained variances (Sarstedt et 

al., 2016; Hair et al., 2011a). From a statistical point of view, the objective of the 

covariance-based structural equation modelling method is to estimate model 

parameters that reduce the differences between the observed sample covariance 

matrix and the covariance matrix (Hair et al., 2012; Hair et al., 2017b; Reinartz et al., 

2009) estimated after the revised theoretical model has been confirmed (Hair et al., 

2012; Hair et al., 2017b).  In covariance-based structural equation modelling, only the 

common variance of data is considered when estimating model parameters (Hair et 

al., 2019; Hair et al., 2017b). 

 

Covariance-based structural equation modelling uses theory, previous experience and 

research objectives to determine which independent variables predict the various 

dependent variables (Svensson, 2015), and that test and confirm theory (Babin & 

Svensson, 2012; Hair et al., 2017a; Hair et al., 2017b; Svensson, 2015) and is, 

therefore, a confirmatory method directed mostly by theory rather than by empirical 

results (Svensson, 2015), and strives to assess the level of appropriateness that the 

theory fits reality as shown by the data (Hair et al., 2010; Hair et al., 2017b; Svensson, 

2015). Thus, covariance-based structural equation modelling is a confirmatory 

approach (Hair et al., 2014b; Hair et al., 2019; Svensson, 2015) and is a parametric 

statistical method, hence, statistical significance is a standard output (Hair et al., 

2017b). Covariance-based structural equation modelling requires the specification of 

the theoretical model before the data analysis takes place (Sarstedt et al., 2016). 
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As mentioned before, the technique of covariance-based structural equation modelling 

empirically illustrates conceptual variables using common factors or constructs 

comprising of only common variance that describes the covariation among the related 

indicators (Hair et al., 2017a; Hair & Sarstedt, 2019; Sarstedt et al., 2016). 

Consequently, covariance-based structural equation modelling is based on the 

common factor model. Therefore, specific variance and error variance are always 

removed with this technique (Hair et al., 2017b). The limitations of covariance-based 

structural equation modelling have been identified, as per various authors. 

 

• Is not suitable for predictive modelling or research (Rigdon, 2012; Sarstedt et 

al., 2014). 

• Many indicators in a common factor model lead to a worse chi-square fit (Hair 

& Sarstedt, 2019). 

• Specification search is of rather poor quality (Sarstedt et al., 2014; Homburg & 

Dobratz, 1992). 

• Requires five to ten observations per indicator, therefore sample size 

requirements are large (Hair et al., 2014b). 

• Requires data to be normally distributed (Hair et al., 2014b). 

• Often eliminates relevant indicator variables, thereby reducing the validity of 

constructs (Sarstedt et al., 2016). 

• The specification of the original theoretically developed model in an effort to 

improve fit indices beyond the suggested threshold levels, arrives at a model 

with acceptable fit, and thus there is a conclusion of strong theory support, but 

the latter is a best-case scenario that likely cannot be applied to reality (Hair et 

al., 2017; Sarstedt et al., 2014). 

• Factor score indeterminacy leads to unsuitability for prediction (Bollen, 1987; 

Chen, Bollen, Paxton, Curran & Kirby, 2001; Hair et al., 2017; Krijnen, Dijkstra 

& Gill, 1998; Reinartz et al., 2009). 

• Measurement model difficulties (Hair et al., 2017b). 

• Undertaking maximum likelihood or generalised least squares, the estimation 

of the set of model parameters requires a set of assumptions to be fulfilled, 

notably, normal distribution and sample size (Reinartz et al., 2009), where the 
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violation of assumptions means alternatives, such as the partial least squares 

methods (Reinartz et al., 2009), are better to use (Reinartz et al., 2009). 

• Can result in covariances of zero among indicators or equivalent models when 

formative measurements are predominant (Maccallum & Browne, 1993; 

Reinartz et al., 2009). 

• Is likely to produce biased estimates when estimating data generated from a 

composite model (Sarstedt et al., 2016). 

• Not suited for estimating formative measurement models (Hair et al., 2012; 

Peng & Lai, 2012; Reinartz et al., 2009; Sarstedt et al., 2016). 

• A weak construct can influence all parameter estimates and latent variable 

estimates (Reinartz et al., 2009). 

• Maximum likelihood-based covariance-based structural equation modelling 

with non-normally distributed indicators, may show that standard errors can be 

inflated (Babakus, Ferguson, & Jöreskog, 1987; Reinartz et al., 2009). 

• When inadmissible results are developed or do not converge with complex 

models and small sample sizes, the partial least squares structural equation 

modelling method will be required (Hair et al., 2019; Sarstedt, Hair, Ringle, 

Thiele & Gudergain, 2016; Henseler, Dijkstra, Sarstedt, Ringle, 

Diamantopoulos & Straub, 2014; Reinartz et al., 2009). 

• The removal of specific variance could have being used to predict dependent 

variables in the theoretical model (Hair et al., 2017b). 

 

As mentioned previously, the present research effort adopted the covariance-based 

structural equation modelling method for data analysis. Covariance-based structural 

equation modelling methods are adopted to test theory that describes the relationships 

between multiple constructs (Svensson, 2015), which is in accordance with achieving 

the research objectives set out in Chapter One. The next Section will discuss the 

second of the structural equation modelling techniques. 

 

5.8.1.2 Partial Least Squares Structural Equation Modeling 

 

As noted before, partial least squares structural equation modelling methods are also 

known as composite-based structural equation modelling methods (Hair & Sarstedt, 
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2019; Wold, 1982). Partial least squares structural equation modelling methods are 

prediction-oriented (Hair et al., 2017a; Rigdon, 2012; Sarstedt et al., 2014; Sarstedt et 

al., 2014), used to develop theories (Hair et al., 2017a; Hair et al., 2017b; Hair, 

Sarstedt, Pieper & Ringle, 2012a; Svensson, 2015), used in exploratory research (Hair 

et al., 2017; Hair et al., 2014a; Rigdon, 2012; Sarstedt et al., 2014; Svensson, 2015), 

and focuses on explaining the variance in the dependent variables when examining a 

model (Hair et al., 2017b), and is used for confirmatory research (Hair et al., 2017b; 

Sarstedt et al., 2014).  

 

Partial least squares structural equation modelling methods are not applicable when 

there are latent variables in the analysis but rather are applicable with block variables 

and estimates model parameters to maximise the variance explained for all 

endogenous constructs in the model through a series of ordinary, least squares 

regressions. No assumptions concerning the distribution or measurement scale of 

observed indicators are required (Reinartz et al., 2009), and these methods are 

suitable in finding and evaluating causal relationships (Hair et al., 2011; Hair et al., 

2013; Hair et al., 2014b), and are designed for research that is simultaneously data-

rich and theory-primitive (Sarstedt et al., 2014; Wold 1985). Partial least squares 

structural equation modelling uses the total variance to estimate parameters (Hair et 

al., 2019), explains the variance in the dependent variables when examining a model 

(Hair et al., 2014b; Svensson, 2015), uses a regression-based ordinary least squares 

estimation method that explains the latent constructs variance by minimising the error 

terms and maximising the R² values of the endogenous constructs (Hair et al., 2014b; 

Ringle et al., 2012; Sarstedt et al., 2016), and uses the total variance to develop linear 

combinations of indicators to form composite variables that represent conceptual 

variables (Hair, Ringle & Fritze, 2019 ;Hair & Sarstedt, 2019; Hwang, Sarstedt, Cheah 

& Ringle, 2019; Khan, Sarstedt, Shiau, 2019;). 

 

Thus, the partial least squares structural equation modelling method is based on the 

composite model (Hair et al., 2017a; Hair et al., 2017b; Hair et al., 2017c; Henseler et 

al., 2014; Rigdon, 2012; Rigdon et al., 2014), which eases the assumption 

requirements of covariance-based structural equation modelling methods (Hair et al., 

2017b; Henseler et al., 2014; Rigdon et al., 2012; 2014), and includes common, 

specific, and error variance and, therefore, uses all variance from the independent 
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variables that can predict the variance in the dependent variables (Hair et al., 2017b). 

The partial least squares structural equation modelling method linearly combines 

indicators to form composite variables (Sarstedt et al., 2016; Lohmöller, 1989), and 

serves as proxies for the concepts under investigation (Rigdon, 2016; Sarstedt et al., 

2016). The objective is to maximise the variance explained in the dependent variables 

(Hair et al., 2012a; Hair et al., 2017b). The benefits of the partial least squares 

structural equation modelling method are the following, according to numerous 

authors: 

 

• When the estimation of complex models with many latent variables and 

indicators is required (Hair et al., 2017b). 

• Creates composite constructs that include theory-based indicator variables 

(Rigdon, 2012; Sarstedt et al., 2016;), while still optimising predictiveness 

(Rigdon, 2012; Sarstedt et al., 2016). 

• Incorporates single-item measures (Hair et al., 2014b; Ringle et al., 2013; 

Sarstedt et al., 2016). 

• Handles formative and reflective measurement models and is the main 

approach when the hypothesised model incorporates formative measures (Hair 

et al., 2017b). 

• Deals with unlimited number of formative indicators (Reinartz et al., 2009). 

• Does not suffer from improper solutions and factor indeterminacy (Reinartz et 

al., 2009). 

• More robust in the presence of inappropriately operationalised constructs 

(Reinartz et al., 2009). 

• Greater statistical power (Reinartz et al., 2009). 

• No requirements regarding the distribution or measurement scale of indicators 

used (Dijkstra, 1983; Reinartz et al., 2009). 

• Missing value treatment procedures can be used when there is missing data 

(Hair et al., 2017a). 

• The multistage estimation process ensures that the inclusion of formatively 

measured endogenous constructs is not an issue (Hair et al., 2017a; Rigdon et 

al., 2014). 
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Despite all the benefits of the partial least squares structural equation modelling 

method, the primary focus of the present research effort was the test of a theory about 

variable relationships, since partial least squares structural equation modelling is used 

to develop theories (Hair et al., 2012a; Hair et al., 2017a; Hair et al., 2017b; Svensson, 

2015), while covariance-based structural equation modelling uses theory, past 

experience and research objectives to distinguish which independent variables predict 

each dependent variable (Svensson, 2015) and, thus, tests and confirms the theory 

(Babin & Svensson, 2012; Hair et al., 2017a; Hair et al., 2017b; Svensson, 2015). 

There are limitations applicable to the partial least squares structural equation 

modelling method, as indicated by various authors: 

 

• The inclusion of some error variance (Hair et al., 2017a). 

• Is a non-parametric method, and this hinders the determination of inference 

statistics (Hair et al., 2017a). 

• Lacks a global scalar function that is used to see if a model fits the data 

(Sarstedt et al., 2014). 

• Goodness-of-fit measures cannot separate valid models from invalid models 

(Henseler & Sarstedt, 2013; Sarstedt et al., 2014; Tenenhaus, Vinzi, Chatelin 

& Lauro, 2005). 

• Methodological limitations that restrict flexibility to specify models (Sarstedt et 

al., 2014). 

• Produces biased estimates if a common factor model holds (Sarstedt et al., 

2016). 

• Results in inconsistent parameter estimates if the number of indicators per 

construct and the sample size are not infinitely large (Reinartz et al., 2009; 

Wold, 1975). 

• Underestimates the parameters of the structural model and overestimate those 

of the measurement model (Reinartz et al., 2009; Dijkstra, 1983). 

• Does not account for measurement error (Hair & Sarstedt, 2019). 

• More observed variables produce a high degree of collinearity, which leads to 

inflated standard errors and unstable parameter estimates (Hair & Sarstedt, 

2019). 
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• Estimating factor model data using composite-based structural equation 

modelling methods produces biased parameter estimates (Hair & Sarstedt, 

2019; Rigdon, Sarstedt & Ringle, 2017; Sarstedt et al., 2016). 

 

Both the covariance-based structural equation modelling and the partial least squares 

structural equation modelling methods have been discussed. Benefits and limitations 

are provided for methods. The next Section provides a guideline regarding choosing 

a method.  

 

5.8.1.3 Choosing a Method 

 

In the following Section, guidelines are provided as to when a researcher should 

choose each method. Towards the end of the Section, situations where either method 

can be used, are indicated. A researcher would choose covariance-based structural 

equation modelling, with regards to certain situations, according to various authors. 

 

• Explanatory research (Hair et al., 2017a; Hair, Hollingsworth, Randolph & 

Chong, 2017b). 

• When the measurement philosophy equates to common variance (Hair et al., 

2017a; Hair et al., 2017b). 

• Theory testing, theory confirmation, or theory comparison (Hair et al., 2017b; 

Hair et al., 2011). 

• When error terms are likely to require additional specification (Hair et al., 2017b; 

Hair et al., 2011). 

• When the structural model entails circular relationships (Hair et al., 2017; Hair, 

et al., 2011). 

• When global goodness-of-fit criterion is required (Hair et al., 2017b; Hair, Ringle 

& Sarstedt, 2011). 

 

With regards to the following situations, researchers should select the partial least 

squares structural equation modelling method, as indicated by numerous authors. 
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• Testing a theoretical framework from a prediction perspective (Hair et al., 2019; 

Hair et al., 2017a; Hair, Hollingsworth, Hair, Ringle & Sarstedt, 2011; Randolph 

& Chong, 2017b). 

• If a model lacks a sound theoretical foundation and if the direction of the 

relationship between variables cannot be determined (Sarstedt et al., 2016). 

• The identification of unobserved heterogeneity (Hair et al., 2016a; Hair et al., 

2017a; Matthews, Sarstedt, Ringle & Hair, 2016a; Sarstedt, Becker, Ringle & 

Schwaiger, 2011a). 

• When the structural model is complicated involving lots of constructs, indicators 

and model relationships (Hair et al., 2011; Hair et al., 2017b; Hair et al., 2018; 

Hair et al., 2019;). 

• Exploratory research (Hair et al., 2017a; Hair et al., 2019). 

• Explanatory research and a prediction perspective, but together (Hair et al., 

2017a; Hair et al., 2017b; Hair, Hollingsworth, Randolph & Chong, 2017c; 

Rigdon, 2012). 

• Composite-based (Hair et al., 2017; Hair et al., 2017b). 

• Formative model specification (Hair et al., 2017a; Hair et al., 2017b; Hair et al., 

2017b; Hair et al., 2011). 

• The path model includes many formatively measured constructs (Hair et al., 

2019). 

• Financial ratios or similar types of data artifacts are present (Hair et al., 2019). 

• Secondary data, which lacks a comprehensive substantiation on the grounds 

of measurement theory (Hair et al., 2019; Hair et al., 2017c). 

• Small populations restricting sample sizes (Hair et al., 2019). 

• Smaller samples (Hair et al., 2017a; Hair et al., 2017b; Hollingsworth et al., 

2017b; Hair et al., 2011; Ringle, Sarstedt & Straub, 2012), less than one 

hundred (Hair et al., 2017a; Hair et al., 2017b; Ringle, Sarstedt & Straub, 2012); 

• Non-metric data (Hair et al., 2017a; Hair et al., 2017c; Hollingsworth, Randolph 

& Chong, 2017b). 

• Formatively measured constructs (Hair et al., 2017b; Hair et al., 2019). 

• For estimating relationships among conceptual variables (Hair & Sarstedt, 

2019). 



717 
 

• Higher order constructs equals two first order constructs (Hair et al., 2017a; 

Hair, et al., 2017b). 

• Continuous moderators (Hair et al., 2017a; Hair, 2017b). 

• Distribution issues, lack of normality (Hair et al., 2019; Hair et al., 2017a; Hair 

et al., 2017b;  Hair et al., 2017c; Hair et al., 2014b; Hair, Ringle & Sarstedt, 

2011). 

• Latent variable scores are required for follow-up analyses (Hair et al., 2011; 

Hair et al., 2017a; Hair et al., 2017b; Hair et al., 2017c; Hair et al., 2019). 

 

There are situations where either method would be acceptable. This is indicated by a 

number of authors. 

 

• Unobserved conceptual variables are present as well as when estimating 

mediating effects (Hair & Sarstedt, 2019; Hair et al., 2019b). 

• Reflective model specification (Hair et al., 2017a; Hair et al., 2017b). 

• Metric data (Hair et al., 2017a; Hair et al., 2017b). 

• Larger sample sizes, greater than one hundred (Hair et al., 2017a; Hair et al., 

2017b). 

• Binary modertators are present (Hair et al., 2017a; Hair et al., 2017b). 

• Data is normally distributed (Hair et al., 2017a; Hair et al., 2017b). 

• Higher order constructs equate to three or more first order constructs (Hair et 

al., 2017a; Hair et al., 2017b). 

 

The present research effort adopted the covariance-based structural equation 

modelling method because the objective of the study entailed explanatory research. 

The study goal was theory testing and theory confirmation, the sample size was large, 

the study entailed measuring metric data and reflective model specification. “With 

reflective indicators, the direction of the arrows is from the construct to the indicator 

variables, indicating the assumption that the construct causes the measurement (more 

precisely, the covariation) of the indicator variables” (Hair et al., 2017d: 13). 
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5.8.2 The Role of Theory in Structural Equation Modelling 

 

It is crucial that the analytical framework for structural equation modelling is based on 

a sound theoretical foundation (Hair et al., 2014c). So, in other words, for the structural 

equation modelling technique to be effective, it must be based on some sort of a theory 

since all relationships are required to be specified before the structural equation 

modelling model is able to be estimated (Malhotra et al., 2014). In this context, a theory 

is a systematic set of relationships providing a consistent and comprehensive 

explanation of phenomena being studied, where in practice, a theory is where the 

researcher specifies a set of dependence relationships, explaining outcomes and 

where it is based on ideas derived from existing empirical research, past experiences, 

observations, attitudes and other relevant theories (Hair et al., 2014c). Theories are 

developed in terms of hypothetical constructs that cannot be observed or measured 

directly, where the measurement of a hypothetical construct is done so indirectly 

through observable indicators that accurately represent the construct (Jöreskog et al., 

2016). In summary, a theory specifies how the various constructs are hypothesised to 

be interrelated (Jöreskog et al., 2016). 

 

As mentioned earlier, the development of a model should be based on a theory (Hair 

et al., 2014b). In other words, a model should not be developed for use with 

covariance-based structural equation modelling without considering the theory that 

motivates such a model, hence, the theory is vital for developing the specifications of 

measurement and structural models. So one can say with certainty that the 

measurement and structural properties of a model through covariance-based 

structural equation modelling is deduced from previous studies and existing theory 

(Svensson, 2015). Covariance-based structural equation modelling methods, as 

previously stated, are confirmatory approaches that require the specification of the 

theoretical model before undertaking the data analysis (Sarstedt et al., 2016). 

According to Hair et al. (2014a), the following aspects address roles played by theory 

in structural equation modelling:  

 

• The specification of relationships that define the model. 

• The establishment of causation, using cross-sectional data. 

• Developing a modelling strategy.  
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5.8.3 The Stages of Structural Equation Modelling 

 

Numerous studies and authors have provided steps and stages in conducting 

structural equation modelling analysis. Schumacker and Lomax (2010) identify the five 

steps or processes concerning the basic building blocks of structural equation 

modelling as; model specification, model identification, model estimation, model 

testing and model modification. Ullman and Bentler (2013) provide a four-stage 

general process of modelling, i.e.; model specification, model estimation, model 

evaluation and model modification. Burnham and Anderson (2013) and Zhang et al. 

(2021) stipulate four main steps for model development. These are; model formulation, 

model specification, model estimation and model evaluation. Section 5.8.3 describes 

a six-stage decision process concerning structural equation modelling. According to 

Svensson (2015), Hair et al., (2014a) and Hair, Black, Babin, Anderson and Tatham 

(2010) the six stages of conducting structural equation modelling are as follows: 

 

Stage One: Define individual constructs. 

Stage Two: Develop the overall measurement model. 

Stage Three: Design a study to produce empirical results. 

Stage Four: Assess the measurement model validity. 

Stage Five: Specify the structural model. 

Stage Six: Assess structural model validity. 

 

The model is estimated, evaluated and modified, where objectives of an analysis can 

be to test a model, to test specific hypotheses, to modify an existing model or to test 

a set of related models (Ullman & Bentler, 2013). The next Section starts with Stage 

One of the decision-making process concerning structural equation modelling. 

 

5.8.3.1 Stage One: Defining Individual Constructs 

 

Stage One entails determining the items to be used as the measured variables or 

indicators and thus requires the operationalising of the constructs, where 

operationalising a construct occurs by selecting the measurement scale items and 

type and commences with an appropriate and accurate theoretical definition of the 
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constructs involved, taken from existing research scales found in the literature and 

new scales that are developed and undergo a pretest (Hair et al., 2014b).  

 

A well-founded theory is the basis for credible measurement or structural properties of 

a research model, which is then used to test the theory of the model by means of the 

covariance-based structural equation modelling method (Hair et al., 2014b; Svensson, 

2015), and that includes bits and pieces of literature and findings from various existing 

empirical studies and different sources of theory which is then consolidated into the 

development of a model to be tested. The measurement and structural properties are 

selected arbitrarily from different sources that are not necessarily interconnected, but 

are melded together since it is usually assumed that the measurement and structural 

properties are all linked together, provided that the source is credible and it is obvious 

that the information gathered from the source is related to the particular scientific 

inquiry (Svensson, 2015). 

 

The present research effort presented the theoretical conceptual model in Chapters 

One and Four, illustrating all the constructs. In the present research effort, the 

constructs were noted to be; The Perceived Likelihood of a Distressed Commercial 

Property Financial Recovery, Obsolescence Identification, Capital Improvements 

Feasibility, Tenant Mix, Triple Net Leases, Concessions, Property Management, 

Contracts, Business Analysis, Debt Renegotiation, Cost-Cutting, Market Analysis, 

Strategic Planning and Demography. The present research effort developed new 

scales for all the constructs. The constructs were developed from existing literature, 

as seen in Chapters Three and Four and the operationalisation of the constructs was 

conducted in Section 5.6. A 7-point Likert Scale was adopted to measure the attitudes 

of the respondents for each construct. A pre-test was conducted to ascertain whether 

the items of the constructs behaved statistically as expected. Covariance-based 

structural equation modelling strives to assess how well the theory fits reality as 

represented by the data (Hair et al., 2010b; Svensson, 2015). The rest of Section 5.8 

will elaborate on developing and testing the measurement and structural models 

respectively. 

 

5.8.3.2 Stage Two: Developing the Overall Measurement Model 
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The next step is to specify a measurement model, which articulates how to measure 

the construct with a set of indicators, and which are derived from Step One (Jarvis, 

MacKenzie & Podsakoff, 2003; MacKenzie, 2003; Sarstedt et al., 2016). Measurement 

models specify the indicators for all the constructs and enable the assessment of 

construct validity. This is a major steps in a complete, structural model analysis (Hair 

et al., 2014b). Measurement models thus represent the relationships between each 

latent variable construct and the associated indicator variables, depicting the latent 

construct (Hair et al., 2017d; Karakaya-Ozyer & Aksu-Dunya, 2018). Measurement 

models are developed based on existing scales of construct applications or new 

scales, in other words, the measurement model is likely to consist of definitions, 

constructs, items and indicators (Svensson, 2015). The measurement model is 

purposed to be a confirmatory factor analysis model which confirms if the data is to fit 

the proposed model (Karakaya-Ozyer & Aksu-Dunya, 2018). Attaining model fit with 

secondary data measures is unlikely when using covariance-based structural equation 

modelling methods and, furthermore, the use of secondary data does not provide the 

opportunity to revise or refine the measurement model to achieve a model fit (Hair et 

al., 2019d). 

 

The measurement model must be developed before estimating paths in a structural 

model (Adelodun, Obilade & Awe, 2013; Stevens, 2009). Stage Two of Structural 

Equation Modeling essentially involves assigning individual variables to constructs 

(Hair et al., 2014). Therefore, with the scale items specified in Stage One, the 

measurement model must be specified in Stage Two (Hair et al., 2014b), since 

constructs are not directly observed (Hair et al., 2017d). Additionally, the measurement 

model specifies the rules of correspondence between measured and latent variables 

and enables the use of any number of variables for a single independent or dependent 

construct (Hair et al., 2014b). Once the constructs are appropriately defined, then the 

model is used to assess the extent of measurement error (Hair et al., 2014b).  

 

The common factor model estimation approach is used to confirm the measurement 

philosophy underlying the reflective measurement model (Sarstedt et al., 2016). 

Covariance-based structural equation modelling methods use graphic interface to 

determine the measurement and structural properties of the models consisting of 

constructs, items and indicators and paths, where a path model is drawn to provide a 
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graphical representation of reality and the theory combined, which is tested 

(Svensson, 2015).  

 

In Stage Two, each latent construct to be included in the model is thus identified and 

the measured indicator variables are assigned to each of the latent constructs and can 

be represented using equations or a path diagram, where a path diagram is the visual 

portrayal of the relationships as shown in Figure 5.2 (Hair et al., 2014b). Path diagrams 

are fundamental to structural equation modelling methods since path diagrams portray 

the hypothesised set of relationships in the model, are helpful in clarifying ideas about 

the relationships among the variables and are directly translated into the equations 

needed for the analysis (Ullman & Bentler, 2013). 

 

The depiction of a set of relationships in a path diagram involves a combination of 

dependence and correlational relationships among the exogenous and endogenous 

constructs portrayed in the model (Hair et al., 2014b). There are basic principles 

involved in constructing a diagram concerning a measurement model. 

 

• Factors that have two or more indicators are called latent variables, constructs 

or unobserved variables (Ullman & Bentler, 2013). 

• Constructs are represented by ovals or circles (Hair et al., 2014b). 

• Measured variables, also called observed variables, indicators or manifest 

variables, are represented by squares or rectangles (Hair et al., 2014b; Ullman 

& Bentler, 2013). 

• In distinguishing the indicators for endogenous versus exogenous constructs, 

measured variables for exogenous constructs are referred to as X variables, 

whereas endogenous construct indicators are referred to as Y variables (Hair 

et al., 2014b). 

• The X and Y measured variables are associated with the respective constructs 

by a straight arrow from the construct to the measured variable. In other words, 

by applying the path diagram concept, one or more arrows lead into the 

endogenous construct (Hair et al., 2014a). 
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FIGURE 5.2: MEASUREMENT RELATIONSHIP BETWEEN CONSTRUCTS AND 

MEASURED VARIABLES 

 

(Source: Hair et al., 2014) 

 

An example of the path diagram of the measurement model regarding the present 

research effort will be provided in Chapter Six. The next Section entails deciding on 

various aspects concerning the study design of the covariance-based structural 

equation modelling method adopted in the present research effort. 

 

5.8.3.3 Stage Three: Designing a Study to Produce Empirical Results 

 

With the basic model specified in terms of constructs and measured variables and 

indicators in Stage Two, the research now turns attention to issues involved with 

research design and model estimation (Hair et al., 2014a). According to Hair et al., 

(2014a), Stage Three has certain requirements: 
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• Choosing either metric and non-metric data, where measured variables are 

restricted to metric data since metric data is directly amenable to the calculation 

of covariances among items. 

• Choosing either a covariance and correlation matrix, where a covariance matrix 

is recommended by Hair et al., (2014a). 

• Determining what the impact is of data that is missing and how this shall be 

remedied. 

• Determine the sample size, where a size between 100 and 400 observations or 

respondents is suggested by Hair et al., (2014a). 

• Determine and communicate the theoretical model structure to the computer 

program being used in the analysis, where path diagrams can be useful and 

the model parameters can be specified, to be estimated. 

• The estimation method must be chosen; the mathematical algorithm that will be 

used to identify estimates for each free parameter, and where maximum 

likelihood estimation is the most effective approach and is the default in most 

structural equation modelling programs, according to Hair et al. (2014a). 

• Choose the computer program, with LISREL (linear structural relations) being 

the most popular, according to Hair et al, (2014a). 

 

Researchers should consider the complexity of a model (Karakaya-Ozyer & Aksu-

Dunya, 2018; Ullman & Bentler, 2013), the independence assumptions (Ullman & 

Bentler, 2013), the sample size and distribution of data (Karakaya-Ozyer & Aksu-

Dunya, 2018; Ullman & Bentler, 2013), to decide which estimation method is 

appropriate (Karakaya-Ozyer & Aksu-Dunya, 2018). The maximum likelihood 

estimation method is used in various statistical programs, such as LISREL, where the 

estimation produced by maximum likelihood is reliable and robust with respect to 

moderate violations of normality as long as the sample has at least 100 observations 

(Anderson & Gerbing, 1988; Malhotra et al., 2014). 

 

Maximum likelihood is adopted to successfully construct statistical estimators for 

parameters (Bertsimas & Nohadani, 2019). Maximum likelihood estimation, an 

effective estimation method (Davcik, 2014; Green, 2015; Karakaya-Ozyer & Aksu-

Dunya, 2018;), assumes that data is drawn from a multivariate, normal population 
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(Karakaya-Ozyer & Aksu-Dunya, 2018). Covariance-based structural equation 

modelling includes the maximum likelihood procedure with the objective of minimising 

the difference between the observed and estimated covariance matrices, as opposed 

to maximising explained variance (Hair et al., 2014a).  

 

Maximum likelihood-based covariance-based structural equation modelling would 

most likely require normally distributed and interval-scaled variables (Dijkstra, 1983; 

Fornell & Bookstein, 1982; Reinartz et al., 2009), although according to Chou, Bentler 

& Satorra (1991), Olsson, Foss, Troye & Howell (2000) and Hair et al. (2019), 

maximum likelihood estimation with covariance-based structural equation modelling is 

robust against violations of normality, but however, will need larger sample sizes 

(Boomsma & Hoogland, 2001; Hair et al., 2019), notably, at least 200 observations or 

respondents to avoid non-convergence and improper solutions (Boomsma & 

Hoogland, 2001; Reinartz et al., 2009).  

 

Maximum likelihood provides greater efficient and more stable results when the data 

is normally distributed (Karakaya-Ozyer & Aksu-Dunya, 2018). Severe outliers can 

cause non-normal data distribution, hence, examining and handling outliers are crucial 

to meet the normality assumption for maximum likelihood estimation methods 

(Karakaya-Ozyer & Aksu-Dunya, 2018). Although the maximum likelihood parameter 

estimates are robust against non-normality, the standard errors and chi-squares tend 

to be large. Therefore, it is recommended that the maximum likelihood method with 

robustified standard errors and chi-squares, which is called robust maximum 

likelihood, be used (Jöreskog et al., 2016).  

 

Robust maximum likelihood is an estimation method used in situations where the data 

deviates from normality (Jöreskog & Sörbom, 1996; Karakaya-Ozyer & Aksu-Dunya, 

2018; Muthen, 1984). Robust maximum likelihood methods are instrumental to the 

success of the application to construct estimators that are intrinsically robust against 

sources of uncertainty, since such methods maximise the worst-case likelihood 

(Bertsimas & Nohadani, 2019).  

 

The present research effort adopted metric data and interval scales. Covariance-

based structural equation modelling was used in the present research effort. There 
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was no missing data and the sample size was 391 respondents. The researcher used 

robust maximum likelihood estimation to estimate the model parameters. The LISREL 

computer program was utilised. For data entry, either a correlation matrix or a 

covariance matrix must be chosen, where substantial statistical theory that supports 

the development of the structural equation modelling technique, assumes that the 

analysis should apply to a covariance matrix (Malhotra et al., 2014). 

 

5.8.3.4 Stage Four: Assessing the Measurement Model Validity 

 

In the present research effort, an assessment of the measurement fit of the model of 

important factors that influence The Perceived Likelihood of a Distressed Commercial 

Property Financial Recovery, would need to be conducted during Stage Four. “It is 

about whether the proposed theory is true or not. ‘Reality’ refers here to empirical 

findings in previous research and existing theory. They are based on an observed 

covariance matrix providing unstandardized estimates, and are about the actual reality 

(i.e. data).” (Svensson, 2015: 450). A good fitting model is a model that is reasonably 

consistent with the data and, therefore, is unlikely to require respecification (Adelodun 

et al., 2013; Stevens, 2009).  

 

Covariance-based structural equation modelling methods rely on model fit (Hair et al., 

2019a; Hair et al., 2019b), based on minimising the divergence between observed and 

estimated covariance matrices (Hair et al., 2019a; Hanafi, 2007; Sarstedt et al., 2014b; 

Tenenhaus & Tenenhaus, 2011). Stage Four entails assessing goodness-of-fit and 

construct validity of the measurement model (Hair et al., 2014b). To assess overall 

model fit, goodness-of-fit indices are used (Karakaya-Ozyer & Aksu-Dunya, 2018). 

Covariance-based structural equation modelling fit is based on the accurate estimation 

of the observed covariance matrix (Hair et al., 2014a; Sarstedt et al., 2016). Thus, for 

covariance-based structural equation modelling, goodness-of-fit is the appropriate 

measure to evaluate measurement models (Hair et al., 2017b). Goodness-of-fit 

indicates the level of effectiveness and accuracy that the specified model reproduces 

in the observed covariance matrix among the indicator items (Hair et al., 2014b). Once 

a specified model is estimated, model fit compares the theory to reality by assessing 

the similarity of the estimated covariance matrix to reality and the greater the similarity 

of the values between the two matrices, the better model fit (Hair et al., 2014b). By 
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calculating a range of goodness-of-fit statistics, covariance-based structural equation 

modelling can confirm the theoretical model (Sarstedt et al., 2016). 

 

According to Hair et al. (1992), anaka (1993), Marsh, Hau & Wen (2004), Schumacker 

& Lomax (2010),  Adelodun et al., (2013) and Hair et al., (2014b), there are several 

types of fit indices, notably absolute fit indices (model fit measures), incremental fit 

indices (relative fit indices; model comparison measures) and parsimony fit indices 

(model parsimony measures).  

 

(a) Absolute Fit Indices 

 

Absolute fit indices, also known as model fit, are direct measures of the level of 

accuracy that the specified model reproduces from the observed data (Hair et al., 

2014b; Hooper, Coughlan & Mullen, 2008; McDonald & Ho, 2002). In other words, the 

degree to which the sample variance and covariance data fit the structural equation 

model (Schumacker & Lomax, 2010) and reveal which proposed model is the best fit 

(Hooper et al., 2008). Absolute fit indices are critical indicators of how well a theory fits 

the data (Hooper et al., 2008) and does not depend on comparison with a baseline 

model but instead measures how well the model fits in comparison to no model at all 

(Hooper et al., 2008; Jöreskog & Sörbom, 1993). 

 

The criteria used for absolute fit indices are chi-square (χ2) (Hair et al., 2014c; Hooper 

et al., 2008; Jöreskog & Sörbom, 1989; Schumacker & Lomax, 2010), the goodness-

of-fit index (Adelodun et al., 2013; Hair et al., 2014c; Hooper et al., 2008; Jöreskog & 

Sörbom, 1989; Karakaya-Ozyer & Aksu-Dunya, 2018; Schumacker & Lomax, 2010), 

the adjusted goodness-of-fit index (Adelodun et al., 2013; Hooper et al., 2008; 

Jöreskog & Sörbom, 1989; Karakaya-Ozyer & Aksu-Dunya, 2018; Schumacker & 

Lomax, 2010), the root-mean-square residual index (Adelodun et al., 2013; Hair et al., 

2014b; Jöreskog & Sörbom, 1989; Karakaya-Ozyer & Aksu-Dunya, 2018;; 

Schumacker & Lomax, 2010;), root mean square error of approximation (Hair et al., 

2014c; Hooper et al., 2008; Karakaya-Ozyer & Aksu-Dunya, 2018), standardised root 

mean residual (Adelodun et al., 2013; Hair et al., 2014a), normed chi-square 

techniques (χ2 / df ratio) (Adelodun et al., 2013; Hair et al., 2014a), Hoelter’s ‘Critical 

N’ (Adelodun et al., 2013), Akaike’s Information Criterion (Adelodun et al., 2013), the 
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Bayesian Information Criterion (Adelodun et al., 2013) and the Expected Cross-

validation Index (Adelodun et al., 2013). 

 

(b) Incremental Fit Indices 

 

Incremental fit indices assess how accurately the estimated model fits relative to a 

alternative baseline model that assumes all observed variables are uncorrelated (Hair 

et al., 2014c). Thus, incremental fit compares the chi-square value to a baseline model 

(independent model and null model) (Adelodun et al., 2013; Hooper et al., 2008), 

where the null hypothesis indicates that all variables are uncorrelated (Hooper et al., 

2008; McDonald & Ho, 2002). The null model is any model that establishes a baseline 

from which other alternative models are expected to differ (Schumacker & Lomax, 

2010). 

 

The indices include, the normed fit index (Baumgartner & Homburg, 1996; Hair et al., 

2014b; Hooper et al., 2008; Karakaya-Ozyer & Aksu-Dunya, 2018), Tucker Lewis 

index (Adelodun et al., 2013; Baumgartner & Homburg, 1996; Hair et al., 2014b; 

Karakaya-Ozyer & Aksu-Dunya, 2018; Schumacker & Lomax, 2010), relative 

noncentrality index (Hair et al., 2014), comparative fit index (Hooper et al., 2008; 

Schumacker & Lomax, 2010), Bollen’s Incremental Fit Index (Adelodun et al., 2013), 

the Bentler-Bonett Nonnormed Fit Index (Adelodun et al., 2013; Schumacker & Lomax, 

2010), and the Bentler-Bonett Normed Fit Index (Adelodun et al., 2013; Schumacker 

& Lomax, 2010). 

 

(c) Parsimony Fit Indices 

 

Parsimony fit indices are designed to provide information about which model among 

the competing models is best, taking into account the fit relative to the complexity of 

the model (Hair et al., 2014b). Having a close-to saturated, complex model indicates 

that the estimation process is dependent on the sample data (Hooper et al., 2008) and 

results in a less rigorous theoretical model that paradoxically produces better fit indices 

(Crowley & Fan, 1997; Hooper et al., 2008; Mulaik et al., 1989). Basically, an over-

identified model is compared with a restricted model (Schumacker & Lomax, 2010). 

Parsimony fit indices include; adjusted goodness of fit index (Hair et al., 2014b; 
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Schumacker & Lomax, 2010), where the adjusted goodness of fit index also provides 

an index of model parsimony (Schumacker & Lomax, 2010) parsimony normed fit 

index (Adelodun et al., 2013; Hair et al., 2014c; Hooper et al., 2008; Schumacker & 

Lomax, 2010), parsimony normed fit index type 2 (Adelodun et al., 2013) and 

parsimony goodness-of-fit index (Adelodun et al., 2013; Hooper et al., 2008). 

 

A second category of parsimony fit indices are known as ‘information criteria’ indices 

and are used when comparing non-nested or non-hierarchical models estimated with 

the same data, and they indicate which of the models is the most parsimonious 

(Hooper et al., 2008). Such second forms of parsimony fit indices include; Akaike 

information criterion (Akaike, 1974; Hooper et al., 2008; Schumacker & Lomax, 2010) 

and consistent version of Akaike information criterion (Hooper et al., 2008; 

Akaike,1974). 

 

It is recommended that a range of goodness-of-fit indices of a model be reported and 

only presenting indices that favour the hypothesised model on any arbitrary basis must 

be avoided (Zhang et al., 2021). A study should report the values of goodness-of-fit 

indices that reflect different aspects of model quality (Kaplan, 2009; Zhang et al., 

2021). With regards to which indices should be reported, the chi-square test and root 

mean square error of approximation have been noted, amongst a number of other 

indices (Hooper et al., 2008; Hu & Bentler, 1999; Karakaya-Ozyer & Aksu-Dunya, 

2018; Kline, 2005; Schumacker & Lomax, 2010; Shook, Ketchen, Hult & Kacmar, 

2004). Multiple model-fit indices must be reported and provided that the majority of the 

fit indices indicate an acceptable model, then the theoretical model is supported by the 

data (Schumacker & Lomax, 2010). The following fit indices were used in the present 

research study. 

 

• Normed chi-square (χ2/df) 

• Root mean square error of approximation 

• Expected cross-validation index 

 

The present research effort referred to the following fit indices for the measurement 

model; firstly, the model chi-square (χ2). Chi-square (χ2) is a statistical measure of 
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difference used to compare the observed and estimated covariance matrices (Hair et 

al., 2014b). The χ2 statistic is the conventional measure for evaluating overall model 

fit (Barbu, Levine-Donnerstein, Marx & Yaden, 2012). Goodness-of-fit is measured by 

the chi-square statistic (Hair et al., 2017a; Hair et al., 2014b) and is the most commonly 

used fit index (Çokluk et al., 2014; Karadag, 2012; Karakaya-Ozyer & Aksu-Dunya, 

2018; Shook et al., 2004). As noted by Hair et al., (2014a), the chi-square (χ2) test is 

the only statistical test of the difference between matrices in structural equation 

modelling. The result always should be that the chi-square statistic should indicate the 

difference between the sample covariance matrix and the estimated covariance matrix 

(Hair et al., 2017a).  

 

The (χ2) model-fit criterion is sensitive to sample size (Schumacker & Lomax, 2010; 

Ullman & Bentler, 2013) because as sample size increases, above 200 (Schumacker 

& Lomax, 2010), the (χ2) statistic tends to indicate a significant probability level 

(Schumacker & Lomax, 2010) and is not recommended for large sample sizes (Çokluk 

et al., 2014; Karadag, 2012; Karakaya-Ozyer & Aksu-Dunya, 2018; Shook et al., 

2004). The fit of models estimated with large samples is difficult to assess. Therefore, 

fit indices have been developed to address the problem (Ullman & Bentler, 2013).  

 

A further limitation of chi-square tests is that the tests assume multivariate normality 

(Hooper et al., 2008) and deviations from normality lead to model rejections, even 

when the model is properly specified (Hooper et al., 2008; Karakaya-Ozyer & Aksu-

Dunya, 2018; MacCallum, Roznowski & Necowitz, 1992). If the size of the data set or 

sample is limited, covariance-based structural equation modelling produces abnormal 

results when data is non-normal (Hair et al., 2019a; Reinartz et al., 2009). The chi-

square statistic, therefore, is affected by sample size, as noted in the below 

calculation: 

 

 

(Source: Schumacker & Lomax, 2010). 

 

Looking at the above equation, F is the maximum likelihood fit function and uses the 

minimum fit function value (Schumacker & Lomax, 2010) and (n – 1) is the observed 
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sample covariance matrix less the structural equation modelling estimated covariance 

matrix (Hair et al., 2014b). Boomsma (1987) and Diamantopoulos and Siguaw (2000), 

note that the estimation of structural equation models by maximum likelihood methods 

should be used, when sample sizes are at least two hundred, while Holbert and 

Stephenson (2002) and Karakaya-Ozyer and Aksu-Dunya (2018) note a required 

sample size of above 50 for the maximum likelihood method to produce results. Trivial 

differences often create significant chi-squares and for this reason model evaluation 

relies on other fit indices (Ullman & Bentler, 2013). 

 

The present research effort had a sample of three hundred and ninety-one 

respondents, which is above the two hundred thresholds, hence the present research 

effort adopted the maximum likelihood method. “Structural equation modelling refers 

to the testing of a proposed theory against reality. The p-value for the chi-square test 

compares how similar the proposed theory (i.e., the estimated covariance matrix) is to 

the reality (i.e., observed covariance matrix). The closer the two matrices are to each 

other, the stronger the evidence of confirming the theory (i.e., fit)” (Svensson, 2015: 

450). A good model fit provides a non-significant result at 0.05 and more (Barrett, 

2007; Karakaya-Ozyer & Aksu-Dunya, 2018; Hooper et al., 2008; McDonald & Ho, 

2002). 

 

The Satorra-Bentler Scaled χ2 is a correction to the χ2 test statistic (Ullman & Bentler, 

2013). Under conditions of dependency among latent factors and unique variates and 

across all sample sizes, the Satorra-Bentler scaled statistic performs the closest to 

nominal levels (Bentler, 1994). The Satorra-Bentler scaled test statistic should be used 

when multivariate normality is not present (Helmes, Goffin & Chrisjohn, 1998). Satorra-

Bentler scaled chi-square and adjustments to the standard errors account for non-

normality in model fit statistics and significance testing (Bentler & Dudgeon, 1996; 

Puranik & Lonigan, 2014). 

 

A statistic that minimises the impact of sample size on a model chi-square (Hooper et 

al., 2008) is the relative or normed chi-square (χ2/df) (Hooper et al., 2008; Wheaton, 

Muthen, Alwin & Summers, 1977). In the present research effort, the Satorra-Bentler 

scaled chi-square test statistic was used in the chi-square and degrees of freedom 

ratio (normed chi-square technique). The chi-square and degrees of freedom ratio is 
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also known as the normed chi-square technique, with the notation χ2 / df ratio. The 

acceptable ranges for a good model fit concerning the normed chi-square technique 

(χ2 / df ratio) are values less than 3 (Hair et al., 2010a; Hooper et al., 2008; Karakaya-

Ozyer & Aksu-Dunya, 2018; Kline, 2005; Nagammai, Mohazmi, Liew, Chinna & Lai, 

2015). 

 

Secondly, the present research study, made use of the root mean square error of 

approximation fit indices. The root mean square error of approximation is widely used 

(Cudeck, 1993; Ullman & Bentler, 2013) and estimates the lack of fit in a model 

compared to a perfect or saturated model, hence, the root mean square error of 

approximation is a measure of non-centrality relative to sample size and degrees of 

freedom (Ullman & Bentler, 2013). The root mean square error of approximation 

shows how well a model would do, with unknown but optimally chosen parameter 

values, and with regards to fitting the population covariance matrix (Browne & Cudeck, 

1993; Diamantopoulos & Siguaw, 2000). Values of 0.06 or less indicate a close-fitting 

model (Hu & Bentler, 1999; Ullman & Bentler, 2013), while other writers consider. 

values less than 0.05 as indicative of good fit (Diamantopoulos & Siguaw, 2000; 

Karakaya-Ozyer & Aksu-Dunya, 2018; Kline, 2005; Schumacker & Lomax, 1996), with 

values between 0.05 and 0.08 considered a reasonable fit (MacCallum & Austin, 2000; 

Yamaga, Sato & Minakuchi, 2018) and values between 0.08 and 0.1 a mediocre fit, 

hence, values 0.1 a seen as a poor fit (Hooper et al., 2008; MacCallum, Browne & 

Sugawara, 1996). 

 

Thirdly, the present research effort utilised the expected cross-validation index. The 

expected cross-validation index compares models using the same sample data 

(Saltzman, Easton & Salas-Wright, 2015). The expected cross-validation index looks 

at overall error, namely, the difference between the population covariance matrix and 

the model fitted to the sample (Diamantopoulos & Siguaw, 2000). The expected cross-

validation index assesses whether a model cross-validates across samples of the 

same size from the same population and measures the discrepancy between the fitted 

covariance matrix in the analysed sample and the expected covariance matrix of 

another sample of equivalent size (Byrne, 2001; Diamantopoulos & Siguaw, 2000).  
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The expected cross-validation index must be compared against the expected cross-

validation index values of other models, notably, the independence model and the 

saturated model, where a hypothesised model falls between the independence model 

and the saturated model, and thus the hypothesised model is compared to the 

independence model and the saturated model (Diamantopoulos & Siguaw, 2000). The 

independence model corresponds to unrelated variables while the saturated model is 

with zero degrees of freedom (Ullman & Bentler, 2013). Smaller expected cross-

validation index values reflect a better model fit (MacCallum & Austin, 2000; 

Saltzmanet al., 2015). 

 

On the basis of acceptable fit indices and factor loadings, an acceptable measurement 

model can be obtained (Anderson & Gerbing, 1988; Karakaya-Ozyer & Aksu-Dunya, 

2018). If an acceptable fit is not achieved for the measurement model, the model fit 

does not improve when the structural relationships are specified. Hence, only once the 

measurement model is validated and attains an acceptable model fit can structural 

relationships be tested (Hair et al., 2014b).  

 

.8.3.5 Stage Five: Specifying the Structural Model 

 

Theoretical models reflect structural relationships, based on equations connecting 

conceptual variables that formalise a theory and illustrate the relationships (Bollen, 

2002; Sarstedt et al., 2016). The structural model indicates the relationships among 

the latent variables (Jöreskog et al., 2016; Ullman & Bentler, 2013), in other words, 

the constructs and the path relationships between the constructs (Hair et al., 2014; 

Hair et al., 2017a; Hair et al., 2017d; Karakaya-Ozyer & Aksu-Dunya, 2018), where 

the location and sequence of the constructs are determined by the theory or on 

experience and accumulated knowledge (Hair et al., 2017d). 

 

Structural relationships are shown with single-headed arrows which indicate that a 

construct is dependent upon another construct and, therefore, depicts the dependence 

relationships among independent and dependent variables, including when a 

dependent variable becomes an independent variable, and whereby the relationships 

are translated into a series of structural equations for each dependent variable (Hair 

et al., 2014b). Stage Five involves specifying the structural model by assigning 
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relationships among the various constructs on the grounds of the proposed theoretical 

model, and where structural model specification looks at using the dependence 

relationship type, as shown in Figure 5.3, to represent structural hypotheses of the 

model, i.e., what dependence relationships exist among the various constructs (Hair 

et al., 2014c). Each hypothesis representing a relationship is specified and illustrated 

as the black arrow, as shown on Figure 5.3 (Diamantopoulos & Siguaw, 2000; Hair et 

al., 2014c; Ullman & Bentler, 2013). “Each hypothesised relationship in the structural 

model is based on empirical findings and conclusions drawn in previous studies 

regarding cause-and-effect between constructs” (Svensson, 2015: 450). 

 

FIGURE 5.3: DEPENDENCE RELATIONSHIP BETWEEN TWO CONSTRUCTS 

 

(Source: Hair et al., 2014) 

 

Stage Five requires converting the measurement model to the structural model (Hair 

et al., 2014b). The path diagram shown in Figure 5.4 represents both the 

measurement and structural portions of the structural equation model in a single model 

and shows the complete set of constructs and indicators in the measurement model, 

and it presents the structural relationships among constructs. Hence, the model at this 

stage is ready for estimation (Hair et al., 2014c). Specification of dependence 

relationships determines whether a construct is exogenous or endogenous, where any 

construct with a dependence path arrow pointing towards the dependent variable is 

considered endogenous, as shown in Figure 5.4 on the following page.  Constructs 

are categorised as exogenous or endogenous based on the theory (Hair et al., 2014b). 
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FIGURE 5.4: STRUCTURAL EQUATION MODEL 

 

(Source: Hair et al., 2014: 110) 

 

Error terms represent the variation and covariation in dependent constructs left 

unaccounted for by independent constructs. The relationships in a measurement 

model contain random error terms that are interpreted to be the sum of specific factors 

and random measurement errors, in the observable indicators (Jöreskog et al., 2016). 

Every indicator is associated with an error term, representing errors in measurement, 

as it is impossible to perfectly measure a variable (Diamantopoulos & Siguaw, 2000). 

Thus, observed variable residuals in the measurement models are identified as 

measurement errors (Hair & Sarstedt, 2019). Measurement errors are likely to occur 

due to imperfections in measurement instruments and measuring procedures 

(Jöreskog et al., 2016). The path diagram of the theoretical conceptual model, 

suggested for the present research effort, has been presented in Chapter Six. The 

next Section is the final stage, where the structural model validity is determined. 

 

5.8.3.6 Stage Six: Assessing Structural Model Validity 

 

Stage Six involves efforts to test the validity of the structural model and the 

hypothesised theoretical relationships and entails assessing the goodness-of-fit and 

significance, direction and the size of the structural parameter estimates, where if the 
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structural model is valid, substantive conclusions and recommendations can be drawn, 

but if the structural model is invalid, then the model is required to be refined and tested 

with new data (Hair et al., 2014b). Theoretical relationships specified at the 

conceptualisation stage are checked to see whether they are supported by the data 

(Diamantopoulos & Siguaw, 2000). The process of establishing the validity of a 

structural model follows the guidelines outlined in Stage Four (Hair et al., 2014b). 

 

Model estimation delivers empirical measures of the relationships between the 

indicators and the constructs, as well as between the constructs, where the empirical 

measures allow for comparing theoretically established measurement and structural 

models with reality, as represented by the sample data (Hair et al., 2017b). A 

comparison between a dataset or sample, an empirical covariance matrix and an 

estimated population covariance matrix that is produced as a function of the model 

parameter estimates, is conducted (Ullman & Bentler, 2013).  

 

In comparing the empirical covariance matrix and the estimated population covariance 

matrix, the structural equation modelling technique can test the fit of a model (Hair et 

al., 2014b). If the estimated covariance matrix is close enough to the observed 

covariance matrix, where the residuals are small, then the model and the relationships 

are thus supported (Hair et al., 2014b). As mentioned earlier, for covariance-based 

structural equation modelling, goodness-of-fit is the appropriate measure to evaluate 

structural models (Hair et al., 2017a). A model that fits the data, does not mean that 

the model is the correct one, since various equivalent models may exist that fit the 

data equally as good, judged by a goodness-of-fit measure (Jöreskog et al., 2016). 

 

The closeness of the matrices must be evaluated with the chi-square test statistics 

and fit indices (Ullman & Bentler, 2013). The fit is assessed using the same criteria as 

the measurement model, by using the χ2 value and at least one absolute index and 

one incremental index (Hair et al., 2014b). The Satorra-Bentler scaled chi-square test 

statistic determines if the covariance matrix observed in the data significantly deviates 

from that predicted by the structural equation model (Grace, 2006; Sheth, Jiménez & 

Angert, 2014). According to Hair et al., (2014b), several guidelines used together can 

assist in determining the acceptability of fit:  
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• Use multiple indices of differing types. 

• Adjust the index cut-off values based on model characteristics. 

• Compare models. 

• Pursuing a better fit at the expense of testing a true model is not recommended. 

(Hair et al., 2014b) 

 

Once a model is confirmed adequate, hypotheses are tested within the model by 

evaluating the model parameter estimates (Ullman & Bentler, 2013). As mentioned 

before, with structural equation modelling, a model is specified, parameters for the 

model are estimated using sample data and the parameters are used to produce the 

estimated population covariance matrix (Ullman & Bentler, 2013). In covariance-based 

structural equation modelling methods, hypothesised models can exhibit inadequate 

fit and in response, the model should be rejected and the study re-considered, 

requiring the gathering of new data (Sarstedt et al., 2014), or re-specifying the original 

model, to improve the fit indices beyond the recommended threshold levels, thus, 

resulting in a well-fitting model that supports the theory (Sarstedt et al., 2014; 

Schumacker & Lomax, 2010; Ullman & Bentler, 2013).  

 

Measures establish the validity of the structural model, but comparisons between the 

overall fit should be made with the measurement model, where the closer the structural 

model goodness-of-fit comes to the measurement model, the better the structural 

model fit (Hair et al., 2014c). Testing the structural model is pointless until the 

measurement model holds, and if the indicators for a construct do not measure the 

construct accurately, the theory must be modified. Therefore, a measurement model 

is to be tested before the structural relationships are tested (Jöreskog et al., 2016). 

The individual parameter estimates that represent each specific hypothesis must be 

examined, where the theoretical model is only valid when the parameter estimates are 

statistically significant, in the predicted direction and are non-trivial, according to Hair 

et al. (2014b). 

 

Relationships indicated are not expected to illustrate the exact relationships, as the 

independent constructs account for only a fraction of the variation and covariation in 
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the dependent constructs, as other variables that are associated with the dependent 

constructs exist but are not included (Jöreskog et al., 2016).  

 

According to Svensson (2015), the outcome of covariance-based structural equation 

modelling is altered when a model is changed in the following manner: 

 

• Omitting or aggregating one or several constructs. 

• Changing measurement properties of constructs. 

• Changing structural relationships between constructs.  

 

When a covariance-based structural equation is executed the error terms are modelled 

for each indicator and loadings of the individual indicators are obtained, thus enabling 

the elimination of indicators with large error terms and low loadings, therefore, 

improving the quality of the latent constructs (Hair et al., 2014a). Any modifications 

made to an original model should be meaningful and justifiable (Diamantopoulos & 

Siguaw, 2000; MacCallum et al., 1992). The next Section discusses the statistical 

computer program used for the structural equation modelling analysis, in this study. 

5.9 SOFTWARE PACKAGES  

 

Choosing software for the analysis depends on the purpose of the structural equation 

modelling analysis and computing skills ability (Khine, 2013). Various statistical 

programs that perform structural equation modelling analyses exist and the most 

popular one is LISREL (Hair et al., 2010; Karakaya-Ozyer & Aksu-Dunya, 2018; 

Özdamar, 2016). Covariance-based structural equation modelling is best executed 

with LISREL or AMOS (Hair et al., 2019a). Deciding on software, furthermore, 

depends on familiarity with structural equation modelling concepts and application, the 

types of structural equation modelling models to be tested and the preference 

concerning manual or graphic interface. Beginners should use Amos or EQS, while 

advanced learners should use EQS, LISREL, or Mplus (Byrne, 2012; Khine, 2013). 

Hair et al., (2014d) note that other considerations for software choice include previous 

training in the software package, availability of software at the relevant institution, 

learning style, computer programming skills and familiarity with covariance-based 

structural equation modelling methods.  



739 
 

The present research effort adopted LISREL to conduct the structural equation 

modelling analysis. The term LISREL is an acronym for Linear Structural Relationships 

and, was developed to conduct covariance structure analyses (Diamantopoulos & 

Siguaw, 2000).  

 

Malhotra et al., (2014) note that the use of LISREL must be based on the data analysis 

strategy, namely, the type of matrix associations in data entry and parameters of the 

estimation technique. Diamantopoulos and Siguaw (2000) indicate the steps in using 

LISREL, namely; model conceptualisation, path diagram construction, model 

specification, model identification, parameter estimation and assessment of model fit. 

As mentioned before, path diagrams entail labelling notations for indicators, constructs 

and the relationships between them (Hair et al., 2014b). The present research study 

adopted the LISREL notation for the measurement and structural models, as shown 

in Table 5.12.   

 

TABLE 5.12: LISREL NOTATION FOR MEASUREMENT AND STRUCTURAL 

MODELS 

 

(Source: Hair et al., 2014) 

 

LISREL can simultaneously estimate the series of separate, but interdependent 

equations, which includes the calculations of both latent variables and manifest 

variables and measurement error by checking the direct, indirect and total relations of 

the model (Malhotra et al., 2014).  
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The model is tested through the simultaneous analysis of all matrices, through which 

the quality of fit is assessed between the theorised model and the data in the analysis 

and the estimation of the variance and covariance effects amongst the variables 

(Malhotra et al., 2014). The results generated by LISREL in the present research study 

will be presented in Chapter Six. 

 

5.10 SUMMARY 

 

Chapter Five provided a detailed description of all the processes involved to pre-test 

the proposed theoretical conceptual model. The population studied was described, as 

well as the sample and sampling methods. The variables were operationalised using 

definitions and explanations from existing literature. An explanation was provided of 

how the measuring instrument questionnaire was developed and administered. The 

demographic information pertaining to respondents was analysed and summarised.  

The statistical analysis performed to ensure the validity and reliability of the results, 

was also explained. Lastly, a detailed description of the covariance structural equation 

modelling method used to verify the proposed theoretical conceptual model was 

provided. Chapter Six will present the empirical results, derived from the statistical 

analysis.  
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CHAPTER 6: EMPIRICAL RESULTS 

 

6.1 INTRODUCTION 

 

Chapters Two and Three entailed the literature review, where important factors 

hypothesised to have an influence on The Perceived Likelihood of a Distressed 

Commercial Property Financial Recovery, were identified and discussed in detail, 

based on existing literature. A theoretical conceptual model was proposed in Chapter 

Four and the hypothesised relationships illustrated. Chapter Five provided an overview 

of the research design and methodology used to empirically investigate the important 

factors influencing The Perceived Likelihood of a Distressed Commercial Property 

Financial Recovery. The empirical data gathered was analysed with a variety of 

different statistical analyses to assess the validity and reliability of the measurement 

instrument questionnaire. With the use of covariance-based structural equation 

modelling, the theoretical conceptual model was empirically tested. The main research 

problem regarding the present research effort (Chapter One) was stated as: 

 

To determine important factors that would increase the likelihood of a 

distressed commercial property financial recovery. 

 

The following important factors were identified and hypothesised by the researcher to 

have a positive relationship with The Perceived Likelihood of a Distressed Commercial 

Property Financial Recovery, namely; Obsolescence Identification, Capital 

Improvements Feasibility, Tenant Mix, Triple Net Leases, Concessions, Property 

Management, Contracts, Business Analysis, Debt Renegotiation, Cost-Cutting, 

Market Analysis, Strategic Planning and Demography. The hypothesised relationships 

are illustrated and provided on the theoretical conceptual model as indicated in 

Chapter Four, Figure 4.1. Chapter Six reports the empirical results of the present 

research effort, with the focus on the following research objective:  

 

To discuss the results and interpretations of the empirical study to make 

suitable recommendations based on the results. Research questions 7 to 19 (RQ7 

– RQ19) are all addressed in this Chapter Six. The chapter begins with a summary of 
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the results of the exploratory factor analysis. The convergent validity of the constructs 

in the theoretical conceptual model was either confirmed or redefined, depending on 

the empirical results. The reliability of the constructs was then confirmed, using a 

Cronbach’s α coefficient analysis, after which the theoretical conceptual model, 

proposed in Chapter Four, was revised to reflect the constructs that demonstrated 

sufficient convergent validity and reliability. A path diagram was constructed to 

illustrate the hypothesised relationships between the constructs and converted into a 

structural model, for which the path coefficients of the relationships were estimated. 

The goodness-of-fit indices of the theoretical conceptual model, for both the 

measurement model and structural model were assessed. 

 

6.2 CONVERGENT VALIDITY OF THE RESEARCH MEASURING INSTRUMENT 

 

Validity refers to the extent to which a measure truly captures the concept that is 

intended to be measured, in other words, whether the data collected represents an 

accurate picture of the concept (Collis & Hussey, 2014; Hair et al., 2014a; Hult et al., 

2012; Knekta et al., 2019). In the present research effort exploratory factor analysis 

was conducted to assess the convergent validity of the research instrument used to 

measure the constructs incorporated in the theoretical conceptual model and to 

confirm whether or not the sample data contained the underlying dimensions of The 

Perceived Likelihood of a Distressed Commercial Property Financial Recovery as 

proposed in the theoretical conceptual model.  

 

Conducting a exploratory factor analysis delivers statistical evidence of validity by 

increasing the scale’s reliability, by means of identifying inappropriate items that 

should be removed (Yu & Richardson, 2016), and by separating and grouping the 

items with high loadings provided by the resultant pattern matrices, hence, finding the 

factors that when taken together, explain the bulk and lion’s share of the responses. 

At this point, the factors should be operationalised and descriptively labelled, and the 

labels or constructs must appropriately reflect the theoretical and conceptual intent 

(Williams et al., 2010).  
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According to Williams et al. (2010) exploratory factor analysis is a multivariate 

statistical method with the objective of evaluating the construct validity of a scale, test 

or measuring instrument. Construct validity evidence entails convergent and 

discriminant evidence (Cizek et al., 2008; Wang et al., 2015). Convergent validity 

evaluates the degree to which two measures of the same concept are correlated, 

where high correlations are strong indicators that the scale is in fact measuring the 

intended concept (Hair et al., 2014a). The sample size of the present research effort 

comprised 391 respondents and the measuring instrument questionnaire contained 

78 items. The complete matrix of responses was accessed by exploratory factor 

analysis. 

 

Before the extraction of the factors, it is recommended that multiple tests be used to 

determine the appropriateness of the data, collected from the respondents, for factor 

analysis. These include; the Kaiser-Meyer-Olkin measure of sampling adequacy 

(Kaiser, 1970; Williams et al., 2010) and the Bartlett’s test of Sphericity (Bartlett, 1950; 

Williams et al., 2010). The Kaiser-Meyer-Olkin measure of sampling adequacy test 

and Bartlett’s test of sphericity must be conducted in order to establish construct 

validity and to attain confirmation on whether the data collected for the exploratory 

factor analysis was appropriate (Yu & Richardson, 2016).  

 

The Kaiser-Meyer-Olkin measure of sampling adequacy is used as a diagnostic 

measure for evaluating the degree to which the indicators of a dimension belong 

together. Small values from the Kaiser-Meyer-Olkin measure indicate that the 

correlation between pairs of variables is unable to be explained by the well-defined 

latent factor and thus factor analysis may likely not be appropriate (Yu & Richardson, 

2016). Satisfactory results require the Kaiser-Meyer-Olkin measure of sampling 

adequacy to have values 0.80 or higher (Yu & Richardson, 2016), although measures 

above 0.60 are acceptable (Rencher, 2002; Yu & Richardson, 2016). Measuring 

statistical relevance requires the use of the Bartlett’s test of sphericity in order to test 

the null hypothesis, to come to a conclusion on whether the variables are not 

correlated amongst each other (Cruz-Martínez, 2014). The critical value or p-value of 

the test has to be lower than p = 0.05 for statistical significance and relevance (Cruz-

Martínez, 2014; Yu & Richardson, 2016).  
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The present research effort adopted the principal axis factor extraction method and 

oblimin with the Kaiser normalisation rotation method. During extraction, factors are 

defined to represent the structure of the variables in the analysis (Hair et al., 2014b). 

The principal axis factor extraction method requires that all variables belong to the first 

group so that when the factor is extracted, a residual matrix is calculated (Yong & 

Pearce, 2013). Factors must be extracted successively until there is sufficient variance 

accounted for in the correlation matrix (Tucker & MacCallum, 1997; Yong & Pearce, 

2013). Principal axis factor must be used when the data violates the assumption of 

multivariate normality (Costello & Osborne, 2005; Yong & Pearce, 2013). Kaiser’s 

criterion requires that all factors above the eigenvalue of one, be retained (Kaiser, 

1960; Yong & Pearce, 2013). Oblique rotation requires the pattern matrix to be 

examined for factor or item loadings (Costello & Osborne, 2005). Oblimin benefits the 

study in that the method yields a simple structure by minimising the cross-products of 

factor loading (Finch, 2020). In Kaiser normalisation, the loadings of each variable 

must be divided by the square root of the communalities of the variables, as this is 

likely to ensure that each variable has equal influence on the rotation process (Dien et 

al., 2005).  

 

Using an alpha level of 0.01, two-tailed, a rotated factor loading for a sample size of 

at least 300 must be at least 0.32 to be statistically meaningful (Tabachnick et al., 

2007; Yong & Pearce, 2013). Convergent validity requires a minimum factor loading 

of 0.30, for a sample size of at least 350 (Hair et al., 2006). The eigenvalues greater 

than one, percentage of variance and individual factor loadings greater than 0.30 were 

taken into account to determine the number of factors to be extracted. The eigenvalues 

as presented in Table 6.1 and Table 6.4 suggest that 2 factors should be used as the 

dependent variables and 9 factors as independent variables. All items with factor 

loadings less than 0.30 were deleted, resulting in the maximum interpretable factor 

structure as presented in Table 6.1 and Table 6.4 respectively. The newly formed 

constructs of the present research effort demonstrate sufficient discriminate validity. 

The reliability of the constructs have been summarised in Section 6.3 below. 
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6.3 RELIABILITY OF THE RESEARCH MEASURING INSTRUMENT 

 

The reliability of a measurement is determined by its consistency (Heale & Twycross, 

2015; Karakaya-Ozyer & Aksu-Dunya, 2018; Kivunja & Kuyini, 2017; Knekta et al., 

2019; Kirk & Miller, 1986; McMillan, 2001; Yu & Richardson, 2016), thus the degree of 

consistency when a testing procedure is used over and over again (Knekta et al., 

2019).  

 

The present research effort adopted Cronbach’s α technique for determining the 

reliability of the measuring instrument. Cronbach’s α is an effective test to establish 

the internal consistency of a measuring instrument (Heale & Twycross, 2015; Kim et 

al., 2016). With Cronbach’s α, the average of all correlations in every combination of 

split-halves is calculated. Only measuring instruments with questions that have more 

than two responses are applicable to Cronbach’s α. The Cronbach’s α result is a 

number between 0 and 1 (Heale & Twycross, 2015). If α ≥ 0.9, the internal consistency 

is considered excellent (Kim et al., 2016; Yu & Richardson, 2016), if 0.7 ≤ α < 0.9, 

internal consistency is considered good (Kim et al., 2016). An acceptable reliability 

score is 0.7 and higher (Blunch, 2008; Heale & Twycross, 2015; Lobiondo-Wood, 

2013; Shuttleworth, 2015; Yu & Richardson, 2016). An acceptable reliability coefficient 

is 0.7, but lower thresholds are allowed with preliminary research (Nunnally, 1978; 

Reynaldo & Santon, 1999). The minimally acceptable reliability for preliminary 

research must be in the range of 0.5 and 0.6 and cannot go lower than 0.5 (Nunnally 

1967; Peterson, 1994). The present research effort accepted reliability scores of 0.70 

and over. 

 

6.4 CONVERGENT VALIDITY AND REALIABILITY 

 

In the following Section, factor analysis, convergent validity and reliability are reported 

and the factors are identified from the data. A factor matrix in connection with an 

oblique rotation represents the correlations between variables and factors, 

incorporating the unique variance, and the correlations between factors and the use 

of a factor pattern matrix is preferred when interpreting an oblique solution (Hair et al., 

2014b). A pattern matrix for each factor is provided. Due to the exploratory factor 
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analysis, the dependent variable was split into two variables and 9 independent 

variables were identified and retained.  

 

6.4.1 Dependent Variable 

 

Exploratory factor analysis was conducted to assess whether the dependent variable, 

namely, The Perceived Likelihood of a Distressed Commercial Property Financial 

Recovery was uni-dimensional. The principal axis factoring estimation method was 

used and the oblimin with Kaiser normalisation as the extraction and rotation methods 

respectively. The results of the exploratory factor analysis for the study dependent 

variables, are reported in Table 6.1, followed by the results of the individual factor 

analysis.  

 

Kaiser’s criterion indicates that only all factors that are above the eigenvalue of 1.0, 

be retained (Kaiser, 1960; Yong & Pearce, 2013). Two factors, with Eigenvalues 

greater than 1.0 were extracted and renamed as The Likelihood of a Distressed 

Property Turnaround and The Likelihood of a Distressed Property Financial Recovery 

respectively, and which are presented in Table 6.1. The exploratory factor analysis, 

thus demonstrated that the dependent variable The Perceived Likelihood of a 

Distressed Commercial Property Financial Recovery was not a uni-dimensional 

construct, but consisted of two different sub-dimensions, as per the sample data of the 

present research effort. The two factors explained 49.36% of the variance in the data.  

 

In the present research effort, the results show that the p-value significance level of 

the Bartlett’s test of sphericity concerning the dependent variables equated to p = 0.00, 

which is less than the p < 0.05 requirement. Hence there is statistical significance and 

relevance and, therefore, the variables correlate amongst each other. The results 

show that the Kaiser-Meyer-Olkin measure of sampling adequacy concerning the 

dependent variable equated to 0.882, which exceeded the 0.80 threshold. Therefore, 

the results were satisfactory for the application of exploratory factor analysis. 
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TABLE 6.1: ROTATED FACTOR LOADINGS: DEPENDENT VARIABLE  

Eigenvalues 4.362 1.065 

Item Factor 

1 

The Likelihood of a 

Distressed Property 

Turnaround 

2 

The Likelihood of a 

Distressed Property 

Financial Recovery 

TUR1 .700  

TUR6 .528  

TUR10 .517  

TUR13 .515  

TUR11 .514  

TUR3 .382  

TUR2 .360  

TUR8  -.951 

TUR5  -.684 

TUR7  -.483 

TUR4  -.453 

(Source: Constructed by the Researcher) 

 

Table 6.2 and Table 6.3 indicate that a total of 10 items loaded on 2 different 

dependent factors. As noted before, convergent validity requires a minimum factor 

loading of 0.30 for a sample size of at least 350 (Hair et al., 2006). The present 

research effort had a sample size of 391, therefore, the factor loadings on Table 6.2 

and Table 6.3, represent significant loadings greater than, or equal to 0.3. Hence, 

there was sufficient evidence of convergent validity and, thus, evidence of construct 

validity. The dependent variable The Perceived Likelihood of a Distressed Commercial 

Property Financial Recovery was subsequently replaced by two dependent variables 

and each of the factors in the structure is described in Table 6.2 and Table 6.3 and 

Sections 6.4.1.1 and 6.4.1.2 respectively. 
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6.4.1.1 Dependent Variable, Factor 1: The Likelihood of a Distressed Property 

Turnaround.  

 

“A venture has been turned around when it has recovered from a ‘decline that  

threatened its existence’ to resume normal operations and achieve performance 

acceptable to its stakeholders (constituents) through reorientation of positioning, 

strategy, structure, control systems and power distribution. Return to positive cash 

flow is associated with achievement of ‘normal operations’” (Pretorius, 2009: 11). The 

factor, The Likelihood of a Distressed Property Turnaround was measured by 6 items 

and explained 39.68% of the variance in the data, with an Eigenvalue of 4.362 as 

reported in Table 6.2. The 6 items measuring The Likelihood of a Distressed Property 

Turnaround returned an adequate Cronbach- α coefficient of 0.738 which implied that 

the instrument used to measure the construct was reliable. The items TUR1, TUR6, 

TUR10, TUR13, TUR3 and TUR2 were loaded on the factor and were thus considered 

as measures of the factor.  

 

TABLE 6.2: THE LIKELIHOOD OF A DISTRESSED PROPERTY TURNAROUND 

Eigenvalue: 4.362 

% of Variance: 39.68 

Cronbach α: .738 

 

Item Factor 

loading 

Item-total 

correlation 

Cronbach- 

α 

after 

deletion 

TUR1 

 

The chances of a successful 

distressed property turnaround 

occurring increases when normal 

property-related operations are 

resumed. 

.700 .514 .689 

TUR6 There is a greater probability of a 

successful turnaround occurring, 

when the economic performance of 

a distressed property has 

recovered. 

.528 .455 .709 
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TUR10 Improved net operating income 

above minimal levels would 

increase the probability of a 

distressed property recovery. 

.517 .508 .696 

TUR13 Avoiding a loan default increases 

the prospect of turning a distressed 

property around. 

.515 .407 .722 

TUR3 A distressed property that has 

returned to a positive cash flow 

situation, indicates that the chances 

of a successful turnaround have 

improved. 

.382 .479 .701 

TUR2 When the performance of a 

distressed property reaches a level 

acceptable to the property 

stakeholders, the prospect of a 

successful turnaround increases. 

.360 .516 .696 

(Source: Constructed by the Researcher) 

 

After the exploratory factor analysis, Factor 2 was labelled The Likelihood of a 

Distressed Property Turnaround which was operationalised to exemplify the outcome 

that indicates that when normal operations of a property have resumed, when property 

economic performance has recovered, when property net operating income is above 

minimal levels, when property loan defaults are avoided, when a property has attained 

a positive cash flow and once the property stakeholders are content with the level of 

performance achieved by a property, all from a state of decline, the property may now 

be considered as a successful, distressed property turnaround. The turnaround of 

distressed properties will assist those seeking accommodation for business or other 

activities, will contribute to the community by reducing the problems associated with 

abandoned and derelict properties and will improve the earnings of investors who have 

invested in distressed properties. 
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6.4.1.2 Dependent Variable, Factor 2: The Likelihood of a Distressed Financial 

Recovery 

 

An organisation in financial distress is one that is unable to meet scheduled payments 

or whose cash flow projections indicate that it will soon find it difficult to meet these 

payments (Brigham & Daves, 2004). A turnaround is the process which involves 

recovering from a distressed situation  (Schendel et al., 1976; Schweizer & Nienhaus, 

2017). The second factor The Likelihood of a Distressed Property Financial Recovery 

was measured by four items and explains 9.68% of the variance in the data, with an 

Eigenvalue of 1.065 as reported in Table 6.3. The four items measuring The Likelihood 

of a Distressed Property Financial Recovery returned an adequate Cronbach- α 

coefficient of 0.786 which implies that the instrument used to measure the construct 

was reliable. The items TUR8, TUR5, TUR7 and TUR4 were loaded on the factor and 

were thus considered as measures of the factor.  

 

TABLE 6.3: THE LIKELIHOOD OF A DISTRESSED PROPERTY FINANCIAL 

RECOVERY 

Eigenvalue: 1.065 

% of Variance: 9.68% 

Cronbach α: .786 

 

Item Factor 

loading 

Item-total 

correlation 

Cronbach- 

α 

after 

deletion 

TUR8 A distressed property that has 

regained sustained profitability, 

will more likely recover from a 

state of decline. 

-.951 .691 .690 

TUR5 Reaching the break-even point 

of a distressed property, from a 

loss situation, increases the 

likelihood of a successful 

turnaround. 

-.684 .635 .712 
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TUR7 Financial solvency improves the 

prospect of a distressed 

property turnaround. 

-.483 .499 .779 

TUR4 The performance of a distressed 

property that has returned to a 

level prior to the state of decline, 

is an indication that a successful 

turnaround is likely to occur. 

-.453 .566 .751 

(Source: Constructed by the Researcher) 

 

Based on the exploratory factor analysis, Factor 2 was labelled The Likelihood of a 

Distressed Property Financial Recovery which was operationalised to represent the 

outcome that occurs when a property has regained sustained profitability, has reached 

the break-even point from a loss situation, has regained financial solvency and that 

the property performance level has returned to the level prior to the state of decline. 

When the outcomes of the exploratory factor analysis are taken into account, there is 

enough evidence supporting divergent validity and reliability regarding the dependent 

variable The Perceived Likelihood of a Distressed Commercial Property Financial 

Recovery. Item TUR11 was removed to improve the reliability of the instrument. 

 

6.4.2 Independent Variables 

 

The independent variables comprised; Obsolescence Identification, Capital 

Improvements Feasibility, Tenant Mix, Triple Net Leases, Concessions, Property 

Management, Contracts, Business Analysis, Debt Renegotiation, Cost-Cutting, 

Market Analysis, Strategic Planning and Demography and were assessed for 

divergent validity, by using the principal axis factoring estimation method and the 

oblimin with Kaiser normalisation extraction and rotation methods respectively. The 

results of the exploratory factor analysis for the study’s independent variables are 

reported in Table 6.4, followed by the findings of the individual factor analysis. As 

mentioned before, Kaiser’s criterion indicates that all factors that are above the 

eigenvalue of 1.0, should be retained (Kaiser, 1960; Yong & Pearce, 2013). The 

Eigenvalues greater than 1.0 extracted and renamed were Strategy, Concessions, 

Tenant Mix, Debt Restructuring, Demography, Analysing Alternatives, Property 
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Management and Net Leases respectively, which are shown in Table 6.4. Tables 6.5 

to 6.13 specify that a total of 36 items loaded on 9 different independent factors. For 

constructs to conform to convergent validity, the minimum factor loading of 0.30 is 

required for a sample size of 350 and over (Hair et al., 2006). The present research 

effort had a sample size of 391, therefore, the factor loadings on Tables 6.5 to 6.13, 

represent significant loadings greater than or equal to 0.3. Hence, there was sufficient 

evidence of convergent validity and thus, evidence of construct validity.  

 

TABLE 6.4: ROTATED FACTOR LOADINGS: INDEPENDENT VARIABLES 

Item Factor 
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STR3 .740         

STR2 .680         

BUS3 .665         

STR4 .626         

OBS7 .594         

MAN5 .590         

BUS2 .562         

MAN3 .535         

BUS1 .511         

MAN4 .496         

OBS8 .479         

STR5 .477         

CON3  .728        

CON2  .595        

NET1  .593        

TEN3   .693       

TEN1   .675       
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REN1    .759      

COST6    .700      

REN3    .697      

REN2    .399      

DEM3     -.648     

DEM1     -.608     

DEM2     -.531     

MAR1      .658    

COST4      .658    

CAP2       -.615   

CAP3       -.601   

OBS3       -.446   

OBS4       -.429   

MAN6       -.407   

BUS4        .713  

MAN1        .597  

CAP4        .486  

TEN7        .464  

NET4         .597 

NET5         .579 

Eigenvalues 11.545 2.409 1.964 1.656 1.464 1.341 1.145 1.093 .990 

(Source: Constructed by the Researcher) 

 

The nine factors account for 63.80% of the variance in the data. In the present 

research effort, the results show that the p-value significance level of the Bartlett’s test 

of sphericity concerning the independent variables equated to p = 0.00, which is less 

than the p < 0.05 requirement. Hence, there is statistical significance and relevance. 

Therefore, the variables correlate amongst each other. The results show that the 

Kaiser-Meyer-Olkin measure of sampling adequacy concerning the independent 

variables equated to 0.917, which exceeded the 0.80 threshold. Therefore, the results 

are satisfactory for the application of exploratory factor analysis. The next Section 

discusses each of the 9 factors. 
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6.4.2.1 Factor 1: Strategy 

 

The crafting of strategy represents a “managerial commitment to pursue a particular 

set of actions in growing the business, attracting and pleasing customers, competing 

successfully, conducting operations and improving the company’s financial and 

market performance” (Hough et al., 2011: 5). A property investment is likely to have 

better chances at succeeding when there are a set of real estate strategies guiding 

the property investor or owner to do so (Lindholm & Leväinen, 2006), as property 

strategies must be put in place to deal with the new challenges in the real estate 

industry that continuously emerge (Palm, 2013). The first factor Strategy was 

measured by 11 items and accounts for 31.20% of the variance in the data, with an 

Eigenvalue of 11.545 as depicted in Table 6.5. The 11 items measuring Strategy 

returned a satisfactory Cronbach α coefficient of 0.786 which suggests that the 

instrument used to measure the construct was reliable. The items STR3, STR2, BUS3, 

OBS7, MAN5, BUS2, MAN3, BUS1, MAN4, OBS8 and STR5 were loaded on the 

factor and were thus considered as measures of the respective factor.  

 

TABLE 6.5: FACTOR 1 - STRATEGY 

Eigenvalue: 11.545 

% of Variance: 31.20% 

Cronbach α: .903 

 

Item Factor 

loading 

Item-total 

correlation 

Cronbach- 

α 

after 

deletion 

STR3 

 

In order to increase the prospect 

of a distressed property 

recovery, it is important to 

specify clear goals relating to 

the property. 

.740 .699 .891 

STR2 A well-prepared strategic plan is 

important for ensuring the 

probability of a distressed 

property recovery. 

.680 .708 .891 
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BUS3 An important factor that 

increases the chances of 

recovery, is the analysis of the 

business environment in which a 

distressed property operates. 

.665 .719 .890 

OBS7 An important task that improves 

the likelihood of a distressed 

property recovery, is doing a 

comparative analysis of market 

rental rates. 

.594 .608 .896 

MAN5 To improve the prospect of a 

distressed property recovery, it 

is important for property 

management to negotiate 

profitable lease contracts. 

.590 .635 .895 

BUS2 Evaluating the economic 

prospects of a distressed 

property is an important task 

that improves the chances of 

recovery. 

.562 .674 .893 

MAN3 It is important for property 

management to ensure that a 

distressed property develops a 

positive image, in order to 

increase the likelihood of 

recovery. 

.535 .652 .894 

BUS1 To increase the chances of 

recovery, it is important to 

evaluate all the risks that a 

distressed property may 

encounter. 

.511 .610 .896 

MAN4 It is important that the efforts of 

property management improve 

.496 .590 .897 
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the rental value, in order to 

increase the likelihood of a 

distressed property recovery. 

OBS8 To increase the probability of a 

distressed property recovering, 

it is important to analyse data 

relating to the financial 

performance of the property. 

.479 .594 .897 

STR5 To ensure the likelihood of a 

distressed property recovering, 

it is important to plan for various 

different future scenarios. 

.477 .564 .898 

(Source: Constructed by the Researcher) 

 

As depicted by the exploratory factor analysis, Factor 1 was labelled Strategy, which 

was operationalised to characterise the planning and actions taken by the owners and 

management of a property that results in profitable lease contracts and improved 

rental value earned by a property. Item STR4 was removed to improve the reliability 

of the instrument. 

 

6.4.2.2 Factor 2: Concessions 

 

As a means of encouraging the leasing of space or the renewal of a lease, concessions 

are offered by the owner to a prospective tenant (IREM, 2011). The second factor, 

Concessions, was measured by 3 items and accounts for 6.51% of the variance in the 

data, with an Eigenvalue of 2.409 as depicted in Table 6.6. The 3 items measuring 

Concessions returned an acceptable Cronbach α coefficient of 0.786 which implies 

that the instrument used to measure the construct was reliable. The items CON3, 

CON2 and NET1 were loaded on the factor and were thus considered as measures of 

the respective factor.  
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TABLE 6.6: FACTOR 2 - CONCESSIONS 

Eigenvalue: 2.409 

% of Variance: 6.51% 

Cronbach α: .696 

 

Item Factor 

loading 

Item-total 

correlation 

Cronbach- 

α 

after 

deletion 

CON3 To increase the chances of a 

distressed property recovery, it 

is important to encourage a 

lease renewal by offering to 

cover the penalties incurred by a 

tenant for breaking an existing 

lease. 

.728 .523 .590 

CON2 It is important to offer to cover 

the moving expenses of 

potential tenants, in order to 

increase the chances of a 

distressed property recovery. 

.595 .523 .590 

NET1 It is important that lease 

agreements stipulate that the 

tenants are responsible for 

paying the real estate taxes, as 

a means to increasing the 

prospect of a distressed 

property recovery. 

.593 .489 .633 

(Source: Constructed by the Researcher) 

 

As provided for by the exploratory factor analysis, Factor 2 was labelled Concessions 

and which was operationalised to characterise the concessions agreed upon between 

the owner or property management and a tenant, in a lease agreement, with the goal 

of securing the lease agreement. 

6.4.2.3 Factor 3: Tenant Mix 
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A property’s tenant mix is the combination of business establishments or tenants 

occupying rentable space in a property, where as a collective, service delivery to the 

customers of the tenants is improved, optimum sales are produced for the tenants and 

thus the property generates greater rental income (Bruwer, 1997; McCollum, 1988). 

An optimum tenant mix includes effective space allocation and tenant placement, thus 

bringing about better interaction (Marona & Wilk, 2016). The third factor, Tenant Mix, 

was measured by 2 items and accounts for 5.31% of the variance in the data, with an 

Eigenvalue of 1.964 as depicted in Table 6.7. The 2 items measuring Concessions 

returned an appropriate Cronbach α coefficient of 0.775 which implies that the 

instrument used to measure the construct was reliable. The items TEN3 and TEN1 

were loaded on the factor and were thus considered as measures of the respective 

factor.  

 

TABLE 6.7: FACTOR 3 – TENANT MIX 

Eigenvalue: 1.964 

% of Variance: 5.31% 

Cronbach α: .775 

 

Item Factor 

loading 

Item-total 

correlation 

Cronbach- 

α 

after 

deletion 

TEN3 A tenant mix which 

accomplishes the desired 

property image is important for 

ensuring the likelihood of a 

distressed property recovery. 

.693 .634 . 

TEN1 It is important to select an 

appropriate mix of tenants, so 

as to increase the prospect of a 

distressed property recovery. 

.675 .634 . 

(Source: Constructed by the Researcher) 

 

As provided for by the exploratory factor analysis, Factor 3 was labelled Tenant Mix 

and which was operationalised to characterise the selecting of appropriate tenants 
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that enhance the image or a property, in order to attract new and retain existing 

tenants.  

 

6.4.2.4 Factor 4: Debt Restructuring  

 

In the debt restructuring process “the interest rate may be reduced, the term to maturity 

lengthened, or some of the debt may be exchanged for equity. The point of 

restructuring is to reduce the financial charges to a level that the firm’s cash flows can 

support” (Brigham & Daves, 2004: 143). The fourth factor, Debt Restructuring, was 

measured by four items and accounts for 4.475% of the variance in the data, with an 

Eigenvalue of 1.656 as shown in Table 6.8. The 4 items measuring Debt Restructuring 

returned a very good Cronbach α coefficient of 0.800 which implies that the instrument 

used to measure the construct was reliable. The items REN1, COST6, REN3 and 

REN2 were loaded on the factor and were thus considered as measures of the relevant 

factor. 

 

TABLE 6.8: FACTOR 4 – DEBT RESTRUCTURING 

Eigenvalue: 1.656 

% of Variance: 4.475% 

Cronbach α: .800 

 

Item Factor 

loading 

Item-total 

correlation 

Cronbach- 

α 

after 

deletion 

REN1 It is important to negotiate with 

the property lender to amend 

the existing loan agreement, in 

order to improve the chances of 

a distressed property recovery. 

.759 .633 .740 

COST6 Debt restructuring is important 

for ensuring the increased 

probability of a distressed 

property recovery. 

.700 .626 .744 
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REN3 To improve the odds of a 

distressed property recovery, it 

is important to negotiate with 

the property lender, in order to 

replace the current loan. 

.697 .661 .725 

REN2 Negotiating with the property 

lender to grant facilities that 

alleviate financial stress, is an 

important factor that increases 

the prospects of a distressed 

property recovery. 

.399 .535 .787 

(Source: Constructed by the Researcher) 

 

As provided for by the exploratory factor analysis, Factor 4 was labelled Debt 

Restructuring and which was operationalised to describe the property debt 

restructuring actions and efforts of property owners or managers, to alleviate the 

financial pressures incurred by the debt finance costs.  

 

6.4.2.5 Factor 5: Demography 

 

“Demography is the study of the size, territorial distribution, and composition of 

population, changes therein, and the components of such changes, which may be 

identified as natality, mortality, territorial movement (migration), and social mobility 

(change of status)” (Hartmann, 2009: 13). Demographic factors form part of the socio-

economic feasibility Section of the feasibility study framework for real estate 

developments (Cloete, 2006). The fifth factor, Demography, was measured by three 

items and accounts for 3.96% of the variance in the data, with an Eigenvalue of 1.464 

as shown in Table 6.9. The three items measuring Demography returned an adequate 

Cronbach α coefficient of 0.777 which denotes that the instrument used to measure 

the construct was reliable. The items DEM3, DEM1 and DEM2 were loaded on the 

factor and were thus considered as measures of the relevant factor. 
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TABLE 6.9: FACTOR 5 – DEMOGRAPHY 

Eigenvalue: 1.464 

% of Variance: 3.96% 

Cronbach α: .777 

 

Item Factor 

loading 

Item-total 

correlation 

Cronbach- 

α 

after 

deletion 

DEM3 It is important to study the 

demographic composition of the 

local population in order to 

improve the prospect of a 

distressed property recovery. 

-.648 .554 .761 

DEM1 Studying the population size of 

the surrounding area is an 

important factor that increases 

the chances of a distressed 

property recovery. 

-.608 .662 .645 

DEM2 To increase the probability of a 

distressed property recovery, it 

is important to study the 

territorial distribution of the local 

population. 

-.531 .628 .684 

(Source: Constructed by the Researcher) 

 

As depicted by the exploratory factor analysis, Factor 5 was labelled Demography, 

which was operationalised to characterise the socio-economic feasibility study 

conducted by property owners or managers to assist with property investment 

decision-making. 

 

6.4.2.6 Factor 6: Analysing Alternatives 

 

It is recommended that when conducting a market analysis that the property 

developer, owner or manager determines which properties are competitor properties, 

do comparisons with the subject property and set the correct rental rate on the basis 
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of findings of the property comparison exercise. However, there are properties that will 

require changes in operations or some physical change to justify the new rental rate 

to potential tenants, thus, an investigation into a range of possible options, namely, an 

analysis of alternatives, is required (IREM, 2011). When analysing alternatives, 

potential changes to the property’s operations and processes and physical changes 

to the actual property, should be considered (IREM, 2011). Operational changes are 

likely to involve adapting or changing property procedures of some aspects of the way 

the property is managed and operated, whereas physical changes range from 

rehabilitation or modernisation of the existing structures to outright change in the use 

of the existing structure or the site. In other words, this suggests a capital improvement 

or a complete property redevelopment (IREM, 2011). The sixth factor, Analysing 

Alternatives, was measured by two items and accounts for 3.62% of the variance in 

the data, with an Eigenvalue of 1.341 as shown in Table 6.10.  

 

The two items measuring Analysing Alternatives returned a Cronbach- α coefficient of 

0.564. The reliability threshold requirements of the present research effort are 0.70. 

The study statistician recommended that the factor be retained and listed as a 

limitation of the study in the final chapter. The minimally acceptable reliability for 

preliminary research should be in the range of 0.5 and 0.6 (Nunnally 1967; Peterson, 

1994). The factor therefore could be accepted as reliable, according to Nunnally 

(1967) and Peterson (1994). The items MAR1 and COST4 were loaded on the factor 

and were thus considered as measures of the relevant factor. 

 

TABLE 6.10: FACTOR 6 – ANALYSIS OF ALTERNATIVES 

Eigenvalue: 1.341 

% of Variance: 3.62% 

Cronbach α: .564 

 

Item Factor 

loading 

Item-total 

correlation 

Cronbach- 

α 

after 

deletion 

MAR1 It is important to evaluate the 

demand and supply conditions 

of the surrounding real estate 

.658 .404 . 
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market, in order to increase the 

prospects of a distressed 

property recovery. 

COST4 An important strategy, to 

increase the chances of a 

distressed property recovery, is 

to modernise the existing 

property related equipment. 

.658 .404 . 

(Source: Constructed by the Researcher) 

 

As stated by the exploratory factor analysis, Factor 6 was labelled Analysing 

Alternatives, which was operationalised to characterise the process of the property 

owners and managers conducting an analysis in order to ascertain the alternative 

options available to the owners and managers regarding modernising a property, to 

justify rent increases. 

 

6.4.2.7 Factor 7: Capital Improvements Feasibility 

 

Undertaking capital improvements entails making long-term improvements to the 

property’s physical quality (Geltner et al., 2014), which can include structural additions 

or betterment that were not there previously, with the objective of extending the useful 

life of the property (IREM, 2011). Other actions include replacements and alterations 

(Ling & Archer, 2017). A cost-benefit analysis of different improvement strategies 

should be conducted, with the intention of establishing the feasible level of capital 

investment requirements for such a project (Sanderson & Edwards, 2016). 

 

The seventh factor, Capital Improvements Feasibility, was measured by five items and 

accounts for 3.10% of the variance in the data, with an Eigenvalue of 1.145 as shown 

in Table 6.11. The five items measuring Capital Improvements Feasibility returned an 

very good Cronbach α coefficient of 0.822 which signifies that the instrument used to 

measure the construct was reliable. The items CAP1, CAP3, OBS3, OBS4 and MAN6 

were loaded on the factor and were thus considered as measures of the relevant 

factor. 
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TABLE 6.11: FACTOR 7 – CAPITAL IMPROVEMENTS FEASIBILITY 

Eigenvalue: 1.145 

% of Variance: 3.10% 

Cronbach α: .822 

 

Item Factor 

loading 

Item-total 

correlation 

Cronbach- 

α 

after 

deletion 

CAP2 Assessing the need for 

structural additions is important 

for increasing the chances that a 

distressed property recovers. 

-.615 .657 .775 

CAP3 To increase the chances of a 

distressed property recovering, 

it is important to investigate the 

need for alterations to the 

building. 

-.601 .691 .791 

OBS3 To increase the likelihood that a 

distressed property recovers, it 

is important to identify structural 

deficiencies. 

-.446 .556 .803 

OBS4 Identifying inefficient facility 

design is important for ensuring 

the prospect of a distressed 

property recovery. 

-.429 .580 .796 

MAN6 It is important that property 

management continuously 

improves both the physical 

structure and technical functions 

of the building, in order to 

increase the likelihood that a 

distressed property recovers. 

-.407 .597 .791 

(Source: Constructed by the Researcher) 
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As depicted by the exploratory factor analysis, Factor 7 was labelled Capital 

Improvements Feasibility, which was operationalised to characterise the process of 

the property owners and managers accessing the feasibility to conduct a capital 

project that would improve the future rental income of a property or reduce the long-

term operating costs. 

 

6.4.2.8 Factor 8: Property Management 

 

Property management includes managing and administering a property or many 

properties, and which is required to be done in way that helps attain the goals or 

objectives of the property owner (Van den Berg & Cloete, 2004). Owners can manage 

the property themselves, hire a professional property manager as an employee or 

contract the management tasks to an outside contractor or supplier, usually for a fee 

(Cloete, 2001). The eighth factor, Property Management, was measured by four items 

and accounts for 2.95% of the variance in the data, with an Eigenvalue of 1.093 as 

shown in Table 6.12. The four items measuring Property Management returned an 

appropriate Cronbach α coefficient of 0.747 which suggests that the instrument used 

to measure the construct was reliable. The items BUS4, MAN1, CAP4 and TEN7 were 

loaded on the factor and were thus considered as measures of the relevant factor. 

 

TABLE 6.12: FACTOR 8 – PROPERTY MANAGEMENT 

Eigenvalue: 1.093 

% of Variance: 2.95% 

Cronbach α: .747 

 

Item Factor 

loading 

Item-total 

correlation 

Cronbach- 

α 

after 

deletion 

BUS4 In order to increase the 

prospects of recovery for a 

property in distress, it is 

important to analyse the 

financial position of the property. 

.713 .587 .674 
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MAN1 To increase the chances that a 

distressed property will recover, 

it is important that property 

management keeps the property 

in good condition. 

.597 .516 .704 

CAP4 Assessing the feasibility of 

replacing building components 

is important for increasing the 

likelihood of a distressed 

property recovery. 

.486 .539 .693 

TEN7 Selecting tenants that generate 

maximum sales potential is an 

important factor which increases 

the chances that a distressed 

property will recover. 

.464 .549 .687 

(Source: Constructed by the Researcher) 

 

As shown by the exploratory factor analysis, Factor 8 was labelled Property 

Management and which was operationalised to characterise the management 

requirements of a property in order to maintain the property staying profitable. 

 

6.4.2.9 Factor 9: Net Leases 

 

With a net lease agreement, the tenant is responsible for paying some the operating 

expenses of the property (Geltner et al., 2014). The ninth factor, Property 

Management, was measured by 2 items and accounts for 2.68% of the variance in the 

data, with an Eigenvalue of 0.990 as shown in Table 6.12. The two items measuring 

Property Management returned an appropriate Cronbach α coefficient of 0.617. The 

minimally acceptable reliability for preliminary research should be in the range of 0.5 

and 0.6 (Peterson, 1994; Nunnally 1967). The factor, therefore, could be accepted as 

reliable, according to Nunnally (1967) and Peterson (1994). The items NET4 and 

NET5 were loaded on the factor and were thus considered as measures of the relevant 

factor. 
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TABLE 6.13: FACTOR 9 – NET LEASES 

Eigenvalue: .990 

% of Variance: 2.68% 

Cronbach α: .617 

 

Item Factor 

loading 

Item-total 

correlation 

Cronbach- 

α 

after 

deletion 

NET4 Lease agreements stipulating that 

the tenants are responsible for 

covering agreed upon items of 

maintenance and repair are 

important for ensuring the prospect 

of a distressed property recovery. 

.597 .451 . 

NET5 A lease agreement that will ensure 

the likelihood that a distressed 

property recovers and includes 

important terms according to which 

the tenant is responsible for 

covering common area 

maintenance. 

.579 .451 . 

(Source: Constructed by the Researcher) 

 

As presented by the exploratory factor analysis, Factor 9 was labelled Net Leases and 

which was operationalised to characterise lease agreements where the property 

owner shifts the operating burden to the tenant and gains the obvious advantage of 

some protection against inflation in operating costs. 

6.5 THE REVISED THEORETICAL CONCEPTUAL MODEL  

 

The proposed theoretical conceptual model as developed from existing literature was 

presented in Chapter Four, Figure 4.1. Due to the assessment of divergent validity 

with the application of exploratory factor analysis, the original theoretical  conceptual 

model presented in Figure 4.1 and the defined hypotheses in Chapter Four, were 

reviewed. The revised theoretical conceptual model is illustrated in Figure 6.1. 
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Conducting exploratory factor analysis resulted in new constructs being formed that 

achieved construct validity and reliability. The original dependent variable The 

Perceived Likelihood of a Distressed Commercial Property Financial Recovery was 

discovered to be two-dimensional. Based on the items that loaded on the factors, two 

new dependent variables, namely, The Likelihood of a Distressed Property 

Turnaround and The Likelihood of a Distressed Property Financial Recovery surfaced. 

No items from the original dependent variable loaded onto independent variables in 

the exploratory factor analysis.  

 

FIGURE 6.1: THE REVISED THEORETICAL CONCEPTUAL MODEL 

 

(Source: Constructed by the Researcher) 
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After the assessment of the divergent validity and reliability of the items that were used 

to measure the constructs in the original, proposed, theoretical conceptual model, the 

independent variables Obsolescence Identification, Triple Net Leases, Contracts, 

Business Analysis, Debt Renegotiation, Cost-Cutting and Strategic Planning were 

removed, due to insufficient evidence of divergent validity and reliability. The new 

independent variables formed were Strategy, Debt Restructuring, Analyse Alternatives 

and Net Leases. Items from the deleted independent variables loaded onto other 

independent variables in the exploratory factor analysis.  

 

6.6 THE REFORMULATION OF THE HYPOTHESES 

 

After conducting the exploratory factor analysis, the theoretical conceptual model was 

modified. The original hypotheses formulated were reviewed. The following Section 

provides the revised hypotheses that stemmed from the present research effort and 

were tested in the structural model and will be discussed later in Chapter Six.  

 

TABLE 6.14: REFORMULATION OF HYPOTHESES TESTED 

H1 
There is a positive relationship between the importance of Strategy and  

The Likelihood of a Distressed Property Turnaround. 

H2 
There is a positive relationship between the importance of Concessions 

and The Likelihood of a Distressed Property Turnaround. 

H3 
There is a positive relationship between the importance a Tenant Mix and 

The Likelihood of a Distressed Property Turnaround.  

H4 
There is a positive relationship between the importance of Debt 

Restructuring and The Likelihood of a Distressed Property Turnaround. 

H5 
There is a positive relationship between the importance of Demography 

and The Likelihood of a Distressed Property Turnaround. 

H6 
There is a positive relationship between the importance of Analysing 

Alternatives and The Likelihood of a Distressed Property Turnaround. 

H7 

There is a positive relationship between the importance of Capital 

Improvement Feasibility and The Likelihood of a Distressed Property 

Turnaround. 
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H8 
There is a positive relationship between the importance of Property 

Management and The Likelihood of a Distressed Property Turnaround. 

H9 
There is a positive relationship between the importance of Net Leases 

and The Likelihood of a Distressed Property Turnaround. 

H10 
There is a positive relationship between the importance of Strategy and 

The Likelihood of a Distressed Property Financial Recovery. 

H11 
There is a positive relationship between the importance of Concessions 

and The Likelihood of a Distressed Property Financial Recovery. 

H12 
There is a positive relationship between the importance a Tenant Mix and 

The Likelihood of a Distressed Property Financial Recovery. 

H13 

There is a positive relationship between the importance of Debt 

Restructuring and The Likelihood of a Distressed Property Financial 

Recovery. 

H14 
There is a positive relationship between the importance of Demography 

and The Likelihood of a Distressed Property Financial Recovery. 

H15 

There is a positive relationship between the importance of Analysing 

Alternatives and The Likelihood of a Distressed Property Financial 

Recovery. 

H16 

There is a positive relationship between the importance of Capital 

Improvement Feasibility and The Likelihood of a Distressed Property 

Financial Recovery. 

H17 

There is a positive relationship between the importance of Property 

Management and The Likelihood of a Distressed Property Financial 

Recovery. 

H18 
There is a positive relationship between the importance of Net Leases 

and The Likelihood of a Distressed Property Financial Recovery. 

(Source – Constructed By The Researcher) 

 

The statistical method of covariance-based structural equation modelling was used to 

assess the relationships of the revised theoretical conceptual model. Covariance-

based structural equation modelling was conducted after confirming the reliability and 

the construct validity of the variables in the theoretical conceptual model. The results 
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of the reformulated hypotheses are presented in Figure 6.1. The next Section deals 

with the normality of the sample data. 

 

6.6.1 Assessment of the Normality of the Data 

 

Researchers are required to assess the multivariate normality of data in order to 

conduct an effective statistical analysis (Karakaya-Ozyer & Aksu-Dunya, 2018). A 

measurement of normality refers to the degree to which the distribution of the sample 

data corresponds to a normal distribution, where a normal distribution of data is a 

theoretical continuous probability distribution with the horizontal axis representing all 

possible values of a variable and the vertical axis representing the probability of those 

values occurring, and the scores on the variable are distributed by clustering around 

the mean in the form of a symmetrical, unimodal pattern known as the bell curve (Hair 

et al., 2014b).  

 

Multivariate normality needs to be checked before conducting the structural equation 

modelling analysis, as structural equation modelling is only effective when there is a 

multivariate normality assumption for data (Karakaya-Ozyer & Aksu-Dunya, 2018). 

With covariance-based structural equation modelling only normal from non-normal 

distributions, need to be distinguished, where normal distributions are the preferred 

option (Hair et al., 2017d).  

 

Normality screening methods include; Bartlet’s test, skewness and kurtosis values, 

Lilliefor’s test and Kolmogorov-Smirnov test (Karakaya-Ozyer & Aksu-Dunya, 2018). 

The present research effort adopted the chi-square χ2 test to determine whether the 

sample data was normal or non-normal. Chi-square-type tests should be used to test 

hypotheses to see whether there is adherence of the study sample to a normal law 

(Lemeshko, 2015). The software application LISREL was used to assess the normality 

of the data. 

 

6.6.2 Assessment of the Multivariate Normality  

 

In the present research effort, a multi-variate normality test was conducted to 

statistically determine whether the sample data was normally distributed. A chi-square 
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(χ2) test was conducted. The null hypothesis and alternative hypothesis were shown 

as follows: 

 

H0: The data is normally distributed. 

H0a: The data is not normally distributed. 

 

The results of the tests for multivariate normality were as follows:  

 

• Chi-square (χ2) value: 12652.208 

• p-value is < 0.001 

 

Thus, the sample data is not normally distributed, because the p-value is < 0.05, 

therefore, H0: The data is normally distributed, is rejected. Reporting the estimation 

method utilised and the distribution of the data, is essential (Holbert & Stephenson, 

2002; Karakaya-Ozyer & Aksu-Dunya, 2018). The present research effort adopted 

robust maximum likelihood and The Satorra-Bentler Scaled χ2 as the means of 

estimating with data that is non-normal, with regards to structural equation modelling. 

To be effective, maximum likelihood-based covariance-based structural equation 

modelling necessitates that observed variables have a multinormal distribution 

(Jöreskog, 1978; Reinartz, Haenlein & Henseler, 2009). However in reality, it is 

unlikely that the study will attain a multinormal distribution goal (Micceri, 1989; Reinartz 

et al., 2009).  

 

Maximum likelihood estimation with covariance-based structural equation modelling is 

robust against violations of normality, but requires larger sample sizes (Boomsma & 

Hoogland, 2001; Hair et al., 2019b), notably, at least 200 observations to avoid non-

convergence and improper solutions (Boomsma & Hoogland, 2001; Reinartz et al., 

2009). Robust maximum likelihood is an effective estimation method for data deviating 

from normality (Jöreskog & Sörbom, 1996; Karakaya-Ozyer & Aksu-Dunya, 2018; 

Muthen, 1984). A limitation of chi-square tests is the assumption of multivariate 

normality (Hooper et al., 2008) and deviations from normality result in model 

rejections, even with properly specified models (Hooper et al., 2008; Karakaya-Ozyer 

& Aksu-Dunya, 2018; MacCallum et al., 1992). The Satorra-Bentler Scaled χ2 is an 
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effective correction to the χ2 test statistic (Ullman & Bentler, 2013). “Under conditions 

of dependency among latent factors and unique variates, normal theory methods could 

not be trusted, heterogeneous kurtosis worked substantially better, asymptotic 

distribution-free performed well only at very large sample sizes, and, across all sample 

sizes, the Satorra-Bentler scaled statistic performed at closest to nominal levels of all 

the methods considered” (Bentler, 1994: 128). Therefore, the Satorra-Bentler scaled 

test statistic is likely the most effective approach to undertake when multivariate 

normality is not present in the data (Helmes et al., 1998).  

 

6.7 EMPIRICAL RESULTS AND INTERPRETATION OF THE COVARIANCE-BASED 

STRUCTURAL EQUATION MODELLING ANALYSIS 

 

Structural equation modelling methods to choose from include covariance-based 

structural equation modelling (Jöreskog 1993; Hair et al., 2014b; Hair et al., 2017d) 

and partial least squares structural equation modelling (Hair et al., 2014b; Hair et al., 

2017c; Hair et al., 2017d; Lohmöller, 1989; Wold, 1982). The present research effort 

adopted covariance-based structural equation modelling. Covariance-based structural 

equation modelling is used primarily to test theories, therefore explaining the 

relationships among various constructs that make up the theory (Svensson, 2015). 

Section 5.8.3 in Chapter Five, described a six-stage decision process concerning 

structural equation modelling. According to Hair et al. (2010b) ,Hair et al. (2014a) and 

Svensson (2015), these six stages are as follows: 

 

Stage One: Defining individual constructs. 

Stage Two: Developing the overall measurement model. 

Stage Three: Designing a study to produce empirical results. 

Stage Four: Assessing the measurement model validity. 

Stage Five: Specifying the structural model 

Stage Six: Assessing structural model validity 

 

Stage one was completed in Chapter Four and included the revision of the theoretical 

conceptual model deduced from the exploratory factor analysis in Section 6.5 in 

Chapter Six. The remaining five steps are addressed in Chapter Six. 
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6.7.1 Stage Two: Developing the Overall Measurement Model 

 

In order to estimate paths in a structural model, the measurement model is required 

first (Adelodun et al., 2013; Stevens, 2009). In Stage Two, each latent construct to be 

included in the model is to be identified and the measured indicator variables are to 

be assigned to latent constructs which must be represented by using equations or a 

path diagram. The path diagram visually portrays the relationships of the constructs 

(Hair et al., 2014b). There are certain principles pertaining to the construction of a 

diagram representing a measurement model. 

 

• Factors have two or more indicators and are called latent variables, constructs or 

unobserved variables (Ullman & Bentler, 2013). 

• Constructs typically are represented by ovals or circles (Hair et al., 2014b). 

• Measured variables, also called observed variables, indicators or manifest 

variables, are represented by squares or rectangles (Hair et al., 2014b; Ullman & 

Bentler, 2013). 

• Measured variables for exogenous constructs are referred to as X variables, 

whereas endogenous construct indicators are referred to as Y variables (Hair et 

al., 2014b). 

• The X and Y measured variables are associated with the respective constructs by 

a straight arrow from the construct to the measured variable, in other words in 

terms of a path diagram, one or more arrows lead into the endogenous construct 

(Hair et al., 2014b). 

 

Figure 6.2 is an example of the path diagram relating to the present research effort 

regarding the latent variable construct, Strategy. In Figure 6.2, the latent variable 

construct Strategy is shown in an oval shape. The measured, observed indicators or 

manifest variables, which are the measuring instrument questionnaire items or 

statements, are represented in the rectangles. The arrows lead into the indicators from 

the latent variable, which indicates a reflective measurement model. In the case of 

reflective indicators, the direction of the arrows is from the construct to the indicator 

variables, indicating that the construct is the major cause of the covariation of the 

indicator variables (Hair et al., 2017b). Covariance-based structural equation 

modelling requires reflective model specification (Hair et al., 2017a; Hair et al., 2017b).  
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The error terms are shown with the letter ‘e’ as per LISREL notation (Hair et al., 

2014b). Each indicator is associated with an error term, which represents errors in 

measurement, since it is highly unlikely to be able to perfectly measure a variable 

(Diamantopoulos & Siguaw, 2000). Factor loadings are the parameters that describe 

the relationship between the items and the factors (Knekta et al., 2019). The pattern 

coefficients/factor loadings are shown as the letter ‘L’ as per LISREL notation (Hair et 

al., 2014b). 

 

FIGURE 6.2: PATH DIAGRAM MEASUREMENT MODEL RELATIONSHIP 

EXAMPLE 

 

(Source: Constructed by the Researcher) 

 

In the present research effort, the latent variable constructs, namely; Strategy, 

Concessions, Tenant Mix, Debt Restructuring, Demography, Analyse Alternatives, 

Capital Improvements Feasibility, Property Management, Net Leases, The Likelihood 

of a Distressed Property Turnaround and The Likelihood of a Distressed Property 

Financial Recovery were all constructed inline with the example present in Figure 6.2. 

A summary of the latent variable constructs and indicators is provided in Table 6.15.  
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It must be noted that the example presented in Figure 6.2 only illustrates an example 

of the measurement model for one construct of the present research effort and does 

not include the structural model. The structural model concerning the present research 

effort, is proposed in Stage Three. 

 

TABLE 6.15: OUTCOME OF HYPOTHESES TESTED 

Measurement Model 

Latent Variables / Constructs / 

Theoretical Conceptual Model 

Variables 

Observed Variables / Indicators / 

Questionnaire Items 

Strategy STR3, STR2, BUS3, OBS7, MAN5, 

BUS2, MAN3, BUS1, MAN4 , OBS8 and 

STR5. 

Concessions CON3, CON2 and NET1. 

Tenant Mix TEN3 and TEN1. 

Debt Restructuring  REN1, COST6, REN3 and REN2 

Demography DEM3, DEM1 and DEM2. 

Analyse Alternatives MAR1 and COST4. 

Capital Improvements Feasibility CAP2, CAP3, OBS3, OBS4 and MAN6. 

Property Management  BUS4, MAN1, CAP4 and TEN7. 

Net Leases NET4 and NET5. 

The Likelihood of a Distressed Property 

Turnaround 

TUR1, TUR6, TUR10, TUR13, TUR3 

and TUR2. 

The Likelihood of a Distressed Property 

Financial Recovery 

TUR8, TUR5, TUR7 and TUR4. 

(Source: Constructed by the Researcher) 

 

6.7.2 Stage Three: Designing a Study to Produce Empirical Results 

 

Design is concerned with aims, uses, purpose, intentions and plans, concerning a 

research project (Almalki, 2016; Hakim, 2000). According to Kumar (2014: 122), “a 

research design is a plan, structure and strategy of investigation so conceived as to 

obtain answers to research questions or problems”. 
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According to Hair et al. (2014b), Stage Three requires these actions. 

 

• Deciding on metric and non-metric data. 

• Deciding on a covariance and correlation matrix. 

• Deciding what must be done regarding missing data. 

• Finding out the required sample size. 

• Determining and then communicating the theoretical model structure to the 

computer program. 

• Deciding on the estimation method. 

• Deciding on the computer program. 

(Hair et al., 2014b) 

 

Covariance-based structural equation modelling methods are parametric statistical 

methods (Hair et al., 2017c). According to Agresti (1980), Davison and Sharma (1988), 

Clogg and Shihadeh (1994), and Yusoff & Janor (2014), parametric analyses must be 

used when variables are measured at interval level of measurement. Therefore, the 

present research effort involved collecting metric data. Covariance-based structural 

equation modelling methods reproduce a covariance matrix without focusing on 

explained variance (Hair et al., 2011a; Sarstedt et al., 2016). With covariance-based 

structural equation modelling methods, model parameters that minimise the 

differences between the observed sample covariance matrix and the covariance 

matrix, must be estimated (Hair et al., 2012b ; Hair et al., 2017B; Reinartz et al., 2009) 

once the revised theoretical model has being confirmed (Hair et al., 2012b; Hair et al., 

2017c).  

 

When adopting covariance-based structural equation modelling methods, such 

methods must use the covariance matrix of data and estimate model parameters by 

only taking into account the common variance (Hair et al., 2019a; Hair et al., 2017b). 

A covariance matrix should be used in this case, according to Hair et al. (2014b), 

therefore, the present research effort applied a covariance matrix. The collected 

sample data contained no missing information. Questionnaires where there were 

questions not completed or completed incorrectly, were rejected. According to Krejcie 

and Morgan (1970) and Collis and Hussey (2014), the sample size required for a 
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random sample’s results to be generalised, must be no less than 380 cases. Since 

covariance-based structural equation modelling methods do not converge with small 

sample sizes, regardless of whether the data originates from a common or composite 

model population (Hair et al., 2019a), the sample size must be more than 200 cases 

(Boomsma & Hoogland, 2001; Reinartz et al., 2009). A sample size between 100 and 

400 has being suggested and noted by Hair et al. (2014). The sample of the present 

research effort equated to 391.  

 

With determining and then communicating the theoretical model structure to the 

computer program chosen, path diagrams should be utilised (Hair et al., 2014a). Path 

diagrams portray the hypothesised set of relationships in the model which clarifies 

ideas about the relationships among variables and should be translated into the 

equations needed for the analysis (Ullman & Bentler, 2013). The portrayal of the 

relationships in the path diagram should include the combination of dependence and 

correlational relationships amongst exogenous and endogenous constructs (Hair et 

al., 2014b). 

 

The structural model should show the relationships amongst the latent variables 

(Jöreskog et al., 2016; Ullman & Bentler, 2013), in other words the constructs and the 

path relationships amongst them (Hair et al., 2014a; Hair et al., 2017; Hair et al., 

2017d; Karakaya-Ozyer & Aksu-Dunya, 2018), and which is the structural hypotheses 

of the model (Hair et al., 2014A), where all the hypotheses represent relationships that 

must be specified and illustrated as black arrows (Diamantopoulos & Siguaw, 2000; 

Hair et al., 2014; Ullman & Bentler, 2013). Figure 6.3 represents the path diagram of 

the revised, theoretical conceptual model and structural model. Instead of using black 

arrows, blue and red arrows were used to differentiate the relationships between the 

independent variables and the two dependent variables. Each arrow represents an 

hypothesised dependency relationship. A summary of the hypotheses is provided in 

Table 6.14 and is represented in Figure 6.3. 
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FIGURE 6.3: THE PATH DIAGRAM OF THE REVISED THEORETICAL 

CONCEPTUAL MODEL 

 

(Source: Constructed by the Researcher) 

 

Covariance-based structural equation modelling methods must follow the maximum 

likelihood estimation procedure (Hair et al., 2011a; Sarstedt et al., 2016). Maximum 

likelihood-based covariance-based structural equation modelling methods also require 

that the observed variables have a multinormal distribution (Jöreskog, 1978; Reinartz 

et al., 2009). But in reality it is unlikely that most empirical research projects achieve 
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multinormal distribution requirements (Micceri, 1989; Reinartz et al., 2009). Thus, 

maximum likelihood estimation with covariance-based structural equation modelling is 

robust against violations of normality, therefore, it is effective and must be adopted 

(Boomsma & Hoogland, 2001; Hair et al., 2019a). Robust maximum likelihood, 

therefore, is the estimation method to use when data deviates from normality 

(Jöreskog & Sörbom, 1996; Karakaya-Ozyer & Aksu-Dunya, 2018; Muthen, 1984). 

The present research effort adopted robust maximum likelihood for the estimation 

procedure. 

 

Structural equation modelling techniques can be performed with the computer 

statistical programme, LISREL (Karakaya-Ozyer & Aksu-Dunya, 2018; Hair et al., 

2010B; Özdamar, 2016). LISREL is recommended for covariance-based structural 

equation modelling methods (Hair et al., 2019a). LISREL allows the simultaneous 

estimation of a series of separate, but interdependent equations, incorporating the 

calculations of both latent variables and manifest variables and measurement error by 

checking the direct, indirect and total relations of the model. The model is tested 

through the simultaneous analysis of all matrices, through which the quality of fit 

between the theorised model and the data and the estimation of the variance and 

covariance effects between the variables, are all assessed (Malhotra et al., 2014). 

 

6.7.3 Stage Four: Assessing the Measurement Model Validity 

 

Stage Four entails assessing goodness-of-fit and construct validity of the 

measurement model (Hair et al., 2014c). Construct validity was discussed in Section 

6.4. In the present research effort, construct validity was accessed with exploratory 

factor analysis. Kaiser’s criterion indicates that all factors that are above the 

eigenvalue of one (0,1), must be retained (Kaiser, 1960; Yong & Pearce, 2013). Factor 

loadings of 0.30 and more are required, for a sample size of 350 in order to conform 

to convergent validity (Hair et al., 2006). The dependent variable was split into two 

variables, namely The Likelihood of a Distressed Property Turnaround and The 

Likelihood of a Distressed Property Financial Recovery.  
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Nine independent variables were retained, which included; Strategy, Concessions, 

Tenant Mix, Debt Restructuring, Demography, Analyse Alternatives, Capital 

Improvements Feasibility, Property Management and Net Leases. Only items with 

factor loadings 0.30 and more were kept.  

 

The Cronbach α of the constructs The Likelihood of a Distressed Property Turnaround, 

The Likelihood of a Distressed Property Financial Recovery, Strategy, Concessions, 

Tenant Mix, Debt Restructuring, Demography, Capital Improvements Feasibility and 

Property Management met the 0.70 reliability criteria. Analyse Alternatives and Net 

Leases were less than 0.70 but were above 0.50, but the minimally acceptable 

reliability for preliminary research situations must be in the range of 0.50 and 0.60 

(Nunnally 1967; Peterson, 1994). Analyse Alternatives and Net Leases, therefore, 

could be accepted as reliable according to Nunnally (1967) and Peterson (1994). The 

divergent validity and Cronbach α and reliability measures provided sufficient evidence 

to support construct validity.  

 

In order to assess overall model fit, goodness-of-fit indices are used (Karakaya-Ozyer 

& Aksu-Dunya, 2018). To assess the extent to which the proposed measurement 

model represents an acceptable approximation of the data, the goodness-of-fit indices 

of the measurement model were assessed. The following hypotheses were 

formulated: 

 

H0: The data fits the model perfectly. 

H1b: The data does not fit the model perfectly.  

 

The measurement model shows the set of constructs and indicators and the structural 

model shows the relationships amongst constructs (Hair et al., 2014b). To identify the 

degree to which the proposed measurement model represents an acceptable 

approximation of the data, fit indices were considered and summarised in Table 6.16. 

In the present research effort, the conclusion of a close-fitting model is based upon a 

normed chi-square (χ2/df ratio), the root mean square error of approximation (RMSEA) 

and expected cross-validation index (ECVI). The Satorra-Bentler scaled test statistic 

is the most effective method to utilise when multivariate normality is not present in the 

data (Helmes et al., 1998).  
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A statistic that should minimise the impact of sample size on the model chi-square 

(Hooper et al., 2008) is the relative or normed chi-square (χ2/df) (Hooper et al., 2008; 

Wheaton et al., 1977). The acceptable ranges for a good model fit concerning the 

normed chi-square technique (χ2 / df ratio) are values less than 3 (Hair et al., 2010a; 

Hooper et al., 2008; Karakaya-Ozyer & Aksu-Dunya, 2018; Kline, 2005; Nagammai et 

al., 2015). 

 

The root mean square error of approximation must indicate how well a model would 

do, with unknown but optimally chosen parameter values, with regards to fitting the 

population covariance matrix (Cudeck, 1993; Diamantopoulos & Siguaw, 2000). 

Values less than 0.05 indicate a good fit (Diamantopoulos & Siguaw, 2000; Karakaya-

Ozyer & Aksu-Dunya, 2018; Kline, 2005; Schumacker & Lomax, 1996).  

 

The expected cross-validation index must indicate whether a model is likely to cross-

validate across samples of the same size from the same population, specifically, the 

expected cross-validation index must measure the discrepancy between the fitted 

covariance matrix in the analysed sample and the expected covariance matrix that 

would be obtained in another sample of equivalent size (Byrne, 1998; Diamantopoulos 

& Siguaw, 2000). When comparing the models, the smaller expected cross-validation 

index values reflect a better model fit (MacCallum & Austin, 2000; Saltzman et al., 

2015;). Table 6.16 provides a summary of the criteria required for a model fit as per 

the goodness-of-fit measure indices used in the present research effort. 

 

TABLE 6.16: CRITERIA FOR GOODNESS-OF-FIT INDICES 

Goodness-of-fit measure Values and 

indicators 

Supporting literature 

Normed chi-square (χ2/df 

ratio); 

χ2 = Satorra-Bentler scaled 

chi-square test statistic 

df = degrees of freedom 

 Values < 3 

Good model fit 

Karakaya-Ozyer & Aksu-

Dunya, 2018; 

Hair et al., 2010B; 

Nagammai, Mohazmi, 

Liew et al., 2015; 

Hooper et al., 2008;  

Kline, 2005. 
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Root mean square error of 

approximation (RMSEA) 

Values < 0.06 

Close-fitting model 

Ullman & Bentler, 2013;  

Hu & Bentler, 1999. 

Values < 0.05 

Good fit 

 

Karakaya-Ozyer & Aksu-

Dunya, 2018; 

Kline, 2005; 

Diamantopoulos & 

Siguaw, 2000;  

Schumacker & Lomax, 

1996 

Values between 0.05 

and 0.08 

Reasonable fit 

Yamaga, et al., 2018; & 

MacCallum & Austin, 

2000. 

Values between 0.08 

and 0.10 

Mediocre fit 

And 

Values > 0.10 

Poor fit 

Hooper et al., 2008;  

MacCallum, Browne & 

Sugawara, 1996. 

 

Expected cross-validation 

index (ECVI) 

Values less than the 

independence model 

and saturated model 

indicate a model fit. 

Saltzman, Easton & 

Wright, 2015;  

MacCallum & Austin, 

2000. 

(Source: Constructed by the Researcher) 

 

Table 6.17, on the following page, shows the results from LISREL concerning the 

measurement model of the present research effort. The Satorra-Bentler scaled chi-

square (χ2) of 851.769 (p = 0.0) provides testimony that the sample data does not fit 

the model perfectly and therefore H0: The data fits the model perfectly, should be 

rejected. The Satorra-Bentler scaled test statistic is the effective method that must be 

used when multivariate normality is not present (Helmes et al., 1998), however, the 

(χ2) model-fit criterion is sensitive to sample size (Schumacker & Lomax, 2010; Ullman 

& Bentler, 2013) because as sample size increases above 200 cases (Schumacker & 

Lomax, 2010), the (χ2) statistic indicates a significant probability level (Schumacker & 
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Lomax, 2010) and should not be used when there are large sample sizes (Çokluk et 

al., 2014; Karakaya-Ozyer & Aksu-Dunya, 2018; Karadag, 2012; Shook, et al., 2004). 

The fit of models estimated with large samples are difficult to assess, therefore, 

various fit indices must be used (Ullman & Bentler, 2013). 

 

TABLE 6.17: GOODNESS-OF-FIT INDICES FOR THE MEASUREMENT MODEL 

Fit indices Measurement 

Model Results 

Sample size 391 

Degrees of freedom (df) 594 

Satorra-Bentler scaled chi-square (χ2) 851.769 (p = 0.0) 

Minimum fit function level 3.380 

χ2/df ratio: Satorra-Bentler scaled chi-square / Degrees of 

freedom 

1.43 

Root mean square error of approximation (RMSEA) 0.0334 

Expected cross-validation index (ECVI) 2.743 

Expected cross-validation index (ECVI) saturated model 3.605 

Expected cross-validation index (ECVI) independence model 61.879 

(Source: Constructed by the Researcher) 

 

The results of χ2/df ratio equated to 1.43 and met the criteria (values < 3) for a good 

model fit. The results from the root mean square error of approximation equated to 

0.0334 and the criteria is values (< 0.05) for a good fit. Finally, the results of the 

expected cross-validation index equated to 2.743, where the criteria for a model fit 

required the expected cross-validation index to be less than the saturated model and 

the independence model, and in which, the results were less for both (2.743 is less 

than both 3.605 and 61.879), hence there is a model fit. In conclusion, the Satorra-

Bentler scaled chi-square (χ2) indicated that there was not a perfect model fit, but the 

χ2/df ratio, root mean square error of approximation and expected cross-validation 

indices suggest that the measurement model of the present research effort, fits the 

data well, that is, a close fit. No changes were made to the measurement model.  
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6.7.4 Stage Five: Specifying the Structural Model 

 

Stage Five requires that the specification of the structural model and, thus, 

relationships amongst the constructs to another based on the proposed theoretical 

model, must be assigned, where a structural model specification is likely to use the 

dependence relationship type to represent structural hypotheses of the model (Hair et 

al., 2014c). A theoretical model must indicate the structural relationships, based on 

the equations connecting the conceptual variables and must formalise the theory and 

visually portray the relationships (Bollen, 2002; Sarstedt et al., 2016).  

 

The structural model, thus, must show the relationships among the latent variables 

(Jöreskog et al., 2016; Ullman & Bentler, 2013), in other words, the path relationships 

amongst constructs (Karakaya-Ozyer & Aksu-Dunya, 2018; Hair et al., 2014c ; Hair et 

al., 2017b; Hair et al., 2017d), where the location and sequence of the constructs are 

grounded on theory, experience and accumulated knowledge (Hair et al., 2017d). 

Structural relationships must be shown by a single-headed arrow which further 

indicates that the construct is dependent upon another construct, expressing the 

dependence relationships amongst independent and dependent variables, even with 

cases where a dependent variable becomes an independent variable and whereby the 

proposed relationships must be translated into structural equations for each of the 

respective dependent variables (Hair et al., 2014c).  

 

Figure 6.4 depicts the estimated structural model of the present research effort. Each 

arrow represents the reformulation of the hypotheses as presented in Section 6.6. The 

exogenous variables or independent variables are shown on the left and the blue and 

red variables on the right are the two endogenous variables or dependent variables. 

The blue arrows indicate the hypothesised dependence relationship between the 

independent variables and The Likelihood of a Distressed Property Turnaround, while 

the red arrows indicate the hypothesised dependence relationship between the 

independent variables and The Likelihood of a Distressed Property Financial 

Recovery. A solid arrow indicates statistical significance while a dashed arrow 

indicates statistical non-significance. The path coefficients are provided where a 

relationship has statistical significance. 
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FIGURE 6.4: THE STRUCTURAL MODEL ESTIMATION (INCLUDING T-VALUES) 

 

(Source: Constructed by the Researcher) 
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6.7.5 Stage Six: Assessing Structural Model Validity 

 

Stage Six requires the testing of the validity of the structural model and the 

corresponding, hypothesised, theoretical relationships where the goodness-of-fit and 

significance, direction and the size of the structural parameter estimates must all be 

assessed, and if the structural model is determined to be valid, then substantive 

conclusions and recommendations can be drawn, but if the structural model is 

determined to be invalid, then the model must be refined and tested with new data 

(Hair et al., 2014b). 

 

A good fitting model should always be reasonably consistent with the data and would 

not require respecification (Adelodun et al., 2013; Stevens, 2009). Covariance-based 

structural equation modelling requires a model fit (Hair et al., 2019a; Hair et al., 2019b), 

which must be based on the minimising of the divergence between the observed and 

estimated covariance matrices (Hair et al., 2019; Hanafi, 2007; Sarstedt et al., 2014; 

Tenenhaus & Tenenhaus, 2011;). Stage Six thus must assess goodness-of-fit of the 

structural model (Hair et al., 2014b).  

 

To assess overall model fit, goodness-of-fit indices need to be utilised (Karakaya-

Ozyer & Aksu-Dunya, 2018). Covariance-based structural equation modelling fit 

requires accurately estimating the observed covariance matrix (Hair et al., 2017d; 

Sarstedt et al., 2016). Goodness-of-fit must indicate how well the specified model 

reproduces the observed covariance matrix among the indicator items (Hair et al., 

2014c). Once the specified model is estimated, model fit compares the theory to reality 

by assessing the similarity of the estimated covariance matrix to reality and the closer 

the values of the two matrices are to each other, the better the model fit (Hair et al., 

2014c). Goodness-of-fit statistics enable covariance-based structural equation 

modelling methods to assess whether the theoretical model should be confirmed or 

not (Sarstedt et al., 2016). 
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TABLE 6.18: GOODNESS-OF-FIT INDICES FOR THE MEASUREMENT AND 

STRUCTURAL MODELS 

Fit indices Measurement 

Model Results 

Structural Model 

Results 

Sample size 391 391 

Degrees of freedom (df) 594 1027 

Satorra-Bentler scaled chi-square (χ2) 851.769 (p = 0.0) 1480.413 (p =0.0) 

Minimum fit function level 3.380 5.622 

χ2/df ratio: Satorra-Bentler scaled chi-

square / Degrees of freedom 

1.43 1.44 

Root mean square error of 

approximation (RMSEA) 

0.0334 0.0336 

Expected cross-validation index (ECVI) 2.743 4.560 

Expected cross-validation index (ECVI) 

saturated model 

3.605 6.031 

Expected cross-validation index (ECVI) 

independence model 

61.879 99.281 

(Source: Constructed by the Researcher) 

 

Table 6.18 shows the results from LISREL concerning the structural and measurement 

models of the present research effort. The Satorra-Bentler scaled chi-square (χ2) of 

1480.413 (p = 0.0) provides testimony that the sample data does not fit the model 

perfectly. 

 

The results of χ2/df ratio equated to 1.44 and the criteria for a good model fit is values 

of < 3. The results from the root mean square error of approximation equated to 0.0336 

and the criteria ) for a good fit is values (< 0.05). Finally, the results of the expected 

cross-validation index equated to 4.560, where the criteria for a model fit required the 

expected cross-validation index to be less than the saturated model and the 

independence model, in which, the results were less for both (4.560 is less than both 

6.031 and 99.281), hence there is a model fit. 
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In conclusion, the Satorra-Bentler scaled chi-square (χ2) indicated that there was not 

a perfect model fit, but the χ2/df ratio, root mean square error of approximation and 

expected cross-validation indices suggested that both the measurement and structural 

models of the present research effort, fitted the data well, that is, a close fit. Once the 

model is established as being adequate, then the hypotheses within the model must 

be tested by evaluating the model parameter estimates (Ullman & Bentler, 2013). 

Always with structural equation modelling techniques, a model must be specified, 

parameters for the model must be estimated using sample data and the parameters 

must be used to produce the estimated population covariance matrix (Ullman & 

Bentler, 2013). 

 

6.7.5.1 Non-significant Relationships 

 

As shown earlier in Figure 6.4, there were in total 10 statistically non-significant 

relationships. There were five statistically non-significant relationships between the 

independent variables and The Likelihood of a Distressed Property Turnaround, 

namely, Tenant Mix, Debt Restructuring, Demography, Analyse Alternatives and Net 

Leases. There were five statistically non-significant relationships between, the 

independent variables and The Likelihood of a Distressed Property Financial 

Recovery, namely Tenant Mix, Debt Restructuring, Demography, Property 

Management and Net Leases. A summary of the statistically non-significant 

hypotheses are provided on Table 6.19. 

 

TABLE 6.19: STATISTICALLY NON-SIGNIFICANT HYPOTHESES 

H3 
There is a positive relationship between the importance a Tenant Mix and 

The Likelihood of a Distressed Property Turnaround.  

H4 
There is a positive relationship between the importance of Debt 

Restructuring and The Likelihood of a Distressed Property Turnaround. 

H5 
There is a positive relationship between the importance of Demography 

and The Likelihood of a Distressed Property Turnaround. 

H6 
There is a positive relationship between the importance of Analysing 

Alternatives and The Likelihood of a Distressed Property Turnaround. 
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H9 
There is a positive relationship between the importance of Net Leases 

and The Likelihood of a Distressed Property Turnaround. 

H12 
There is a positive relationship between the importance a Tenant Mix and 

The Likelihood of a Distressed Property Financial Recovery. 

H13 

There is a positive relationship between the importance of Debt 

Restructuring and The Likelihood of a Distressed Property Financial 

Recovery. 

H15 

There is a positive relationship between the importance of Analysing 

Alternatives and The Likelihood of a Distressed Property Financial 

Recovery. 

H17 

There is a positive relationship between the importance of Property 

Management and The Likelihood of a Distressed Property Financial 

Recovery. 

H18 
There is a positive relationship between the importance of Net Leases 

and The Likelihood of a Distressed Property Financial Recovery. 

(Source: Constructed by the Researcher) 

 

The results indicate that H3, H4, H5, H6 and H9 are statistically non-significant and are, 

therefore, rejected. Tenant Mix, Debt Restructuring, Demography, Analysing 

Alternatives and Net Leases are not likely to have any influence on The Likelihood of 

a Distressed Property Turnaround and hence, are assumed not to be important factors 

to consider in order to improve the odds that a distressed property successful overall 

turnaround in operations and performance occurs.  

 

The results indicate that H12, H13, H15, H17 and H18 are statistically non-significant and 

are, therefore, rejected. Tenant Mix, Debt Restructuring, Property Management, 

Analysing Alternatives and Net Leases are not likely not to have any influence on The 

Likelihood of a Distressed Property Financial Recovery and hence, are assumed not 

to be important factors to consider in order to improve the odds that a distressed 

property financially fully recovers.  
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6.7.5.2 Significant Relationships: Strategy and The Likelihood of a Distressed 

Property Turnaround 

 

H1 
There is a positive relationship between the importance of Strategy and  

The Likelihood of a Distressed Property Turnaround. 

 

The results presented in Figure 6.4 show that there is a positive relationship, with a 

path coefficient of 0.513 and t-value of 3.267, between Strategy and The Likelihood of 

a Distressed Property Turnaround. H1 is therefore accepted. The results show that a 

comprehensive strategy for a distressed property that is likely to be successful should 

contain a number of considerations. 

 

• A well-prepared strategic plan 

• Clearly specified goals 

• The analysis of the business environment 

• The evaluation of existing strategies 

• The analysis of market rental rates 

• Management negotiating profitable lease contracts 

• The evaluation of economic prospects regarding the property 

• Management developing a positive image concerning the property 

• The evaluation of all risks 

• Management efforts improving the rental value 

• The analysis of data concerning financial performance 

• Planning for different future scenarios 

 

Such a strategy is perceived to be an important factor to consider in order to improve 

the likelihood that normal property operations will resume, that there is the likelihood 

of economic performance recovering, that there is the likelihood that net operating 

income above minimal levels is achieved, that there is  the likelihood of avoiding a loan 

default, the likelihood of reducing vacancies, the likelihood of returning to a positive 

cash flow and the likelihood of achieving a performance level accepted by the property 

stakeholders. In other words, a comprehensive property strategy is an important factor 

to consider in order to positively influence the chances of a distressed property 

turnaround. 
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6.7.5.3 Significant Relationships: Strategy and The Likelihood of a Distressed 

Property Financial Recovery 

 

H10 
There is a positive relationship between the importance of Strategy and 

The Likelihood of a Distressed Property Financial Recovery. 

 

The results presented in Figure 6.4 show that there is a positive relationship, with a 

path coefficient of 1.014 and t-value of 7.281, between Strategy and The Likelihood of 

a Distressed Property Financial Recovery. Therefore, is H10accepted. The results 

show that a comprehensive strategy for a distressed property and containing the 

considerations outlined above is perceived to be an important factor to consider in 

order to improve the likelihood for sustained property profitability, the likelihood of 

reaching the break-even point from a loss situation, the likelihood of achieving financial 

solvency and the likelihood of attaining the performance level prior to the state of 

decline. In other words, a comprehensive property strategy is an important factor to 

consider in order to positively influence the chances that a distressed property 

recovers financially. 

 

6.7.5.4 Significant Relationships: Concessions and The Likelihood of a Distressed 

Property Turnaround 

 

H2 
There is a positive relationship between the importance of Concessions 

and The Likelihood of a Distressed Property Turnaround. 

 

The results presented in Figure 6.4 show that there is a positive relationship, with a 

path coefficient of 2.52 and t-value of 2.767 (p < 0.05), between Concessions and The 

Likelihood of Distressed Property Turnaround. Therefore is H2 accepted. The results 

show that offering concessions to tenants to ensure lease renewal or to attract new 

tenants is perceived to be an important factor to consider in order to improve the 

likelihood that normal property operations resume, that there is the likelihood of 

economic performance recovering, that there is the likelihood that net operating 

income above minimal levels is achieved, that there is the likelihood of avoiding a loan 

default, the likelihood of reducing vacancies, the likelihood of returning to a positive 

cash flow and the likelihood of achieving a performance level accepted by the property 
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stakeholders. In other words, offering concessions to existing tenants or to potential 

tenants is an important factor to consider in order to positively influence the chances 

of a distressed property turnaround. 

 

6.7.5.5 Significant Relationships: Concessions and The Likelihood of a Distressed 

Property Financial Recovery 

 

H11 
There is a positive relationship between the importance of Concessions 

and The Likelihood of a Distressed Property Financial Recovery. 

 

The results presented in Figure 6.4 show that there is a positive relationship, with a 

path coefficient of 3.30 and t-value of 3.648, between Concessions and The Likelihood 

of a Distressed Property Financial Recovery. Therefore is H11 accepted. The results 

show that offering concessions to tenants to ensure lease renewal or to attract new 

tenants is perceived to be an important factor to consider in order to improve the 

likelihood for sustained property profitability, that there is the likelihood of reaching the 

break-even point from a loss situation, the likelihood of achieving financial solvency 

and the likelihood of attaining the performance level prior to the state of decline.  

In other words, offering concessions to existing tenants or to potential tenants is an 

important factor to consider in order to positively influence the chances that a 

distressed property financially recovers. 

 

6.7.5.6 Significant Relationships: Demography and The Likelihood of a Distressed 

Property Financial Recovery 

 

H14 
There is a positive relationship between the importance of Demography 

and The Likelihood of a Distressed Property Financial Recovery. 

 

The results presented in Figure 6.4 show that there is a negative relationship, with a 

path coefficient of -0.255 (minus) and t-value of -2.769 (minus), between Demography 

and The Likelihood of a Distressed Property Financial Recovery. Therefore is H14 

rejected. The results show that conducting a comprehensive study on the size and 

composition of the population concerning the respective real estate market, is not only 

perceived by real estate stakeholders and actors as unlikely to improve the likelihood 
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that a distressed property financially recovers, but also is perceived to possibly reduce 

the likelihood of financial recovery, hence a comprehensive demographical study 

should be avoided in the context of considering important factors that need to be 

considered and addressed, in order to improve the odds of a distressed property 

financially recovering from a state of decline. Other factors should be considered. 

 

6.7.5.7 Significant Relationships: Capital Improvements Feasibility and The 

Likelihood of a Distressed Property Turnaround 

 

H7 

There is a positive relationship between the importance of Capital 

Improvement Feasibility and The Likelihood of a Distressed Property 

Turnaround. 

 

The results presented in Figure 6.4 show that there is a negative relationship, with a 

path coefficient of -0.415 (minus) (p < 0.0), between Capital Improvements Feasibility 

and The Likelihood of a Distressed Property Turnaround. Therefore is H7 rejected.  

 

The results show that conducting a feasibility study in order to determine the need for 

structural additions or alterations concerning a distressed property is not only 

perceived by real estate stakeholders and actors to be unlikely to improve the 

likelihood that a distressed property’s operational and performance turnaround occurs, 

but it is also perceived to possibly reduce the likelihood of a successful turnaround, 

hence a capital project feasibility study should be avoided in the context of considering 

important factors that need to be considered and addressed in order to improve the 

odds of a successful distressed property turnaround. Other factors should be 

considered. 

 

6.7.5.8 Significant Relationships: Capital Improvements Feasibility and Distressed 

Property Financial Recovery 

 

H16 

There is a positive relationship between the importance of Capital 

Improvement Feasibility and The Likelihood of a Distressed Property 

Financial Recovery. 
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The results presented in Figure 6.4 show that there is a negative relationship, with a 

path coefficient of -0.253 (minus) and t-value of -1.837 (minus), between Capital 

Improvements Feasibility and The Likelihood of a Distressed Property Financial 

Recovery. Therefore, is H16 rejected. The results show that conducting a feasibility 

study in order to determine the need for structural additions or alterations concerning 

a distressed property, is not only perceived by real estate stakeholders and actors to 

be unlikely to improve the likelihood that a distressed property financially recovers, but 

it is also perceived to possibly reduce the likelihood of a financial recovery, hence a 

capital project feasibility study should be avoided in the context of considering 

important factors that need to be considered and addressed, in order to improve the 

odds that a distressed property recovers financially. Other factors should be 

considered. 

 

6.7.5.9 Significant Relationships: Property Management and The Likelihood of a 

Distressed Property Turnaround 

 

H8 
There is a positive relationship between the importance of Property 

Management and The Likelihood of a Distressed Property Turnaround. 

 

The results presented in Figure 6.4 show that there is a positive relationship, with a 

path coefficient of 0.502 and t-value of 3.150, between Property Management and The 

Likelihood of a Distressed Property Turnaround. Therefore, is H8 accepted. The results 

show that property management that analyses the financial position of a property, that 

keeps a property in good condition, accesses the feasibility of replacing building 

components and selects tenants that generate maximum sales potential, is perceived 

by real estate stakeholders and actors to be an important factor to consider in order to 

improve the likelihood that normal property operations resume, that there is the 

likelihood of economic performance recovering, that there is the likelihood that net 

operating income above minimal levels is achieved, the likelihood of avoiding a loan 

default, the likelihood of reducing vacancies, the likelihood of returning to a positive 

cash flow and the likelihood of achieving a performance level accepted by the property 

stakeholders. In other words, suitable property management is an important factor to 

consider in order to positively influence the chances of a distressed property 

turnaround. Based on the empirical results of the path coefficients, all the hypotheses 
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that have been defined can be interpreted as being either accepted or rejected. A 

summary of all the tested hypotheses and the decision to accept or reject each 

hypothesis, is presented in Table 6.20. 

 

TABLE 6.20: SUMMARY OF THE HYPOTHESES TESTED IN THE REVISED 

MODEL 

Hypotheses Decision 

H1 

There is a positive relationship between the importance of 

Strategy and  The Likelihood of a Distressed Property 

Turnaround. 

Accepted 

H2 

There is a positive relationship between the importance of 

Concessions and The Likelihood of a Distressed Property 

Turnaround. 

Accepted 

H3 

There is a positive relationship between the importance a 

Tenant Mix and The Likelihood of a Distressed Property 

Turnaround.  

Rejected 

H4 

There is a positive relationship between the importance of 

Debt Restructuring and The Likelihood of a Distressed 

Property Turnaround. 

Rejected 

H5 

There is a positive relationship between the importance of 

Demography and The Likelihood of a Distressed Property 

Turnaround. 

Rejected 

H6 

There is a positive relationship between the importance of 

Analysing Alternatives and The Likelihood of a Distressed 

Property Turnaround. 

Rejected 

H7 

There is a positive relationship between the importance of 

Capital Improvement Feasibility and The Likelihood of a 

Distressed Property Turnaround. 

Rejected 

H8 

There is a positive relationship between the importance of 

Property Management and The Likelihood of a Distressed 

Property Turnaround. 

Accepted 
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H9 

There is a positive relationship between the importance of 

Net Leases and The Likelihood of a Distressed Property 

Turnaround. 

Rejected 

H10 

There is a positive relationship between the importance of 

Strategy and The Likelihood of a Distressed Property 

Financial Recovery. 

Accepted 

H11 

There is a positive relationship between the importance of 

Concessions and The Likelihood of a Distressed Property 

Financial Recovery. 

Accepted 

H12 

There is a positive relationship between the importance a 

Tenant Mix and The Likelihood of a Distressed Property 

Financial Recovery. 

Rejected 

H13 

There is a positive relationship between the importance of 

Debt Restructuring and The Likelihood of a Distressed 

Property Financial Recovery. 

Rejected 

H14 

There is a positive relationship between the importance of 

Demography and The Likelihood of a Distressed Property 

Financial Recovery. 

Rejected 

H15 

There is a positive relationship between the importance of 

Analysing Alternatives and The Likelihood of a Distressed 

Property Financial Recovery. 

Rejected 

H16 

There is a positive relationship between the importance of 

Capital Improvement Feasibility and The Likelihood of a 

Distressed Property Financial Recovery. 

Rejected 

H17 

There is a positive relationship between the importance of 

Property Management and The Likelihood of a Distressed 

Property Financial Recovery. 

Rejected 

H18 

There is a positive relationship between the importance of 

Net Leases and The Likelihood of a Distressed Property 

Financial Recovery. 

Rejected 

(Source: Constructed by the Researcher) 
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Measures must always establish the validity of the structural model, but it is vital that 

comparisons between the overall fit should be made with the measurement model, 

where a closer structural model goodness-of-fit to the measurement model means a 

better structural model fit (Hair et al., 2014a). Testing the structural model makes no 

sense if it is established that the measurement model did not hold, since the chosen 

indicators for a construct did not measure the construct. Therefore, the specified 

theory must be modified. Therefore, a measurement model must always be tested 

first, before testing the structural relationships (Jöreskog et al., 2016). In the present 

research effort, both the measurement and structural models held. No changes were 

made to the structural model. In the case where modifications are required and are 

made to an original model, there needs to be substantively meaningful and justifiable 

reasons for doing so (Diamantopoulos & Siguaw, 2000; MacCallum et al., 1992). 

 

6.8 SUMMARY 

 

Chapter Six presented the empirical results of the present research effort. The 

construct validity of the study variables were tested with exploratory factor analysis. 

The proposed theoretical conceptual model presented in Chapter Four was empirically 

tested with the use of covariance-based structural equation modelling and the results 

assessed the reformulated hypotheses. A revised model was then proposed and 

assessed. Both validity and reliability were assessed and resulted in the following 

factors that potentially influence the dependent variables; Strategy, Concessions, 

Tenant Mix, Debt Restructuring, Demography, Analyse Alternatives, Capital 

Improvements Feasibility, Property Management and Net Leases.  The results showed 

that Strategy and Concessions had a positive influence on both the dependent 

variables. Property Management had a positive influence on The Likelihood of a 

Distressed Property Turnaround, while Capital Improvements Feasibility had negative 

influence on both dependent variables. Demography had a negative influence on The 

Likelihood of a Distressed Property Financial Recovery. The balance of the 

relationships were depicted as non-significant. The interpretation of the findings, as 

well as the expected implications thereof for Distressed Properties, will be presented 

in Chapter Seven. Chapter Seven will also include limitations of the research and will 

conclude with recommendations for further research. 
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CHAPTER 7: SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 

 

7.1 INTRODUCTION 

 

Chapter Seven contains an overview of the present research effort as well as a 

discussion of the significant findings based on the empirical results presented in 

Chapter Six. According to Collis & Hussey (2014: 2), “research is a systematic and 

methodical process of inquiry and investigation with the view to increasing knowledge” 

“Research is a process for collecting, analysing and interpreting information to answer 

research questions. But to qualify to be called ‘research’, the process must have 

certain characteristics and fulfil some requirements: it must, as far as possible, be 

controlled, rigorous, systematic, valid and verifiable, empirical and critical” (Kumar, 

2014: 9). The research process would likely include conceptualising a research 

design, constructing an instrument, selecting a sample, writing a research proposal, 

collecting data, processing and displaying data and, finally, writing a research report 

(Kumar, 2014).  

 

According to Collis and Hussey (2014), there is normally a concluding chapter included 

in the structure of a dissertation or thesis. Tan (2017) stipulates that developing the 

conclusion of a study entails a summary, contributions and implications, limitations 

and recommendations and suggestions for future research. In the summary and 

conclusions chapter, the study findings should be accompanied by a discussion of 

each research question investigated (Collis & Hussey, 2014). 

 

In Section 7.2 of the present chapter an overview of the research is provided. An 

interpretation of the findings within the context of the research problem and research 

objectives is further provided. The objective is to provide valid conclusions and 

recommendations from both the empirical data and the insights gained from the 

readings conducted as a background to the research. Both the significant and non-

significant relationships provided in the revised theoretical conceptual model that was 

provided in Chapter Six, will be discussed. Evidence from existing literature will be 

provided in an attempt to explain the formation of theoretical constructs developed by 

the exploratory factor analysis that resulted in the revised theoretical conceptual 

model, illustrated in Chapter Six.  
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In the remainder of Chapter Seven the findings of the present research effort are 

interpreted and evaluated with the focus on the following research objective that was 

provided in Chapter One: 

 

To discuss the results and interpretations of the empirical study to make 

suitable recommendations based on the results.  

 

Furthermore, the findings of the present research effort are interpreted and evaluated 

with the focus on the research questions, that are presented on Table 7.1 and which 

were provided in Chapter One. 

 

TABLE 7.1: RESEARCH QUESTIONS RQ7-RQ19 

RQ7 
Is identifying building obsolescence an important decision and action 

required to improve the prospect of recovering distressed properties? 

RQ8 

Is assessing the need for capital improvements to a property an 

important decision and action required to improve the prospect of 

recovering distressed properties? 

RQ9 
Is having a suitable tenant mix an important reform strategy that is 

required to improve the prospect of recovering distressed properties? 

RQ10 
Is applying triple net lease agreements an important reform strategy that 

is required to improve the prospect of recovering distressed properties? 

RQ11 
Is offering concessions to tenants an important reform strategy that is 

required to improve the prospect of recovering distressed properties? 

RQ12 

Is having credible property management an important reform strategy 

that is required to improve the prospect of recovering distressed 

properties? 

RQ13 

Are making provisions concerning the terms of the property management 

contract, the level of decision-making power of property management the 

level of protection property management has from accountability and the 

property management compensation agreement, important reform 

strategies that are required to improve the prospect of recovering 

distressed properties? 
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RQ14 
Is conducting a business analysis of a distressed property an important 

decision and action, required to improve the prospect of recovery? 

RQ15 
Is renegotiating the debt of a distressed property an important reform 

strategy that is required to improve the prospect of recovery? 

RQ16 
Is cost-cutting an important reform strategy that is required to improve 

the prospect of recovering distressed properties? 

RQ17 

Is conducting a real estate market analysis an important decision and 

action, required to improve the prospect of recovering distressed 

properties? 

RQ18 
Is strategic planning an important decision and action required to improve 

the prospect of recovering distressed properties? 

RQ19 

Is studying demographic information of the respective real estate market 

an important decision and action, required to improve the prospect of 

recovering distressed properties? 

(Source: Researcher Construction) 

 

The last Section of Chapter Seven reflects on the operationalised implications of the 

research results, followed by a discussion about the limitations of the research as well 

as suggestions for future research concerning the topic of distressed property 

turnaround. 

 

7.2 OVERVIEW OF THE RESEARCH 

 

The present research effort was concerned with identifying important variables that 

are likely to influence the likelihood of a distressed commercial property financial 

recovery and thus contributes to the world of knowledge. Within the real estate 

investing sector, there is a market for investors seeking to invest in distressed 

properties (Healy & Martin, 1989). As such, property investors would likely pursue non-

core real estate investing strategies which would incorporate value-added and 

opportunistic investing type properties. Investors invest in value-added and 

opportunistic investing type properties as a means of further enhancing the expected 

returns of their respective real estate portfolio, but value-added and opportunistic 

investing type properties require specialised acquisition and management expertise, 
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in order improve the value and income ability of these properties (Ross & Mancuso, 

2011). Furthermore, value-added and opportunistic investing type properties are 

associated and exposed to higher and a high degree risk. These property types have 

substantial value creation potential but the value can only be unlocked by means of 

redeveloping the properties or demolishing the existing structures and developing a 

completely new structure (Shilling & Wurtzebach, 2012). Since property investors take 

on far more risk with value-added and opportunistic investing type properties, the 

investors can expect to be rewarded with higher investment returns (Gahr et al., 2017).  

 

Property investors that seek opportunistic investing type properties would most likely 

target properties and transactions involving turnaround potential and would have some 

sort of turnaround strategy or plan in mind for such properties (Folkestone Ltd, 2015). 

Investors seeking distressed opportunities in the context of real estate can purchase 

debt packages at a discount from motivated sellers, can purchase unfinished projects 

and can purchase portfolios from distressed real estate owners who are seeking 

financial relief (NEPC, 2010). The incentive for a property investor is to acquire a 

distressed property at a discount and, thus, use the required expertise to stabilise and 

enhance the value of the distressed property, to make a substantial profit (Thypin, 

2010). 

 

The property investor’s turnaround strategy or plan in mind would likely have credible 

actions and procedures that are meant to reverse the causes of the property distress, 

resolve financial issues regarding the property and assist with improving the property 

financial performance. The turnaround strategy would have to have the support of the 

property stakeholders, overcome internal property-related constraints and would have 

to provide the foundation to navigate the property through unfavourable industry 

characteristics (Boyne, 2003; Kibui & Iravo, 2017). It is vital that the turnaround 

strategy deals with the core problems that have caused the property decline in the first 

place, in order for the property investor to successfully reverse the property decline 

(Pretorius, 2008a).  

 

Recovering from distress is what is known as turnaround (Schendel et al., 1976; 

Schweizer & Nienhaus, 2017). While there is an abundance of literature on theoretical 

turnaround models that show different reform strategies and decisions and actions 
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conducted during a business or organisational turnaround, there is no known, formal 

theoretical turnaround model that shows strategies and activities conducted during the 

turnaround of a distressed commercial property. A theoretical turnaround model 

concerning properties in distress would be of interest to opportunistic investing yield-

hungry investors targeting real estate transactions involving ‘turnaround’ potential. The 

main research problem, formulated and presented in Chapter One was as follows: 

 

Determine important factors that would increase the likelihood of a successful 

distressed commercial property financial recovery. 

 

The key focus of the present research effort was, therefore, to identify, investigate and 

empirically test the various factors hypothesised to be important factors and to confirm 

the existence of relationships between the various independent variables and the 

influence such variables had on improving the likelihood of a successful distressed 

commercial property financial recovery and, thereby, hopefully providing some 

assistance to ‘opportunistic investing’ yield-hungry real estate investors who are 

concerned with distressed property turnarounds.  

 

The literature review led to the development of a theoretical framework of identified 

factors considered to be important factors that could influence the likelihood of a 

successful distressed commercial property financial recovery. In Chapter Two, the 

built environment, property development, real estate, real estate markets real estate 

cycles, opportunistic investing and trends in the global real estate market, were 

discussed. Chapter Two further provided literature on identified real estate-related 

factors considered to be important factors that could influence the likelihood of a 

successful, distressed commercial property financial recovery. In Chapter Three, the 

field of organisational turnaround and identified turnaround-related factors considered 

to be important factors that could influence the likelihood of a successful, distressed 

commercial property financial recovery, was discussed.  

 

The factors identified in the literature review chapters, namely, Chapters Two and 

Three, assisted in the formation of constructs that were then tested by the application 

of the conceptual model presented in Chapter Four. In order to address the research 

problem present in Chapter One, the following objectives were pursued:  
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• Investigate the built environment and global real estate market, particularly 

commercial real estate and distressed properties by referring to the literature. 

• Investigate the criteria for a property to be categorised as a distressed property, 

derived from the literature. 

• Investigate all aspects of organisational decline, turnaround and turnaround 

strategies, by referring to the literature. 

• Investigate thirteen identified, independent variables that are hypothesised to be 

important factors that may have a positive relationship with the Likelihood of a 

Successful Distressed Commercial Property Financial Recovery, by referring to the 

literature. 

• Construct a proposed theoretical conceptual model that will describe the 

relationships between the chosen variables that are hypothesised to impact upon 

The Likelihood of a Distressed Commercial Property Financial Recovery. 

• Investigate and test the proposed theoretical conceptual model, by constructing a 

questionnaire that was to be completed by a sample of real estate stakeholders 

and actors from across the world, and who had either been directly or indirectly 

involved in the financial recovery of distressed commercial properties, with the 

results specifying the relationships between the independent variables and 

dependent variable. 

• Discuss the results and interpretations of the empirical study to make suitable 

recommendations, based on the results.  

 

The positive relationships between the factors or variables identified in Chapters Two 

and Three were illustrated in the conceptual model presented in Chapter Four and 

then hypothesised. Each factor was operationalised by carefully defining each variable 

within the context of the literature. It is critical to define observable indicators for each 

dimension of each construct before the theory can be tested empirically (Jöreskog et 

al., 2016). Thus, it is important that concepts undergo the process of operationalisation 

before they can be measured, where such operational definitions are meant to give 

meaning to the concepts that can be used in a theoretical model (Kumar, 2014). 

Constructs that are inadequately operationalised present a problem for an empirical 

analysis and hinder the development or testing of a theory (Reinartz et al., 2009). It is 

accepted that the theoretical, derived operational definitions did not guarantee 
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accuracy of the proposed model but served the purpose of developing a better 

understanding. The next step was to empirically test the relationships illustrated in the 

conceptual model presented in Chapter Four to satisfy the research objectives 

provided earlier.  

 

7.3 CONCLUSIONS FROM THE RESEARCH METHODOLOGY 

 

In order to test and develop the theoretical model as well as the hypothesised 

relationships depicted in the conceptual model in Chapter Four, a Positivistic research 

paradigm was used in the present research effort. In order to support Positivism, one 

must believe that the reality of the universe is independent of individuals and their 

emotions (Aliyu et al., 2014; Collis & Hussey, 2014) and the objective is to discover 

theories using observational and experimental methods (Collis & Hussey, 2014). 

Positivist research methodologies include confirmatory analysis, nomothetic 

experiments, laboratory experiments, deduction (Aliyu et al., 2014; Olesen, 2004; 

Ryan & Julia, 2007) and quantitative methods (Aliyu et al., 2014; Collis & Hussey, 

2014; Olesen, 2004; Ryan & Julia, 2007), that are all likely to undergo a statistical 

analysis of quantitative data (Collis & Hussey, 2014).  

 

When trying to match a paradigm with a research method, the Positivist or 

Postpositivist paradigms, are best used with quantitative approaches (Bogdan & 

Biklen 1998; Burns, 1997; Cohen & Manion 1994; Glesne & Peshkin 1992; Mackenzie 

& Knipe, 2006; Mertens, 1998; Silverman, 2000). To collect data, quantitative 

approaches may involve the use of questionnaires, standardised tests, physical 

measuring instruments and simulation (Tan, 2017). Mitchell and Jolley (2010) depict 

questionnaire options to include self-administered questionnaires, investigator-

administered questionnaires and psychological tests. Tan (2017) indicates surveys, 

experiments and regression as quantitative research design methods. The present 

research effort adopted the survey technique, entailing self-administered 

questionnaires and was developed accordingly to collect primary data. Generally, 

primary data is information that is collected for the first time at the source exclusively 

for a specific purpose (Wegner, 2012). Primary data is collected via observation, 

recording, interviewing or surveying (Kumar, 2014; Hult et al., 2012).  
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It is recommended that a questionnaire pre-test with a small sample of respondents 

be conducted before finalising the questionnaire in order to obtain feedback on its 

length, structure, sequencing and content (Tan, 2017), in order to address any 

problems (Keller, 2005). In the present research effort, adjustments were made to the 

measuring instrument after the instrument had been subjected to a pilot study and, 

thereafter, the questionnaire was distributed to respondents. The researcher had 

randomly selected as many real estate practitioners from across the globe from the 

professional networking platform, ‘LinkedIn’ as possible. The researcher attempted to 

connect with thousands of members from LinkedIn groups and was able to connect 

with 2500 plus connections. Only candidates that were linked to real estate were 

contacted. The balance of the respondents came from various other real estate-related 

sources. The study sampling frame provided the rules for inclusion and only 

respondent questionnaires that met the criteria of the sampling frame were included 

in the study. In this respect the total number of respondents equated to 391 

respondents where 133 of the respondents were selected using various methods and 

sources and were all provided with a questionnaire which was captured on the ‘Nelson 

Mandela University Web Survey’ platform (Nelson Mandela University, 2020), while 

the remaining 258 respondents were selected from the ‘LinkedIn’ professional 

networking platform, and who were provided with the questionnaire via the ‘Qualtrics’ 

platform (Qualtrics, 2020). The present research effort was not restricted to South 

Africa but conducted globally. The sampling method adopted was the probability 

method. These responses were used for the statistical analysis of the data which was 

required to complete the research objectives. 

 

• Investigate and test the proposed theoretical model, by constructing a 

questionnaire that would be completed by real estate stakeholders and actors 

from across the world, and who had either been directly or indirectly involved in 

the financial recovery of distressed commercial properties, with the results 

specifying the relationships between the independent variables and dependent 

variable. 

• Discuss the results and interpretations of the empirical study to make suitable 

recommendations based on the results.  
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The collected data from the questionnaires was then subjected to further testing. The 

present research effort made use of exploratory factor analysis to achieve the 

objectives set out above (Williams et al., 2010) and presented in Chapter Five, but the 

most important objective was to evaluate the construct validity of the scale, or test the 

instrument of the present research effort. Construct validity evidence, importantly, 

provides convergent and discriminant evidence (Cizek et al., 2008; Wang et al., 2015). 

Exploratory factor analysis is highly effective at reducing a variable set, to determine 

the appropriate dimensions and to provide evidence on the quality of the factor 

indicators (Ullman & Bentler, 2013). The exploratory factor analysis conducted for the 

purpose of the present research effort, was unable to confirm all variables as 

presented in Chapter Four on the original theoretical conceptual model. As a result, 

independent variables, namely; Obsolescence Identification, Triple Net Leases, 

Contracts, Business Analysis, Debt Renegotiation, Cost-Cutting, Market Analysis and 

Strategic Planning, were deleted due to inadequate evidence of convergent validity.  

 

Based on the items that loaded on the exploratory factor analysis, new independent 

variables emerged, notably; Strategy, Debt Restructuring, Analysis of Alternatives and 

Net Leases. The dependent variable, The Perceived Likelihood of a Distressed 

Commercial Property Financial Recovery, due to evidence provided by convergent 

validity, was split into two variables, namely; The Likelihood of a Distressed Property 

Turnaround and The Likelihood of a Distressed Property Financial Recovery. To 

confirm the reliability of the measuring instrument used, the respective Cronbach’s 

alpha coefficients for each latent variable, construct or factor were calculated. 

According to Heale and Twycross (2015) an estimate of reliability is calculated 

through, internal consistency, stability and equivalence. Cronbach’s α is a well-

respected effective test used to identify the internal consistency of a measuring 

instrument (Heale & Twycross, 2015; Kim et al., 2016). If α ≥ 0.9, the internal 

consistency is regarded as excellent (Kim et al., 2016; Yu & Richardson, 2016), if 0.7 

≤ α < 0.9, internal consistency is said to be good (Kim et al., 2016). An acceptable 

reliability score is 0.7 and higher (Blunch, 2008; Heale & Twycross, 2015; Lobiondo-

Wood, 2013; Shuttleworth, 2015; Yu & Richardson, 2016). An acceptable reliability 

coefficient is 0.7, but lower thresholds can be used (Nunnally, 1978; Reynaldo & 

Santon, 1999). The minimally acceptable reliability for preliminary research situations 

has to be in the range of 0.5 and 0.6 (Nunnally 1967; Peterson, 1994). The present 
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research effort accepted reliability scores of 0.70 and over to assess the internal 

consistency of the measuring instrument, and which were used to confirm the 9 

independent variables and 2 dependent variables mentioned earlier. The conceptual 

model was revised and some hypotheses reformulated. The significance of the 

hypothesised relationships between variables or factors in the revised model, are 

presented in Figures 7.2 and 7.3 and was then tested through the use of covariance 

structural equation modelling as the statistical technique. 

 

FIGURE 7.1: IMPORTANT FACTORS INFLUENCING THE LIKELIHOOD OF A 

DISTRESSED PROPERTY TURNAROUND 

 

(Source: Constructed by the Researcher) 
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FIGURE 7.2: MPORTANT FACTORS INFLUENCING THE LIKELIHOOD OF A 

DISTRESSED PROPERTY FINANCIAL RECOVERY 

 

(Source: Constructed by the Researcher) 
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The significant relationships, identified in the research and presented in Figures 7.2 

and 7.3, including recommendations about how the factors could be presented as 

important factors influencing the dependent variables were; The Likelihood of a 

Distressed Property Turnaround and The Likelihood of a Distressed Property Financial 

Recovery, are discussed in the Sections below. 

 

7.4  INTERPRETATION AND CONCLUSIONS ABOUT THE RESEARCH 

PROBLEM AND RESEARCH QUESTIONS 

 

The following Section contains interpretations and recommendations based on all the 

factors considered to be important and which were found to have a significant 

influence on the dependent variables, The Likelihood of a Distressed Property 

Turnaround and The Likelihood of a Distressed Property Financial Recovery, and 

which formed the basis of the research problem of the present research effort. The 

present research effort identified important factors, within the multidimensional and 

complex nature of real estate and, particularly, distressed properties, and which 

contribute to the increased likelihood of the turnaround and financial recovery of 

distressed properties, and which should be of interest to ‘opportunistic investing,’ yield-

hungry investors targeting real estate transactions involving ‘turnaround’ potential. The 

factors that were identified as having a significant influence on the dependent variables 

were reported in Chapter Six and the relationships are summarised in Figures 7.2 and 

7.3. The research questions answered in the present research effort are listed and 

described in Table 7.2 

 

TABLE 7.2: RESEARCH QUESTIONS ANSWERED 

RQ1 What are distressed properties? 

RQ1 

Answer 

The research identified distressed properties as improved properties 

hurt by unusually high vacancy, that have minimal, if any, positive net 

operating income, where the reduced level of net income is 

insufficient to cover debt. A fully-occupied property can be 

‘distressed’ if rents have been lowered significantly. Distressed 

properties include properties that are either experiencing being in 

delinquency or default, experiencing being transferred to a special 
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servicer, experiencing foreclosure initiation, experiencing maturity 

default or experiencing the borrowers being in bankruptcy. 

Furthermore, distressed properties include foreclosed, repossessed, 

abandoned, zombie, brownfields and blighted properties. In terms of 

residential properties, a distressed property is a property where a 

homeowner has ceased repayment due an underwater condition, 

notably, when the current loan balance exceeds the current market 

value of the home. 

RQ2 What are the causes of distressed properties? 

RQ2 

Answer 

The research identified that the possible causes of property distress 

broadly can be seen as problems that lie with the  asset, the market, 

the capital structure and management. Further causes of property 

distress broadly entail; owner economic problems, lack of liquidity, 

obsolescence, overdevelopment, lack of lease-up, loans secured by 

previously stabilised and cash flowing collateral which is now worth 

less than the outstanding loan amount, decline in the value of in-place 

cash flow, decline in cash flow itself, over-leverage, low contract 

interest rates on existing debt loan amount, actual and pending loan 

maturity and refinancing gaps based on changes in property value, 

more stringent new loan underwriting criteria and increases in interest 

rates and amortisation requirements. Furthermore, property distress 

is caused by urban decline. The causes of distress were discussed 

in detail in Chapter Two.  

RQ3 
What constitutes a successful organisational turnaround, 

organisational decline and organisational failure? 

RQ3 

Answer 

The research identified organisational turnaround as when there is a 

return to positive cash flow, regained sustained profitability, regained 

sustainable competitive advantage, the resumption of normal 

operations, the recovery in economic performance following an 

existence-threatening decline, the performance achieved is 

acceptable to the stakeholders, is equivalent to reaching at least a 

break-even from the loss situation and is oriented largely toward 

financial solvency and efficiency. If the firm is able to return 
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performance, namely return on investment, to above the risk-free rate 

of return for at least three years, then the firm has achieved 

turnaround. However, the actual time indicated that is required for 

firms to turn around is two to six years. 

 

The research identified organisational decline as stagnation or 

cutback, deterioration in the performance of a company due to a 

consistent decrease in internal resources, a resource loss sufficient 

to compromise the viability of a firm, where shareholder value is 

destroyed, a decrease in the number of organisational employees, 

the maladaptation to the environment, poor morale, sceptical 

stakeholders, conflict and turnover, the exiting of employees who 

have valuable firm-specific knowledge of products and services and 

processes or routines, high degrees of stress and anxiety among 

executives and organisational leaders, a downturn in organisational 

size or performance, a decrease in the resource base of an 

organisation over at least two years, is experiencing distress in 

continuing operations, all of which can be precipitated by internal 

actions or inactions or by external circumstances and environmental 

factors. 

  

The research identified organisational failure as a finality about the 

inability to operate any further, the eventual disappearance of the 

company, a downward-spiral into crises or even death as the 

company can no longer perform the required functions, is unable to 

attract new debt or equity funding, cannot continue to operate under 

the current ownership and management. The end point, is 

discontinuance bankruptcy and where operations cease to occur and 

judicial proceedings take effect. 

RQ4 
What are the existing organisational reform strategies, turnaround 

decisions and actions proposed in the literature? 

RQ4 

Answer 

Organisational turnaround strategies identified in the literature are; 

retrenchment, recovery, cost reduction, asset reduction, investments, 
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organisational refocus, innovations, growth-oriented, market-focused 

strategies, stronger financial controls, diversification, entering an 

export market vigorously, improved quality and service, intensive 

efforts to reduce production costs, acquisitions, reduced debt and 

windfalls, cost efficiency measures, new and improved management, 

financial cut-backs, restructuring of the organisation,  development of 

the financial information system, liquidation of extra assets, new 

product-market focus, capital expenditure alterations, improved 

marketing, support of secured creditors, support of unsecured 

creditors, debt restructuring, dividend cut or omission, equity issue, 

disinvestment of businesses, reducing marketing, reducing research. 

Such strategies can also include; reducing development and 

production, sale of plant, sale of equipment, sale of land, sale of 

patents, sale of inventories, sale of subsidiaries, pruning marginal 

products from product line, reducing the work force, withdrawing from 

outlying markets, cutting back on customer service, selling  

unprofitable business units, selling real estate and underutilised 

assets, altering existing processes, adjusting product and service 

offerings, addressing underlying capital structure, price cuts, 

increased advertising, bigger sales force, added customer services, 

quick product improvements, long-lasting employee management, 

culture building, employee training, effective compensation, new 

market opportunities, competitive repositioning, focus on customer 

segments that are loyal or less price sensitive, market penetration, 

niche positioning, investment in research and development,  

collecting accounts receivable, renegotiating payments against 

accounts payable and change in strategy. 

RQ5 
What are the existing distressed property reform strategies, 

turnaround decisions and actions proposed in the literature? 

RQ5 

Answer 

In the literature, the turnaround strategies identified for distressed 

properties are seen as; investing capital necessary to lease vacant 

space, investing capital necessary to change the use or rebrand the 

property, constructing new properties, the redevelopment, 
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development, and the rehabilitation of the property and/or selling the 

property in good condition. There is also buying in poor condition and 

selling quickly to buyers in as-is or similar condition, while often using 

unethical or illegal practices, buying in poor condition for very low 

prices and renting the property out in an as-is or similar condition with 

minimal maintenance and buying and renting the property out in fair 

to good condition after following responsible maintenance and tenant 

selection practices. 

RQ6 Why is it important to recover distressed properties? 

RQ6 

Answer 

The literature indicated reasons for recovering distressed properties 

as; the investing for the highest level of return and risk potential within 

real estate, economic consequences for the broader community, risk 

of bankruptcy, cost of vacancy, societal problem of economic and 

social decay, loan delinquencies, losses in earning power, negative 

influence on the market, economics, increases in insurance costs, 

major expenditure for many cities, and spill-over effects. Reasons 

also include; social costs, dangers to urban neighbourhoods, 

secondary externalities, the decline in property values, health 

hazards, safety of residents, public nuisance, criminal activity, fire 

risks, eyesore on a neighbourhood block, discouragement of 

redevelopment, burden to municipalities, slow-down of surrounding 

growth or revival, broken window theory, overall community decline 

and disinvestment. 

RQ7 
Is identifying building obsolescence an important decision and action 

required to improve the prospect of recovering distressed properties? 

RQ7 

Answer 

In the empirical analysis, the exploratory factor analysis deleted the 

Obsolescence Identification construct. However, some of the items 

from the construct were used to develop new variables, and as 

presented in the revised, conceptual model, notably the Strategy 

construct, where the Strategy construct was shown to have a positive 

relationship with both of the dependent variables, thus identifying 

obsolescence, and particularly identifying functional, locational, 

economic and external obsolescence, as the items forming part of 
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the Strategy construct, as a result of the exploratory factor analysis,  

and which are important decisions or actions.  

RQ8 

Is assessing the need for capital improvements to a property an 

important decision and action required to improve the prospect of 

recovering distressed properties? 

RQ8 

Answer 

In the empirical analysis, the results indicated a negative relationship 

between Capital Improvements Feasibility and both the dependent 

variables. Therefore assessing the need for capital improvements is 

not an important decision or action. However, an item from the 

construct Capital Improvements Feasibility appeared in the Property 

Management construct as a result of the exploratory factor analysis, 

where the Property Management construct showed a positive 

relationship between Property Management and The Likelihood of a 

Distressed Property Turnaround, and a non-significant relationship 

with The Likelihood of a Distressed Property Financial Recovery. The 

item indicated the importance of assessing the feasibility of replacing 

building components. Thus, property management assessing the 

need for replacing building components is an important decision and 

action regarding distressed property turnaround, but is not an 

important decision or action regarding the financial recovery of a 

distressed property.   

RQ9 
Is having a suitable tenant mix an important reform strategy that is 

required to improve the prospect of recovering distressed properties? 

RQ9 

Answer 

In the empirical analysis, the results indicated a non-significant 

relationship between Tenant Mix and both of the dependent 

variables. However, one of the Tenant Mix items appeared in the 

Property Management construct as a result of the exploratory factor 

analysis, and where the Property Management construct indicated a 

positive relationship between Property Management and The 

Likelihood of a Distressed Property Turnaround, and a non-significant 

relationship with The Likelihood of a Distressed Property Financial 

Recovery. Thus, having a suitable tenant mix is an important decision 
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or action, when concerned with a distressed property turnaround, but 

is unimportant with regard to a distressed property financial recovery. 

RQ10 

Is applying triple net lease agreements an important reform strategy 

that is required to improve the prospect of recovering distressed 

properties? 

RQ10 

Answer 

In the empirical analysis, the exploratory factor analysis deleted the 

Triple Net Leases construct. However, some of the items from the 

construct were used to develop new variables, as presented in the 

revised conceptual model. As each item of Triple Net Leases 

represented pass-through expenses that are passed on to the tenant, 

removing any of the items from the construct would result in changing 

a triple net lease to some other form of net lease. Thus, applying triple 

net leases agreements which entail transferring real estate taxes, 

insurance and operating expenses to the tenant is not an important 

decision or action, but rather a form of net lease that only entails the 

pass-through of real estate taxes to the tenant, as indicated in the 

results of the empirical analysis. 

RQ11 

Is offering concessions to tenants an important reform strategy that 

is required to improve the prospect of recovering distressed 

properties? 

RQ11 

Answer 

In the empirical analysis, the results indicated a positive relationship 

between Concessions and both the dependent variables. Thus, 

offering concessions to tenants is an important decision or action, 

although the results indicated that the types of concessions that were 

important were; the covering of penalties incurred by a tenant for 

breaking the existing lease, covering moving expenses and lease 

agreements that stipulate tenants are only responsible for covering 

real estate taxes. 

RQ12 

Is having credible property management an important reform strategy 

that is required to improve the prospect of recovering distressed 

properties? 

RQ12 

Answer 

In the empirical analysis, the results indicated a positive relationship 

between Property Management and The Likelihood of a Distressed 
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Property Turnaround and a non-significant relationship with The 

Likelihood of a Distressed Property Financial Recovery. Therefore, 

having credible property management is an important decision or 

action when concerned with a distressed property turnaround, but is 

unimportant when regarding a distressed property financial recovery. 

Three Property Management items appeared in the Strategy variable 

which had a positive relationship with both the dependent variables. 

Thus, negotiating profitable lease contracts, developing a positive 

image and the efforts of property management to improve rental 

value are important actions, concerning both dependent variables. 

RQ13 

Is making provisions concerning the terms of the property 

management contract, the level of decision-making power of property 

management, the level of protection property management has from 

accountability and the property management compensation 

agreement, important reform strategies that are required to improve 

the prospect of recovering distressed properties? 

RQ13 

Answer 

In the empirical analysis, the exploratory factor analysis deleted the 

Contracts construct and no items from the construct were used to 

develop new variables and presented in the revised conceptual 

model, thus, making provisions in the property management contract 

are unimportant decisions and actions.  

RQ14 

Is conducting a business analysis of a distressed property an 

important decision and action required to improve the prospect of 

recovery? 

RQ14 

Answer 

In the empirical analysis, the exploratory factor analysis deleted the 

Business Analysis construct. However, some of the items from the 

construct were used to develop a new Strategy construct as, 

presented in the revised conceptual model, and which was shown to 

have a positive relationship with both the dependent variables. Thus 

conducting a business analysis is an important action. Furthermore, 

some of the items from the construct were used to develop a new 

Property Management construct, presented in the revised conceptual 
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model, and which was shown to have a positive relationship with The 

Likelihood of a Distressed Property Turnaround. 

RQ15 
Is renegotiating the debt of a distressed property an important reform 

strategy that is required to improve the prospect of recovery? 

RQ15 

Answer 

In the empirical analysis, the exploratory factor analysis deleted the 

Debt Renegotiation construct. However, some of the items from the 

construct were used to develop a new Debt Restructuring construct 

as, presented in the revised conceptual model, and which was shown 

to have a non-significant relationship with both the dependent 

variables. Thus, renegotiating the debt of a distressed property is not 

an important decision or action. 

RQ16 
Is cost-cutting an important reform strategy that is required to improve 

the prospect of recovering distressed properties? 

RQ16 

Answer 

In the empirical analysis, the exploratory factor analysis deleted the 

Cost-Cutting construct. However, some of the items from the 

construct were used to develop new variables, as presented in the 

revised conceptual model, but the variables had a non-significant 

relationship with both the dependent variables, thus Cost-Cutting is 

not an important action. 

RQ17 

Is conducting a real estate market analysis an important decision 

and action required to improve the prospect of recovering distressed 

properties? 

RQ17 

Answer 

In the empirical analysis, the exploratory factor analysis deleted the 

Market Analysis construct. However, some of the items from the 

construct were used to develop new variables, as presented in the 

revised conceptual model. An item from Obsolescence Identification, 

which can also be perceived as Market Analysis, appeared in the 

Strategy construct which was shown to have a positive relationship 

with both the dependent variables. Thus, conducting a Market 

Analysis is an important action. 

RQ18 
Is strategic planning an important decision and action required to 

improve the prospect of recovering distressed properties? 
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RQ18 

Answer 

In the empirical analysis, the exploratory factor analysis deleted the 

Strategic Planning construct. However, some of the items from the 

construct were used to develop a new Strategy construct, as 

presented in the revised conceptual model, and which was shown to 

have a positive relationship with both the dependent variables. Thus, 

Strategic Planning is an important decision or action. 

RQ19 

Is studying demographic information of the respective real estate 

market an important decision and action required to improve the 

prospect of recovering distressed properties? 

RQ19 

Answer 

In the empirical analysis, the results indicated a non-significant 

relationship between Demography and The Likelihood of a 

Distressed Property Turnaround and a negative relationship with The 

Likelihood of a Distressed Property Financial Recovery. Thus, 

studying demographic information is not an important decision or 

action when concerned with both a The Likelihood of a Distressed 

Property Turnaround and The Likelihood of a Distressed Property 

Financial Recovery. 

(Source: Constructed by the Researcher) 

 

The following Section presents interpretations and recommendations based on all the 

factors found to have a significant influence on the dependent variables. The 

statistically significant and non-significant relationships have been presented in Figure 

6.4 in Chapter Six. The hypotheses have been defined from a management, 

operational and investor perspective to consider how the hypotheses might be applied 

in practice. 

 

7.4.1 Strategy 

 

“The crafting of strategy represents a managerial commitment to pursue a particular 

set of actions in growing the business, attracting and pleasing customers, competing 

successfully, conducting operations, and improving the company’s financial and 

market performance” (Hough et al., 2011: 5).  An organisation's strategy is a derived 

approach to achieving its mission, goals, and objectives. The strategy reflects the 

organisation's vision, considers the organisation's enablers and barriers and adheres 
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to the organisation's guiding principles (Gates, 2010). Strategy-making and strategy-

executing must include an analysis of the external and internal environments, the 

development of a strategic vision, the setting of objectives, crafting the plan containing 

the required steps and actions to achieve the vision and objectives, implementing and 

executing such a plan, monitoring developments in executing the plan, evaluating 

performance of the actions taken and making corrective adjustments by revising, as 

needed and subject to performance and overall changing environments (Hough et al., 

2011). Commercial property owners must align real estate and business strategies 

with the realities of the environment, in order to meet customer expectations and to 

deliver the services required (Palm, 2013). 

 

Strategy is a completely new construct developed from the exploratory factor analysis. 

In the present research effort, the exploratory factor analysis developed the Strategy 

construct, as shown in Figure 6.4 (the revised conceptual model) in Chapter Six. The 

Strategy construct is made up from numerous items from the other variables in the 

original conceptual model displayed in Figure 4.1 in Chapter Four. Table 7.3. shows 

the items which combined in forming the Strategy construct. 

 

TABLE 7.3: FACTOR 1 - STRATEGY 

STRATEGIC PLANNING ITEMS (STR) 

STR3 

 

In order to increase the prospect of a distressed property recovery it is important to 

specify clear goals relating to the property. 

STR2 A well-prepared strategic plan is important for ensuring the probability of a distressed 

property recovery. 

STR4 Critically evaluating existing strategies is important in improving the probability that a 

distressed property recovers. 

STR5 To ensure the likelihood of a distressed property recovering, it is important to plan for 

various different future scenarios. 

STR 

Supporting 

Literature 

There are several overlapping and consistent definitions of strategic planning in the 

literature (Wolf & Floyd, 2013). What most definitions have in common is the emphasis 

on a systematic, stepwise approach to strategy development (Armstrong, 1982; Ocasio 

& Joseph, 2008; Wolf & Floyd, 2013). Strategic planning can be seen as a series of 

logical steps that include the definition of a mission statement, long-term goals, 

environmental analyses, strategy formulation, implementation and control (Schendel & 

Hofer, 1979; Wolf & Floyd, 2013). Strategic planning is a series of logical steps 

(Schendel & Hofer, 1979; Wolf & Floyd, 2013), a coordinated and systematic process 
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(Olsen, 2011) and an approach (Bryson, 2011; George et al., 2019) entailing setting of 

strategic goals (Rusjan, 2005), formulation of goals (Bryson, 2011; George et al., 2019; 

Simerson, 2011), setting of strategies (Rusjan, 2005) and strategy reviews (Hage & 

Aiken, 1969; Wolf & Floyd, 2013). Strategic planning requires strategic thinking, which 

involves taking a broad set of facts and information into consideration to understand 

the present situation and circumstances. It also involves identing future trends and 

formulating future possibilities, deciding on the core values and value proposition of 

the organisation, developing or firming up the mission and vision of the organisation, 

determining the means employed to attain the vision and accomplish the mission and 

identifying ways to mitigate or address challenges or obstacles likely to impede 

progress or sub-optimise overall success (Simerson, 2011). Given that strategy is 

deliberate and can be planned, a strategic plan must work as an alignment mechanism 

between the firm and the environment (Palm, 2013; Raymond & Bergeron, 2008). 

Scenario planning derives from the observation that, given the impossibility of knowing 

precisely how the future will play out, a good decision or strategy to adopt is one that 

plays out well across several possible futures. Thus, the purpose of scenario planning 

is not to pinpoint future events but to highlight large-scale forces that push the future 

in different directions (Gates, 2010; Wilkinson 1995). Where organisations use 

scenario planning formally in strategic decision-making, scenario planning is used 

along with immediate information. It raises corporate insight into elements of strategy, 

provides better alignment to strategy, enables resource planning and due diligence 

processes and guides decisions through the business (Lew et al., 2019).  

 

It can be deduced that there is sufficient evidence in existing literature that Strategic 

Planning items STR3, STR2, STR4 and STR5 can be linked to a Strategy construct 

and that the exploratory factor analysis was correct in developing the Strategy 

construct with items STR3, STR2, STR4 and STR5. 

BUSINESS ANALYSIS ITEMS (BUS) 

BUS3 An important factor that increases the chances of recovery is the analysis of the 

business environment in which a distressed property operates. 

BUS2 Evaluating the economic prospects of a distressed property is an important task that 

improves the chances of recovery. 

BUS1 To increase the chances of recovery it is important to evaluate all the risks that a 

distressed property may encounter. 

BUS 

Supporting 

Literature 

Business analysis is the process of evaluating the economic prospects and risks of a 

company, and which includes analysing the business environment, strategies and the 

financial position and performance, for the purpose of making informed business 

decisions (Subramanyam & Wild, 2009). Decisions about the employment of real 

estate assets, including divestment, cannot disregard the possibilities that real estate 

assets may offer when employed for a specific outcome and requires, for a thorough 



822 
 

and accurate evaluation of the strategic relevance of the properties, an awareness of 

the risks inherent in each managerial option and where the analysis of the best-suited 

employment is a part of the broader dynamic process of strategic planning and 

managerial control (Vermiglio, 2011). At the heart of many strategic planning 

processes is a stepwise approach to decision-making, incorporating an analysis of the 

internal and external organisational environment and resulting in informed decisions 

based on strategic issues (Bryson 2018; George et al., 2019). Strategic risk is taken 

into account when developing or formulating the strategy of the business (Alkaraan & 

Northcott, 2007). Scenario planning is an exercise in mapping uncertainty, in other 

words, creating scenarios and possible actions to address short-term or immediate 

uncertainties as well as building longer-term scenarios for possible future operating 

environments, where exploring strategic thinking exercises is intended to solidify and 

refine core business strategy, since strategic planning is about making decisions. 

Scenario planning is a tool to help make sure decisions are the best ones, based on 

moving from uncertainty to certainty (Olsen, 2011). Scenario planning entails building 

up a few scenarios based on known, short-term uncertainties or risks, and which 

involves identifying immediate risks and giving the steps needed to build a scenario 

plan for those risks (Olsen, 2011). The SWOT (strengths weaknesses, opportunities 

and threats) analysis lies at the heart of strategic planning (Trainer, 2004). Objective, 

accurate articulation of strengths, weaknesses, opportunities and threats can be an 

efficient and straight-forward way to analyse and summarise the conditions in which 

the business is, and will be, operating (Dobbs & Dobbs, 2015). Prospective analysis is 

also useful to examine the viability of company strategic plans (Subramanyam, 2014). 

Strategic planning involves assessing the current business environment (Mitchell, 

1993). Organisations respond to challenging environmental conditions and major shifts 

in the business environment can make strategies obsolete (Dettwiler et al., 2006). 

 

It can be deduced that there is sufficient evidence in the existing literature that Business 

Analysis items BUS3, BUS2 and BUS1 can be linked to a Strategy construct and that 

the exploratory factor analysis was correct with developing the Strategy construct with 

items BUS3, BUS2 and BUS1. 

OBSOLESCENCE IDENTIFICATION ITEMS (OBS) 

OBS7 An important task that improves the likelihood of a distressed property recovery is 

doing a comparative analysis of market rental rates. 

OBS8 To increase the probability of a distressed property recovering it is important to 

analyse data relating to the financial performance of the property. 

OBS 

Supporting 

Literature 

A valuation analyst will identify locational obsolescence by performing a comparative 

analysis of market rents, particularly for an income-producing property (Reilly, 2012). 

A valuation analyst may have to review property-specific financial documents or 

operational reports in order to identify many types of functional and external 
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obsolescence (Reilly, 2012). With regard to economic obsolescence, the valuation 

analyst may analyse property-specific financial data in order to identify the causes of  

the obsolescence (Reilly, 2012). Pyhrr et al. (1989) and Cloete (2005) deduce that a 

disadvantage of property is that property values can diminish due to physical, 

functional or locational depreciation. Depreciation is seen as a composite term 

consisting of physical deterioration, and functional obsolescence (Bello, 2014; Bowie, 

1984; Cloete, 2017; Grover & Grover, 2015; IVSC, 2007; RICS, 2005), economic 

obsolescence (Bello, 2014; Cloete, 2017; 2005; NIESV, 2006; IVSC, 2007; NIESV, 

2006; RICS, 2005) and environmental obsolescence (Bowie, 1984; Grover & Grover, 

2015). Depreciation can become a crucial factor in strategic property management 

(Mansfield & Pinder, 2008). Poor maintenance of properties leads to an increased rate 

of obsolescence of the same properties, thus maintenance is of vital importance to the 

management of properties, as maintenance is one of the most fundamental, strategic 

issues in taking care of a property (Jamila & Nuhu, 2019).  

 

It can be deduced that there is sufficient evidence in the existing literature that 

Obsolescence Identification items OBS7 and OBS8 can be linked to a Strategy 

construct and that the exploratory factor analysis was correct in developing the 

Strategy construct with items OBS7 and OBS8. 

 

Furthermore, item OBS7 can be seen as conducting a market analysis. A market 

analysis evaluates the supply and demand conditions for rental space in a specific 

building in comparison to the demand for space in other, competitive buildings, along 

with details such as rental and vacancy rates, and where the market analysis gathers 

information about specific, comparable properties and compares the features to the 

subject property (IREM, 2011). A financial and market analysis of the business is 

common in firms that practice strategic planning and shows whether the company is 

gaining or losing market share, using cash efficiently or inefficiently and increasing or 

decreasing productivity (Ward, 1988). Thus OBS7 can be equated to an market 

analysis and a market analysis is linked to the Strategy construct, according Ward 

(1988). 

PROPERTY MANAGEMENT ITEMS (MAN) 

MAN5 To improve the prospect of a distressed property recovery it is important for property 

management to negotiate profitable lease contracts. 

MAN3 It is important for property management to ensure that a distressed property develops 

a positive image in order to increase the likelihood of recovery. 

MAN4 It is important that the efforts of property management improve the rental value in 

order to increase the likelihood of a distressed property recovery. 

MAN 

Supporting 

The crafting of strategy represents a managerial commitment to pursuing a particular 

set of actions in growing the business, attracting and pleasing customers, competing 
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Literature successfully, conducting operations and improving the financial and market 

performance of a company (Hough et al., 2011). In management terms, a corporate 

real estate strategy would be seen as a functional strategy that provides direction to 

those who are responsible for the management of a particular resource, real estate in 

this instance (Gibson & Barkham, 2001). Management in any business includes 

strategic management, which entails planning the future to arrive at the goal of the 

business (Cloete, 2001). Professional real estate management is the profession of 

conducting the management, operations, marketing, leasing and financial reporting of 

a property to meet the objectives of the owner and it also involves planning for the 

future of the property by proposing physical and fiscal strategies that will enhance the 

value of the real estate (IREM, 2011). The management of property, functionally, 

entails; leasing, tenant administration, risk management, maintenance, management 

of expenses and income, budgeting, record keeping, reporting and marketing (Cloete, 

2001). Good property management services provide a positive image to a property, 

with the long-term objective to improve capital value and rental value (Hui et al., 2011). 

If real estate managers are to be included in the strategic planning process, they must 

become strategists and creative problem solvers who take a management view of real 

estate over a long-term planning horizon (Gibler et al., 2002). Most importantly, the real 

estate manager must possess the skills and education to understand the changes 

taking place in the business environment and anticipate their impact on company real 

property needs (Gibler et al., 2002). The similarity is in the broad management process, 

entailing defining strategic property objectives, determining how to achieve those 

objectives, monitoring both the property performance and management and collecting 

appropriate information to support the process (Gibson, 1994). 

 

It can be deduced that there is sufficient evidence in the existing literature that 

Obsolescence Identification items OBS7 and OBS8 can be linked to a Strategy 

construct and that the exploratory factor analysis was correct with developing the 

Strategy construct with items OBS7 and OBS8. 

(Source: Constructed by the Researcher) 

 

As shown on Table 7.3, the construct features the items STR3, STR2, STR4 and STR5 

from the original Strategic Planning variable, the BUS3, BUS2 and BUS1 items from 

the original Business Analysis variable, the OBS7 and OBS8 items from the original 

Obsolescence Identification variable and the MAN5, MAN3 and MAN4 items from the 

original Property Management variable. Table 7.3, provides evidence with existing 

literature that the items STR3, STR2, STR4, STR5, BUS3, BUS2, BUS1, OBS7, 

OBS8, MAN5, MAN3 and MAN4 can be combined, in terms of the exploratory factor 
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analysis, to form a new Strategy construct as all the items are linked to strategy. It can 

be deduced from Table 7.3, that in the present research effort, the Strategy variable 

entails a distressed property strategy comprising a number of actions. 

 

• A well-prepared strategic plan 

• Clearly specified goals 

• The analysis of the business environment 

• The evaluation of existing strategies 

• The analysis of market rental rates 

• Management negotiating profitable lease contracts 

• The evaluation of economic prospects regarding the property 

• Management developing a positive image concerning the property 

• The evaluation of all risks 

• Management efforts for improving the rental value 

• The analysis of data concerning financial performance 

• Planning for different future scenarios 

 

The research supported the significant relationship between the importance of 

Strategy and The Likelihood of a Distressed Property Turnaround, or Hypothesis H1: 

 

H1 
There is a positive relationship between the importance of Strategy and  

The Likelihood of a Distressed Property Turnaround. 

 

Hypothesis H1 is, therefore, presented in management or operational terms as: 

 

Distressed property turnaround is likely to improve when important decisions 

and actions are taken, including, preparing a well-prepared strategic plan 

concerning the distressed property turnaround action plan which is agreed to 

by the property stakeholders, having clearly specified goals that are turnaround-

focused and meet stakeholder objectives and requirements, analysing the 

business environment for threats and opportunities, evaluating the existing 

property strategy and, thus, making changes to the strategy if needed. 

Furthermore, it includes identifying property external and economic 
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obsolescence and taking corrective action, identifying the property’s functional 

obsolescence and taking corrective action, conducting a market analysis to 

identify market rental rates for leasing purposes, management negotiating 

profitable lease contracts, forecasting future payoffs concerning the property, 

management developing a positive image concerning the distressed property 

to lure prospect tenants and to satisfy stakeholder requirements, management 

evaluating financial and business risks that the distressed property faces and 

taking actions to mitigate such risks, management taking actions to improve 

rental value of the distressed property and using scenario planning in order to 

plan for different possible business conditions in order to determine whether the 

strategy adopted will play out well across several possible futures concerning 

the distressed property. 

 

The research supported the significant relationship between the importance of 

Strategy and The Likelihood of a Distressed Property Financial Recovery, or 

Hypothesis H10: 

 

H10 
There is a positive relationship between the importance of Strategy and 

The Likelihood of a Distressed Property Financial Recovery. 

 

Hypothesis H10 is, therefore, presented in management or operational terms as: 

 

Distressed property financial recovery is likely to improve when important 

decisions and actions are taken, including; preparing a well-prepared strategic 

plan concerning financial stabilisation and financial recovery of a distressed 

property, having clearly specified goals that are financially focused and which 

meet property financial objectives and property financial performance 

requirements, analysing the business environment for threats and 

opportunities, evaluating the existing property strategy and thus making 

changes to the strategy if needed, identifying the property’s external and 

economic obsolescence and taking corrective action, identifying property 

functional obsolescence and taking corrective action, conducting a market 

analysis to identify market rental rates for leasing purposes, management 

negotiating profitable lease contracts, forecasting future payoffs concerning the 
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property, management developing a positive image concerning the distressed 

property to lure prospect tenants, management evaluating financial and 

business risks that the distressed property faces and taking actions to mitigate 

such risks, management taking actions to improve rental value of the distressed 

property and using scenario planning to evaluate potential return on investment 

for the most reasonable range of options. 

 

7.4.2 Concessions 

 

Concessions are “lease clauses, such as free rent, that reduce the cost of the lease 

to the tenant and therefore provide tenants with an incentive to lease the space from 

the owner” (Ling & Archer, 2017: 635). When a property owner offers a concession to 

a prospective tenant in order to encourage the leasing of a space or the renewal of a 

lease, this acts as an incentive for the tenant to do so (IREM, 2011). “A concession is 

a benefit or boon to the tenant because the owner agrees to less than the original 

terms in order to influence a prospect to become a tenant” (Kyle, 2013: 130). Chapter 

Two provided a list of concessions identified in the literature.  

 

The Concessions construct is an existing variable from the original conceptual model 

with a few items removed and another item added from another variable. In the present 

research effort, the exploratory factor analysis developed the Concession construct, 

as shown in Figure 6.4, (The revised conceptual model) in Chapter Six. The 

Concessions construct is made up from numerous items from the other variables in 

the original conceptual model displayed in Figure 4.1 in Chapter Four. Table 7.4, 

shows the items combined and which form the Concessions construct. 

 

As shown in Table 7.4, the construct features the items CON3 and CON2, which are 

existing Concessions construct items. Thus, no literature was required to explain these 

items. NET1 is an item from the original Triple Net Leases variable added to the 

Concessions construct, and where Table 7.4, provides literature evidence for adding 

NET1 to the Concessions construct. Table 7.4, shows that from existing literature, the 

items CON3, CON2 and NET1 can be combined, in terms of the exploratory factor 

analysis, to form a new Concessions construct as all the items are linked to 

concessions.  
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TABLE 7.4: FACTOR 2 – CONCESSIONS 

 

CONCESSIONS ITEMS (CON) 

CON3 To increase the chances of a distressed property recovery it is important to 

encourage a lease renewal by offering to cover the penalties incurred by a tenant for 

breaking an existing lease. 

CON2 It is important to offer to cover the moving expenses of potential tenants in order to 

increase the chances of a distressed property recovery. 

CON 

Supporting 

Literature 

CON3 and CON2 are existing items of the Concession construct. No literature 

evidence required.  

TRIPLE NET LEASES ITEMS (NET) 

NET1 It is important that lease agreements stipulate that the tenants are responsible for 

paying the real estate taxes as a means to increasing the prospect of a distressed 

property recovery. 

NET 

Supporting 

Literature 

Concessions are lease clauses that reduce the cost of the lease to the tenant and, 

therefore, provide tenants with an incentive to lease the space from the owner (Ling 

& Archer, 2017). Lease negotiation points apply to both the net lease situation and 

concessions (Portman, 2018). 

 

It can be deduced that there is sufficient evidence in the existing literature that the 

Triple Net Lease item, NET1, can be linked to a Concessions construct and that the 

exploratory factor analysis was correct with developing the Concessions construct by 

adding item NET1.  

(Source: Constructed by the Researcher) 

 

It can be deduced from Table 7.4 that in the present research effort, the Concessions 

variable entails a number of concessions available to tenants as an incentive to lease 

space from a distressed property owner. 

 

• Lease clause concessions entailing a net lease structure, involving a tenant 

taking responsibility for only covering real estate taxes, while the landlord is 

responsible for all other property expenses, in other words, a single-net lease 

agreement. 

• A concession that covers tenant moving expenses. 

• A concession that covers penalties incurred by a tenant for breaking an existing 

lease. 
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The research supported the significant relationship between the importance of 

Concessions and The Likelihood of a Distressed Property Turnaround, or Hypothesis 

H2: 

H2 
There is a positive relationship between the importance of Concessions 

and The Likelihood of a Distressed Property Turnaround. 

 

Hypothesis H2 is, therefore, presented in management or operational terms as: 

 

Distressed property turnaround is likely to improve when important decisions 

and actions are taken, including, attracting tenants to lease vacant space in the 

distressed property or renew an existing lease by offering a tenant moving 

expenses and offering to cover any penalties incurred by a tenant for breaking 

an existing lease, if the tenant is an existing tenant. Rent reducing concessions 

and tenant improvement allowances should not be used as concessions in 

lease negotiations concerning leasing space in the distressed property. A 

property owner should not concede further than a single-net lease, where the 

single-net lease entails transferring real estate tax obligations to the tenant and 

includes a higher rental rate in exchange for the owner taking responsibility for 

other property costs and in such a situation, the property owner must manage 

and control insurance and operating cost inflation by seeking to maintain or 

reduce costs and have an optimal maintenance programme.  

 

The research supported the significant relationship between the importance of 

Concessions and The Likelihood of a Distressed Property Financial Recovery, or 

Hypothesis H11: 

 

H11 
There is a positive relationship between the importance of Concessions 

and The Likelihood of a Distressed Property Financial Recovery. 

 

Hypothesis H11 is, therefore, presented in management or operational terms as: 

 

Distressed property recovery is likely to be achieved when important decisions 

and actions are taken, including, attracting tenants to lease vacant space in the 
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distressed property or renew an existing lease by offering tenant moving 

expenses and offering to cover any penalties incurred by a tenant for breaking 

an existing lease, if the tenant is an existing tenant. Rent reducing concessions 

and tenant improvement allowances should not be used as concessions in 

lease negotiations concerning leasing space in the distressed property. A 

property owner should not concede further than a single-net lease, where the 

single-net lease entails transferring real estate tax obligations to the tenant and 

includes a higher rental rate in exchange for the owner taking responsibility for 

other property costs and in such a situation, the property owner must manage 

and control insurance and operating cost inflation, by seeking to maintain, 

reduce costs and have an optimal maintenance programme.  

 

The exploratory factor analysis deleted existing items CON1 and CON4 from the 

Concessions construct. 

 

CON1 Offering a reduced rental rate for a specific period that encourages leasing is important 

for increasing the prospect of a distressed property recovery. 

CON4 To encourage leasing by providing a tenant with an allowance for internal fit-outs is an 

important factor that increases the prospect of a distressed property recovery. 

 

The possible reasons for the deletion of items CON1 and CON4 could be the financial 

impact that rent reduction and tenant improvement concessions could have on the 

dependent variables. Commercial property developers set rental rates in order for 

rental revenue to cover the debt service and reward the property owner or investor 

with the capitalisation rate or return on investment, and where the calculation is 

required to include face rate and the next effective rate (Grandfield & Willerton, 2015).  

 

The face rate is the rental rate required to be paid that appears on a lease agreement, 

while the net effective rental rate is what is left over for the property owner after 

deductions for real estate commission, inducements and incentive packages and 

property owner work done to the property space, amongst others (Grandfield & 

Willerton, 2015). A rent-free period is a flexible concession. However, as an increase 

in rent-free periods means a decrease in effective rents, specifically, the anticipated 

lag vacancy is converted into a cost which reduces effective rents (Tse, 1999). Free 
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rent, tenant improvement allowances and unusual concessions will most likely 

negatively affect the face rate (Muhlebach & Alexander, 2008). Concessions are costly 

and, to the extent that concessions reduce rental income, they will have an impact on 

the value of the property (Dröes et al., 2017). Offering too many concessions will 

reduce profits (Coppola, 2014). 

 

The following paragraph explains possible reasoning for the deletion of item CON1. 

An ideal situation for the property owner is that the granting of a concession should 

not lower the quoted rent. Free rent is a costly concession, which will more than likely 

lead to the reduction in the property net operating income (IREM, 2011). It thus makes 

sense that concessions in many cases do not include a reduction in rent, other than 

unique and rare temporary arrangements (Dabner, 1998). When a lease has 

uneconomical rental terms, the property's value is diminished (Hayman & Ulrick, 1995; 

Tse, 1999). Conceding to free rent is problematic, since tenants become accustomed 

to not paying rent, leading to tenants potentially missing on future rent payments 

(Muhlebach & Alexander, 2008). “The term ‘distressed’ or ‘problem’ property refers to 

improved properties that have minimal, if any positive net operating income” (Healy & 

Martin, 1989: 372).  

 

According to Geltner et al., (2014: 237), “The net operating income results from the 

subtraction of the operating expenses from all the sources of revenue (rental revenue 

net of vacancy allowance, other income, and expense reimbursements). Net operating 

income is the most widely used indicator of the net cash flow or operating profit 

generation ability of the property”. Taking this into account, a reduced rental 

concession could have adverse effects on the property rental rate and income and, 

therefore, on turning a distressed property around and the financial recovery of the 

property. It is of the opinion of the researcher that based on the results from the 

respondents, in the context of increasing The Likelihood of a Distressed Property 

Turnaround and The Likelihood of a Distressed Property Financial Recovery, a 

landlord should not concede to free rent or reduced rent for a specific period, possibly 

due to value of the building being likely reduced, if the rental rate is reduced. 
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The following paragraph explains possible reasoning for the deletion of item CON4. 

The costs owners incur to make the space suitable for the needs of a particular tenant, 

in other words, tenant improvements, are generally included as part of capital 

expenditure as investors typically expect to incur re-tenanting expenses when leases 

expire and the vacant space must again be made ready for occupancy (Ling & Archer, 

2017). According to the results of the revised model, as shown in Chapter Six, the 

hypotheses: There is a positive relationship between the importance of Capital 

Improvement Feasibility and The Likelihood of a Distressed Property Turnaround and 

furthermore; There is a positive relationship between the importance of Capital 

Improvement Feasibility and The Likelihood of a Distressed Property Financial 

Recovery, were both rejected. Possible reasons for the rejection of Capital 

Improvements Feasibility are explained later in Chapter Seven. According to Geltner 

et al. (2014: 238), “Capital improvement expenditures refers to expenditure providing 

long-term improvements to the physical quality of a property, and required to maintain 

or add to the value of a property”. Capital expenditures in connection with the signing 

of specific long-term leases include tenant improvements and leasing commissions 

(Geltner et al., 2014). Since tenant improvements are capital expenditures, or capital 

improvement expenditure, Capital Improvement Feasibility was rejected as an 

important factor that positively influences both The Likelihood of a Distressed Property 

Turnaround and The Likelihood of a Distressed Property Financial Recovery, and thus, 

it is correct that tenant improvement expenditures were not included as an item in the 

newly formed Concessions variable. This is consistent with the results concerning the 

Capital Improvements Feasibility hypotheses.  

 

The following paragraph explains possible reasoning for adding the item NET1. Item 

NET1 is equated to a single-net lease, because of the transfer of real estate taxes to 

the tenant. One of the most effective property marketing campaigns to attract tenants 

is to offer more tenant-friendly lease terms (Kirkup & Rafiq, 1994). Single-net leases, 

referred to as a net lease or an ‘N’ lease, are not often offered by property owners, 

since property owners transfer a minimal amount of risk to the tenant, as the tenant 

only pays the property taxes, while any other expenses, such as insurance, 

maintenance and repairs and utilities are covered by the property owner (Hall, 2020). 

Thus, the tenant pays the lowest number of direct expenses, with a single-net lease 

agreement (IREM, 2011).  
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Tenants prefer gross leases as the tenants are able to reduce operational cost inflation 

risk, while property owners prefer net leases for similar reasons (Gabe et al., 2019; 

Wiley et al., 2014). It is obvious that property owners would be reluctant to offer a pure 

gross lease, where, even with rent escalators, the entire risk of rising operating costs 

is placed on the property owner (Portman, 2018). The cost of real estate taxes is one 

of the largest expenses related to commercial properties. A problem arises with a 

gross lease structure, as real estate taxes are likely to increase beyond the rental 

amount, making the lease unprofitable (Muhlebach & Alexander, 2008). Over and 

above this situation, long-term lease agreements introduce further problems due to 

the high risk of sudden and unanticipated increases in real estate taxes, during the 

lease term (Kyle, 2013). It is the opinion of the researcher that it makes sense for the 

landlord to negotiate a single-net lease contract that at least transfers the burden of 

real estate taxes to the tenant, to avoid the risk of sudden rises in real estate taxes 

that could make the property unprofitable. However, at the same time, the concession 

that the landlord grants the tenant in this situation is that the tenant ends up paying for 

the smallest number of direct expenses in the form of real estate taxes only, while the 

landlord covers all other expenses, entailing property insurance, maintenance, repairs 

and utilities. A landlord will have to manage and control insurance and the 

maintenance cost inflation risk in this situation.  

 

A possible reason for a landlord agreeing to a single-net lease agreement as apposed 

to negotiating to attain a triple net or double-net lease agreement is that landlords may 

prefer to earn a higher rental rate, while having to manage and control insurance, 

maintenance expenses and operating expense inflation. Tenants have the option to 

trade increased rent for operational savings and visa versa (Gabe et al., 2019; 

Mooradian & Yang, 2002). Net leases assign the tenant a lower base rent and but also 

the liability of having to pay the required share of future operational expenses (Gabe 

et al., 2019). Thus, a single-net lease will have a lower base rent than a gross lease 

but the tenant will pay part of a certain operating expense or expenses. In the case of 

a double-net lease, the base rent is lower than a single-net lease but the tenant will 

pay more operating expenses and lastly, with a triple net lease, the base rent is the 

lowest of the net leases but the tenant pays most, if not all, of the expenses (IREM, 

2011).  
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Real estate taxes are set by the government (IREM, 2011), where the property owner 

has no control over this, whereas with insurance and other operating expenses, a 

property owner has some degree of control. A property owner is able to reduce these 

semi-controllable costs by re-bidding for certain services and shopping around at 

various service providers for new insurance, with the objective of keeping costs down 

(IREM, 2011). Cloete (2006) notes that operating expenses are likely to be reduced 

when seeking for the lowest quotes, increasing recoveries from tenants, ensuring an 

optimum capital and maintenance ratio and optimising energy systems. Therefore, 

with a single-net lease agreement, a landlord can earn a higher rental rate than triple 

net lease or double-lease agreements and can the transfer property taxation risk to a 

tenant, but will have to manage insurance and maintenance operating cost inflation 

risk. It must be noted, however, that insurance expenses are at risk of increasing 

significantly when dealing with distressed properties due to vacancy risks (Anglyn, 

2005). 

 

A higher rental rate and the controlling of insurance and maintenance costs and having 

no property taxation risk can contribute to overall property income and, in turn, be 

important factors that positively influence both The Likelihood of a Distressed Property 

Turnaround and The Likelihood of a Distressed Property Financial Recovery.  

 

The researcher identified further possible reasons why the study results indicated the 

use of a single-net lease as a concession. 

 

• Triple net leases tend to be long-term according to Kyle (2013), and if long-term 

leases are not wanted by tenants, tenants generally are prepared to pay more 

for leases which are tailored to suit their needs (Crosby et al., 2003), thus a 

tenant paying more may be a desirable option for a distressed investor; 

• Triple net leases, as mentioned above, tend to be long-term (Kyle, 2013), where 

a long-term lease could be a disadvantage to the property owner as the rental 

rate will not be able to be adjusted to meet changing market conditions (Fisher, 

2007), since due to the cyclical nature of the real estate industry, non-core 

commercial real estate performance is subject to significant fluctuations (Gahr 

et al., 2017). 
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• In response to market pressures, the commercial letting market has introduced 

flexible lease terms to reflect market conditions (Mccluskey et al., 2016; Pfrang 

& Wittig, 2008). 

• Under adverse economic conditions, occupiers who have to trade and make 

profits in volatile and rapidly changing markets may come under pressure 

(Hamilton et al., 2006). 

• In weak market conditions, incentives are used primarily to induce tenants to 

occupy space, as vacancies are one of the greatest concerns of property 

owners (Mccluskey et al., 2016). 

• The study questionnaire did not indicate whether a distressed property is multi-

tenanted or single-tenanted and whether a property is a particular type of 

property, notably, residential, office, retail and/or industrial, where triple net 

leases are mostly used for single-tenant properties and retail as noted by 

Coppola (2014). 

• The property owner remains responsible for the structure and capital elements 

of the property in a triple net lease arrangement, as noted by Coppola (2014), 

where opportunistic investors invest capital necessary in order to get the vacant 

space leased, invest the capital necessary to change the use or rebrand the 

property, invest capital for a redevelopment of the existing building or invest the 

capital for a new development on the land (Brady, 2016). Thus, in the context 

of a distressed property, the property owner is more concerned about potential 

capital improvement or development expenditure rather than over day-to-day 

property operating expenses. Therefore, the crucial use of a triple net lease 

agreement in a distressed situation is irrelevant, if substantial capital 

expenditure is still to be incurred by the property owner. 

• Property owners with low operating expenses should benefit when offering the 

gross lease contract, but the key condition is the ‘gross lease markup’, the 

additional base rent that a tenant pays for the property owner to assume liability 

for operating expenses (Gabe et al., 2019; Wiley et al., 2014), and which is 

determined by the market, where the result is that property owners with lower-

than-average costs should offer gross leases so as to capture surplus from a 

market equilibrium gross rent (Gabe et al., 2019; Mooradian & Yang, 2002).  

 



836 
 

7.4.3 Demography 

 

“Demography is the study of the size, territorial distribution, and composition of 

population, changes therein, and the components of such changes, which may be 

identified as natality, mortality, territorial movement (migration), and social mobility 

(change of status)” (Hartmann, 2009: 13). The exploratory factor analysis included 

items DEM3, DEM1 and DEM1 to develop the Demography construct and are existing 

items from the original demography variable. For the purpose of the present research 

effort, the construct, Demography, entails the study of the size, territorial distribution 

and composition of the population of the geographical region where the distressed 

property is situated.  

 

The research rejected the significant relationship between the importance of 

Demography and The Likelihood of a Distressed Property Financial Recovery, or 

Hypothesis H14: 

 

H14 
There is a positive relationship between the importance of Demography 

and The Likelihood of a Distressed Property Financial Recovery. 

 

The importance of Demography and The Likelihood of a Distressed Property Financial 

Recovery was shown by the study results to have a negative relationship. The 

researcher identified possible reasons for this negative relationship. 

 

• Demographical information, such as job growth, levels of income, diversity of 

businesses, types of industries, job outsourcing and school districts, is already 

available from companies that specialise in demographical studies, but is likely 

to be expensive (Fisher, 2007). 

• Information on the local region and trade area of the property is more 

specialised, but is available from demographic and psychographic services that 

provide information such as population, incomes, education, spending habits 

and lifestyle activities. However, detailed information requirements, will make 

the reports more costly (Muhlebach & Alexander, 2008); 

• Many real estate brokerage organisations compile and publish demographic 

data (IREM, 2011); 
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• On the internet, there are a number of services with information about real 

estate available for a fee. These services can be invaluable in determining basic 

demographic and local market information (Wehrmeyer, 2013). 

• Research into the market is practically unlimited, but the availability of certain 

resources, especially financial, will dictate how much research can be 

undertaken for a specific property (Reed & Sims, 2014). 

• Official statistics of demographic characteristics are readily available from 

relevant government agencies that conduct regular censuses, as well as from 

consulting firms that provide additional analysis of the demographic data (Reed 

& Sims, 2014).  

 

As mentioned above, with the availability of demographic data from a number of 

sources, it might not make sense for a distressed property investor to spend time and 

resources conducting a demographic study, particularly if the information could be 

costly, and where, in the context of a distressed property, resources may be needed 

elsewhere. Furthermore, demographic studies are part of a market analysis. A market 

analysis would include a general area analysis that looks at the general market and 

demographics surrounding the location and a target area analysis that looks at the 

market and demographics surrounding the specific site (Wehrmeyer, 2013).  

 

As shown earlier, item OBS7, as part of the Strategy construct can be seen as 

conducting a market analysis. In a market analysis, the supply and demand conditions 

for rental space are compared against the demand for rental space in other 

comparable buildings, with information such as rental and vacancy rates and, in 

addition, the market analysis can gather information about specific, comparable 

properties and compare their features with the subject property (IREM, 2011). As the 

importance of the Strategy construct was shown to have a positive relationship with 

both the dependent variables, it can be assumed that a demographic study is an 

important turnaround and financial recovery action, only when used in conjunction with 

other important strategic distressed property actions entailing strategic planning, 

property management, identifying certain types of property obsolescence, evaluating 

the economic prospects, analysing the business environment and the evaluation of all 

risks. 
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7.4.4 Capital Improvements Feasibility 

 

Property investments require large amounts of capital (Gibson, 1994). Capital 

improvements, in the context of real estate, include; long-term improvements to the 

property’s physical quality (Geltner et al., 2014), structural additions or betterment that 

increases the property’s useful life (IREM, 2011) and replacements and alterations 

that materially prolong the property’s economic life (Ling & Archer, 2017). “The 

improvements to a property should never be viewed in isolation, but should be seen 

as a component contributing to the total value of the whole” (National Property 

Education Committee, 2004: 288). With regards to whether a capital improvement 

project is deemed feasible, “a real estate project is ‘feasible’ when the real estate 

analyst determines that there is a reasonable likelihood of satisfying explicit objectives 

when a selected course of action is tested for the fit to a context of specific constraints 

and limited resources” (Cloete, 2006: 4). 

 

The Capital Improvements Feasibility construct is an existing variable from the original 

conceptual model with a few items removed and a few items added from other 

variables. In the present research effort, the exploratory factor analysis developed the 

Capital Improvements Feasibility construct, as shown in Figure 6.4, (The revised 

conceptual model) in Chapter Six. The Capital Improvements Feasibility construct is 

made up from numerous items from the other variables in the original conceptual 

model displayed in Figure 4.1 in Chapter Four. Table 7.5 on the following page, shows 

the items combined forming the Capital Improvements Feasibility construct. 

 

TABLE 7.5: FACTOR 7 – CAPITAL IMPROVEMENTS FEASIBILITY 

CAPITAL IMPROVEMENT FEASIBILITY ITEMS (CAP) 

CAP2 Assessing the need for structural additions is important for increasing the chances 

that a distressed property recovers. 

CAP3 To increase the chances of a distressed property recovering it is important to 

investigate the need for alterations to the building. 

CAP 

Supporting 

Literature 

CAP3 and CAP2 are existing items of the Capital Improvement Feasibility construct. 

No literature evidence required. 

OBSOLESCENCE IDENTIFICATION ITEMS (CAP) 



839 
 

OBS3 To increase the likelihood that a distressed property recovers it is important to 

identify structural deficiencies. 

OBS4 Identifying inefficient facility design is important for ensuring the prospect of a 

distressed property recovery. 

OBS 

Supporting 

Literature 

For owners and managers with more limited trading potential, a cost-benefit analysis 

of different refurbishment strategies will need to be undertaken to arrive at appropriate 

capital investment levels for ageing properties (Sanderson & Edwards, 2016). Curable 

obsolescence can be controlled by a building owner through refurbishment (Jamila & 

Nuhu, 2019). Refurbishment can be undertaken to combat physical deterioration and 

functional obsolescence (Cloete, 2017). Building obsolescence can be remedied by 

refurbishment (Debenham Tewson & Chinnocks, 1985; Pinder & Wilkinson, 2001). 

Physical depreciation can usually be reduced or abolished by the renovation of a 

building (Pšunder, 1999). Planned capital expenditures and planned property-related 

operating expenses are often associated with projects for routine property 

maintenance to correct observable physical deterioration (Stewart, 2008). If the 

property is functionally obsolescent, the building may need to be demolished and 

rebuilt to meet the current market standard (Brophy & Chen, 2010). In the case of 

curable obsolescence, a rational property owner would incur the capital costs to cure 

the subject obsolescence and eliminate the cause and the effect of any future 

obsolescence (Reilly, 2012). Re-use opportunities supported by complete or partial 

refurbishment programmes may rejuvenate existing accommodation, directly 

addressing functional obsolescence with a positive effect (Mansfield & Pinder, 2008). 

Rehabilitation can entail extensive renovation intended to cure obsolescence of a 

building or project (Gahr et al., 2017). From the moment of construction, buildings are 

subject to the process of physical deterioration and capital invested in the buildings 

undergoes a gradual process of devaluation. As buildings age and decay the buildings 

suffer from diminished utility and require a constant stream of capital investment 

(Bryson, 1997; Pinder & Wilkinson, 2001). 

 

It can be deduced that there is sufficient evidence in the existing literature that 

Obsolescence Identification items OBS3 and OBS4 can be linked to a Capital 

Improvements Feasibility construct and that the exploratory factor analysis was correct 

with developing the Capital Improvements Feasibility construct with items OBS3 and 

OBS4. 

PROPERTY MANAGEMENT ITEMS (CAP) 

MAN6 It is important that property management continuously improves both the physical 

structure and technical functions of the building in order to increase the likelihood 

that a distressed property recovers. 

MAN 

Supporting 

Active property management consists primarily of property transaction execution and 

operational management, and which can be classified as the main drivers of excess 
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Literature return sources, where the concept of operational management includes the ability of 

investors to find tenants, negotiate profitable lease contracts, time lease contract 

negotiations properly and use capital expenditure efficiently to increase or maintain 

property values while controlling operational costs (Füss et al., 2012; IREM, 2011) and 

minimising operating costs (Hui et al., 2011). Successful property management must 

be able to function effectively in different levels of maintenance operations, notably; 

routine maintenance, preventive maintenance, corrective maintenance, new 

construction maintenance and deferred maintenance (Kyle, 2013). A comprehensive 

maintenance programme should include a plan for replacing short-lived items, as well 

as anticipating non-recurring capital expenditures, where a comprehensive 

maintenance programme that includes annual and seasonal inspections forces 

property management to be proactive rather than reactive in dealing with potential 

problems (Ling & Archer, 2017). Improvement and renewal are required to answer the 

accordingly rising expectations and, by adding performance capacity, the period of 

highest efficacy can be considerably extended and the service life prolonged, and 

where the assessment of the loss and benefits of alternative interventions in this way 

is part of current professional property and facility management (Boussabaine & 

Kirkham, 2004; Thomsen & van der Flier, 2011). 

 

It can be deduced that there is sufficient evidence in the existing literature that Property 

Management item MAN6 can be linked to a Capital Improvements Feasibility construct 

and that the exploratory factor analysis was correct with developing the Capital 

Improvements Feasibility construct with item MAN6. 

(Source: Constructed by the Researcher) 

 

As shown in Table 7.5, the construct features the items CAP2 and CAP3 from the 

original Capital Improvements Feasibility variable, OBS3 and OBS4 from the original 

Obsolescence Identification variable and MAN6 item from the original Property 

Management variable. Table 7.5, provides evidence from the existing literature that 

the items, CAP2, CAP3, OBS3, OBS4 and MAN6 can be combined, in terms of the 

exploratory factor analysis, to form the Capital Improvements Feasibility construct as 

all the items are linked to capital improvements based on existing literature. It can be 

deduced from Table 7.5, that in the present research effort, the Capital Improvements 

Feasibility variable entails assessing the need to incur a capital improvement project 

concerning a distressed property and which  comprises of a number of considerations. 

 

 



841 
 

• Assess the need for structural additions. 

• Investigate the need for alterations to the building. 

• Identify structural deficiencies. 

• Identify inefficient facility design. 

• Involve of property management with the objective of continuously improving 

both the physical structure and technical functions of the building. 

 

The research rejected the relationship between the importance of Capital 

Improvements Feasibility and The Likelihood of a Distressed Property Turnaround, or 

Hypothesis H7: 

 

H7 

There is a positive relationship between the importance of Capital 

Improvement Feasibility and The Likelihood of a Distressed Property 

Turnaround. 

 

The research rejected the relationship between the importance of Capital 

Improvements Feasibility and The Likelihood of a Distressed Property Financial 

Recovery, or Hypothesis H16: 

 

H16 

There is a positive relationship between the importance of Capital 

Improvement Feasibility and The Likelihood of a Distressed Property 

Financial Recovery. 

 

The importance of Capital Improvements Feasibility and The Likelihood of a 

Distressed Property Turnaround and the importance of Capital Improvements 

Feasibility and The Likelihood of a Distressed Property Financial Recovery were both 

shown by the study results to have a negative relationship. The researcher identified 

possible reasons for these negative relationships. 

 

• Hough et al. (2011) note that turnaround strategies for businesses in crisis, 

should pursue a cost reduction strategy, which entails delaying non-essential 

capital expenditures. 
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• Capital expenditure reductions have being shown to be inevitable for firms in a 

state of distress (Andrade & Kaplan, 1998; Schweizer & Nienhaus, 2017). 

• Due to immediate cash flow constraints, distressed companies cannot increase 

capital expenditure (Schweizer & Nienhaus, 2017). 

• Companies facing tight credit constraints are likely to plan retrenchments 

regarding technology and capital investments, after the immediate distress 

situation (Campello, Graham & Harvey, 2010; Schweizer & Nienhaus, 2017). 

• Credible turnaround plans of firms have being shown, to indicate actions that 

defer or reduce capital expenditures (Correia et al., 2013). 

• Capital expenditure has been shown to be negatively related to market 

performance in the years directly after a turnaround, with positive effects only 

seen in later years (Furrer et al., 2007; Schweizer & Nienhaus, 2017). 

• A firm undertaking capital expenditure is likely to have a negative effect on 

shareholder value at the beginning of the decline phase and a positive effect 

later on, since during the beginning of the decline phase, the stock market is 

likely to consider that the firm is spending too much, but in the later stages in 

the decline phase, the firm may consider an increase in capital expenditure as 

a needed attempt to turnaround (Furrer et al., 2008). 

• With organisational turnaround, during the retrenchment phase, capital 

expenditure reductions may lessen financial tightening, while during the 

stabilisation phase, capital expenditure increases could rejuvenate asset 

productivity (Schendel et al., 1976; Schweizer & Nienhaus, 2017). 

• Unexpected additional costs that are related to capital improvements can upend 

theoretical returns (Altoon, 2010). 

• Buildings do not always enhance the value of the overall property and could 

have a detrimental effect thereon (National Property Education Committee, 

2004). 

• Capital expenditure should improve the existing condition of a building, which 

is likely to lead to higher rent payments, but could also result in higher vacancies 

during the periods when the capital improvements takes place, since 

refurbishments take place between two lease contracts and not during an 

existing lease contract (Füss et al., 2012). 
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• Cost efficiency measures are frequently adopted in the first step in any recovery 

strategy of a firm turnaround and most cases require little or no capital or 

resource outlay (Hofer, 1980; Schoenberg et al., 2013; Robbins & Pearce, 

1992). 

• With regards to properties, capital improvements only add value by increasing 

the rent that can be charged in the future in comparison to a baseline without 

such investments (Geltner et al., 2014). 

• There is always a risk associated with property developments, specifically, what 

is known as a downside risk, which is the chance of not realising the expected 

profit on the development (Cloete, 2017). 

• Among the phases of property development, the pre-construction phase is 

considered to be the most risky (Cloete, 2017). 

• A greater degree of volatility and a lower capitalisation rate are associated with 

higher land prices and a lower tendency to build. Hence, developers may 

decide to hold off and wait for greater, irreversible premiums before undertaking 

a development (Geltner et al., 2014). 

• When considering the highest and best use for a property, a purchaser would 

subtract the cost of demolishing the structure and other related costs from the 

price that they would be willing to pay for it. As a result, the market value of the 

property, in this case, would be diminished by improvements (National Property 

Education Committee, 2004). 

• There are generally no assurances that expenditure will result in high quality 

design factors, wanted external appearances or plan layouts, or higher financial 

returns (Baum; 1994; Ellison et al., 2007). 

• Capital held in fixed assets can be released in order to resolve financial issues 

and support the continuity of core business activities. Hence, besides being a 

financial burden, capital invested in real estate can be used in times of crisis 

(Krumm, 2001). 

• If a capital expenditure does not contribute to the value of the asset relative to 

what the asset would be without the expenditure, and if the increment in value 

is less than the cost of the expenditure as of the time of the expenditure, there 

is no rational business reason to make the expenditure in the first place (Geltner 

et al., 2014). 
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• Capital expenditure that is meant to increase the value of a property is equated 

to the overall amount spent in the timeframe after the last valuation expressed 

as a percentage of the market value, and where there is a positive change in 

market value that is identical to the sum of the capital expenditure, there is zero 

property capital growth. For a capital improvement to make sense, the value of 

capital growth must increase by more than zero (Füss et al., 2012). 

• Expected net cash flows from operations have being shown to be negative in 

future years, due to large enough capital expenditure (Ling & Archer, 2017). 

• Property tax payments and insurance premiums are likely to increase when 

capital improvements increase the value of the property and, thus, result in 

greater operating expenses since the building is now larger (Ling & Archer, 

2017). 

• During the decline phase of a turnaround, it has being shown that strategic 

variables, such as capital expenditure, are likely to have a negative effect on 

shareholder value (Furrer et al., 2008). 

 

In the Property Management construct which will be discussed later in Chapter Seven, 

item CAP4, which was an item part of the original Capital Improvements Feasibility 

variable was added to the Property Management construct though the exploratory 

factor analysis. Item CAP4 is displayed below. 

 

CAP4 Assessing the feasibility of replacing building components is important for increasing 

the likelihood of a distressed property recovery. 

 

The importance of Property Management was shown by the study results to have a 

positive relationship with The Likelihood of a Distressed Property Turnaround. It can 

be assumed from this positive relationship that assessing the feasibility of replacing 

building components is an important action in influencing The Likelihood of a 

Distressed Property Turnaround. “Many components of commercial properties wear 

out faster than the building itself; thus, owners can expect to replace them several 

times during the building’s economic life” (Ling & Archer, 2017: 485). “Decisions to 

improve a property are less frequent than decisions to maintain and repair it. In 

contrast to maintenance and repair expenditures, which are operating expenses, the 

improvement (alteration) decision generally involves a capital expenditure meant to 
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increase the value of the structure” (Ling & Archer, 2017: 571). “Capital expenditures 

typically is required to replace building components as they age and deteriorate. In 

contrast to operating expenses, capital expenditures are replacements and alterations 

to a building that materially prolong its economic life and therefore increase its value” 

(Ling & Archer, 2017: 198).  

 

As time and use progress, improvement elements and components diminish in value 

as a result of degradation (Derbes, 1998). Providing reliable performance and 

extending the service life of building components contributes to prevention 

maintenance, thus for comfort, safety, and efficiency, all components of the building 

should be inspected and maintained on a regular basis. It is necessary to provide 

corrective maintenance if a building element has been improperly installed, if a 

component has been used incorrectly, if the component has become functionally 

obsolete, or if the element has not been maintained regularly (IREM, 2011). “The 

successful property manager must be able to function effectively in different levels of 

maintenance operations: routine maintenance, preventive maintenance, corrective 

maintenance, new construction maintenance and deferred maintenance” (Kyle, 2013: 

166). 

 

Ling and Archer (2017) are clear that, 

 

Investors generally cannot accurately project the loss in net income or reversion 

value that is avoided over the entire investment holding period. Moreover, the 

length of the investment holding period is itself an uncertain variable. The time 

horizon involved in the maintenance and repair decision is, as a practical 

matter, the foreseeable short run. However, an investor can recognize how the 

property compares with other competing properties in the local market and can 

judge the level of maintenance and repair necessary to keep the property 

competitive in the short run (Ling & Archer, 2017: 565). 

 

 Postponing obvious repairs can cause a building to lose value, but this condition can 

be curable by making the required repairs and improvements (Kyle, 2013).  
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The rehabilitation process involves replacing the equipment and materials in the 

building and corrects deferred maintenance issues. Deferred maintenance is the 

process of postponing maintenance activities on a property to reduce costs, meet 

budget funding levels, or realign available budget funds and, thus, the failure to 

complete necessary repairs results in asset deterioration and impairment. Property 

managers should immediately begin the process of dealing with deferred 

maintenance  (IREM, 2011). “Expenditures for maintenance and repairs should be 

made at a level that maximises the owner’s rate of return over the investment holding 

period” (Ling & Archer, 2017: 564). It is recommended by the researcher that the only 

capital improvements that should occur concerning The Likelihood of a Distressed 

Property Turnaround is corrective maintenance that involves replacing components of 

a distressed property affected by deferred maintenance, the improper installation of a 

building element and functional obsolescence. Rehabilitation and other structural 

changes can have significant costs and may interfere with rental income while work is 

being performed; if the status quo is to be maintained, it must be justified on a financial 

basis. A cost-benefit analysis is necessary in order to determine whether a given 

recommendation will increase the income of a property and this involves evaluating 

each alternative in order to determine which option would produce higher levels of net 

operating income and cash flow than the property would earned, if no improvements 

were done (IREM, 2011). 

 

7.4.5 Property Management 

 

The management of properties involves overseeing and administering a property or 

portfolio of properties in order to achieve the goals and objectives of the property 

owner (Van den Berg & Cloete, 2004). Those managing a property are likely to be 

responsible for the day-to-day management, mostly on-site operations of a property 

(Gahr et al., 2017). Thus the role of property management denotes the management 

of a property that is in line with the property owner’s objectives (Cloete, 2001), where 

the objectives entail financial, operational and communication-related objectives 

(Cloete, 2001; Farina, 2000). Cloete (2001) notes the options available to manage a 

property. 

 

• The property owners do the managing. 
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• A property manager is hired as an employee. 

• An external contractor does the managing for a fee. 

 

The Property Management construct is an existing variable from the original 

conceptual model with a few items removed and a few items added from other 

variables. In the present research effort, the exploratory factor analysis developed the 

Property Management construct, as shown in Figure 6.4, (The revised conceptual 

model) in Chapter Six. The Property Management construct is made up of numerous 

items from the other variables in the original conceptual model displayed in Figure 4.1 

in Chapter Four. Table 7.6, shows the items which combined to form the Property 

Management construct. 

 

TABLE 7.6: FACTOR 8 – PROPERTY MANAGEMENT 

BUSINESS ANALYSIS ITEMS (BUS) 

BUS4 In order to increase the prospects of recovery for a property in distress it is important 

to analyse the financial position of the property. 

BUS 

Supporting 

Literature 

The management of property, functionally, entails the management of expenses and 

income budgeting, record keeping and reporting (Cloete, 2001). A professional 

property manager must have a comprehensive understanding of the economic forces 

at work in the real estate market in order to evaluate the property in terms of operating 

income, forecast the property potential for the future, and construct a management 

plan reflecting owner objective (Kyle, 2013). Property managers prepare financial 

statements, such as the cash flow report and profit or loss statement that indicate the 

financial status of the property for a given period (Kyle, 2013).  

 

It can be deduced that there is sufficient evidence in the existing literature that Business 

Analysis item BUS4 can be linked to a Property Management construct and that the 

exploratory factor analysis was correct with developing the Property Management 

construct with item BUS4. 

PROPERTY MANAGEMENT ITEMS (MAN) 

MAN1 To increase the chances that a distressed property will recover it is important that 

property management keeps the property in good condition. 

MAN 

Supporting 

Literature 

MAN1 is an existing item of the Property Management construct. No literature 

evidence required. 

CAPITAL IMPROVEMENTS FEASBILITY ITEMS (MAN) 
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CAP4 Assessing the feasibility of replacing building components is important for increasing 

the likelihood of a distressed property recovery. 

CAP 

Supporting 

Literature 

Active property management consists primarily of property transaction execution and 

operational management, and which can be classified as the main drivers of excess 

return sources, where the concept of operational management includes the ability of 

investors to find tenants, negotiate profitable lease contracts, time lease contract 

negotiations properly and use capital expenditure efficiently to increase or maintain 

property values while controlling operational costs (Füss et al., 2012; IREM, 2011) and 

minimising operating costs (Hui et al., 2011). Successful property management must 

be able to function effectively in different levels of maintenance operations, notably; 

routine maintenance, preventive maintenance, corrective maintenance, new 

construction maintenance and deferred maintenance (Kyle, 2013). A comprehensive 

maintenance programme should include a plan for replacing short-lived items, as well 

as anticipating non-recurring capital expenditure, where a comprehensive 

maintenance programme that includes annual and seasonal inspections forces 

property management to be proactive rather than reactive in dealing with potential 

problems (Ling & Archer, 2017). Ensuring reliable, functional performance and 

extending the useful life of building components defines preventive maintenance, 

where for comfort, safety and efficiency, all parts of the building must be regularly 

inspected and maintained (IREM, 2011). Corrective maintenance is required for 

improper installation of a building element, the use of an improper component, 

functional obsolescence of a component and improper regular maintenance of a 

building element (IREM, 2011). 

 

It can be deduced that there is sufficient evidence in the existing literature that Capital 

Improvement Feasibility item CAP4 can be linked to a Property Management construct 

and that the exploratory factor analysis was correct in developing the Property 

Management construct with item CAP4. 

TENANT MIX ITEMS (MAN) 

TEN7 Selecting tenants that generate maximum sales potential is an important factor which 

increases the chances that a distressed property will recover. 

TEN 

Supporting 

Literature 

Property management also entails establishing a proper tenant mix, optimising income 

from a property investment and maximising the property capital value (Oyedokun et 

al., 2014). The management of property, functionally, involves tenant administration 

(Cloete, 2001). Active property management requires the ability to find tenants (Füss 

et al., 2012). Property management involves selecting tenants (Ling & Archer, 2017). 

With a tenant mix being critically important to shopping centres, the management and 

monitoring of a tenant mix is a prerequisite (Downie et al., 2002; Kyriazis & Cloete, 

2018). The management of a tenant mix is crucial to the pedestrian flow within a centre 

(Kyriazis & Cloete, 2018). Designers, developers and managers try to optimise the 
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selection and special configuration of tenants in a shopping centre (Borgers et al., 

2010; Garg & Steyn, 2015). There is no substitute for a well-contrived, methodical and 

scientific approach for determining an ideal tenant mix of a shopping centre in advance, 

that is, before the shopping centre is built (Bruwer, 1997). It follows logically that such 

information is extremely powerful and useful in the success of shopping centre 

management to convince the consequently identified tenants to rent space in the 

centre (Bruwer, 1997). 

 

It can be deduced that there is sufficient evidence in the literature that Tenant Mix item 

TEN7 can be linked to a Property Management construct and that the exploratory 

factor analysis was correct with developing the Property Management construct with 

item TEN7. 

(Source: Constructed by the Researcher) 

 

As shown on Table 7.6, the construct features the items BUS4 from the original 

Business Analysis variable, MAN1 from the original Property Management variable, 

CAP4 from the original Capital Improvements Feasibility variable and TEN7 from the 

original Tenant Mix variable. Table 7.6, provides evidence from existing literature that 

the items, BUS4, MAN1, CAP4 and TEN7 can be combined, in accord with the 

exploratory factor analysis, to form the Property Management construct as all the items 

are linked to property management based on existing literature. It can be deduced 

from Table 7.6, that in the present research effort, the Property Management variable 

entails managing a distressed property, by paying attention to certain requirements. 

 

• Property management should analyse the financial position of the property. 

• Property management should keep the property in good condition. 

• Property management needs to be involved in replacing building components. 

• Property management should be responsible for selecting tenants that 

generate maximum sales potential. 

 

The research supported the significant relationship between the importance of 

Property Management and The Likelihood of a Distressed Property Turnaround, or 

Hypothesis H8: 
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H8 
There is a positive relationship between the importance of Property 

Management and The Likelihood of a Distressed Property Turnaround. 

 

Hypothesis H8 is, therefore, presented in management or operational terms as: 

 

Distressed property turnaround is likely to improve when important decisions 

and actions are taken, including; management analysing the financial position 

of the property for turnaround decision-making and planning, management 

having the objective of keeping the distressed property in good condition in 

order to improve the condition and value of the property and thus attracting new 

tenants, retaining existing tenants, improving tenant satisfaction, reducing 

operating costs and meeting the requirements of the property stakeholders. 

Property management must continuously assess the need and take corrective 

action to correct deferred maintenance and replace obsolete components of the 

distressed property to meet market standards and tenant and stakeholder 

requirements. Property management should continuously select tenants for an 

optimal tenant mix concerning the distressed property, in order to increase 

traffic and sales potential for the tenants of the distressed property. Pre-

selection of tenants should involve renewing profitable high-volume tenants at 

the best possible market rents, where the releasing process also includes 

weeding out unhealthy, low-volume or unprofitable stores in a proactive way 

that allows failing tenants to cut losses by buying out of the leases. 

 

7.5 THE ROLE OF NON-SIGNIFICANT RELATIONSHIPS 

 

The statistically non-significant relationships presented in Figure 7.1 and Figure 7.2 

were assessed and concluded as discussed below. 

 

7.5.1 Tenant Mix 

 

The exploratory factor analysis included items TEN3 and TEN1 to develop the Tenant 

Mix construct and are existing items from the original tenant mix variable. A tenant mix 

of a property entails the relationship between the percentage of tenant areas occupied 

by different tenant types in a property, generally a retail property (Dawson, 1983; Garg 
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& Steyn, 2015; Marona & Wilk, 2016; The Institute of Real Estate Management, 1990; 

Yim et al., 2012) and, thus, refers to the combination of tenants occupying space in a 

property to form an assemblage that produces optimum sales for the tenants, rents for 

owners, service to the community and finance ability of the property (Bruwer, 1997; 

McCollum, 1988) and, according to Cloete (2002), includes the distribution of tenant 

types within a property in terms of space, price points and the relationship to each 

other. For the purpose of the present research effort, the construct, Tenant Mix 

entailed a distressed property having a mix of tenants that achieves the desired image 

of the property and the selection of an appropriate mix of tenants for the distressed 

property. 

 

The research demonstrated a statistically insignificant relationship between the 

importance of Tenant Mix and The Likelihood of a Distressed Property Turnaround, or 

Hypothesis H3: 

 

H3 
There is a positive relationship between the importance of a Tenant Mix 

and The Likelihood of a Distressed Property Turnaround.  

 

The research demonstrated a statistical insignificant relationship between the 

importance of Tenant Mix and Likelihood of a Distressed Property Financial Recovery 

H12: 

 

H12 
There is a positive relationship between the importance a Tenant Mix and 

The Likelihood of a Distressed Property Financial Recovery. 

 

Tenants are probably the most important factors of a property since tenants ultimately 

determine the success of an income-producing property, as the rent tenants pay 

generates the property’s income and, thus, produces the property’s cash flow and the 

return on investment (Muhlebach & Alexander, 2008). It has being shown that a 

diversity of tenants contributes to property income stability (Cloete, 2005). 

Furthermore, the value of a property can be positively affected by the use of effective 

mixing and matching of different tenant types and different space types (Geltner et al., 
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2014). Tenant compatibility is more than likely to assist in the survival and success of 

businesses in challenging markets (Muhlebach & Alexander, 2008).  

 

For a property to generate more revenue, a property owner must focus on reducing 

vacancies and maximising the rental income received from each tenant (Bruwer, 1997; 

Miller & Murray, 1987). “Certain types of tenants generate positive externalities by 

enabling other nearby tenants to earn higher profits” (Geltner et al., 2014: 801). Careful 

consideration must be giving when keeping a balance between retail tenants, non-

retail tenants and those tenants related to entertainment, and when designing the 

tenant mix of a property (Marona & Wilk, 2016; Ojouk, 2010). A property owner is 

recommended to avoid putting together a tenant mix which has too many tenants that 

compete with each other, as this increases vacancy risks (Rider, 2006). In addition, 

the wrong tenants can negatively affect the property’s perceived worth by making the 

actual property and its location look less desirable to other tenants (Ellison et al., 

2007). 

 

The exploratory factor analysis included Tenant Mix Item TEN7 in the Property 

Management construct. The importance of Property Management was shown by the 

study results to have a positive relationship with The Likelihood of a Distressed 

Property Turnaround. Thus, it can be deduced that selecting tenants that generate 

maximum sales potential is an important action concerning The Likelihood of a 

Distressed Property Turnaround, when combined with other important property 

management actions. Therefore, the selecting of tenants for maximum sales potential 

should only be done when appropriate, important actions are implemented by the 

property management of a distressed property and who have the goal of turning the 

property around.  

 

Furthermore, according to the literature, a tenant mix has a strong link to retail 

properties, particularly shopping centres. The present research effort did not indicate 

in the questionnaire whether a distressed property was strictly retail or another type of 

property. Respondents may have answered the questionnaire with the perception that 

a tenant mix mostly concerns retail properties and does not concern offices and other 

types of properties, thereby establishing the non-significant result.  
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7.5.2 Debt Restructuring  

 

The exploratory factor analysis included items REN1, REN3 and REN2 to develop the 

Debt Restructuring construct and these are existing items from the original Debt 

Renegotiation variable. Furthermore, the exploratory factor analysis included item 

COST6 from the original Cost-Cutting construct, where item COST6 is equated to debt 

restructuring. For the purpose of the present research effort, the construct, Debt 

Restructuring entails a cost-cutting mechanism aimed at renegotiating the existing 

distressed property loan agreement, to negotiate with the property lender to replace 

the current loan with better terms and negotiate with the property lender to grant extra 

facilities, all with the objective of alleviating financial stress concerning the distressed 

property. 

 

The research demonstrated a statistically insignificant relationship between the 

importance of Debt Restructuring and The Likelihood of a Distressed Property 

Turnaround, or Hypothesis H4: 

 

H4 
There is a positive relationship between the importance of Debt 

Restructuring and The Likelihood of a Distressed Property Turnaround. 

 

The research demonstrated a statistically insignificant relationship between the 

importance of Debt Restructuring and Likelihood of a Distressed Property Financial 

Recovery, or Hypothesis H13: 

 

H13 

There is a positive relationship between the importance of Debt 

Restructuring and The Likelihood of a Distressed Property Financial 

Recovery. 

 

With debt restructuring “the interest rate may be reduced, the term to maturity 

lengthened, or some of the debt may be exchanged for equity. The point of 

restructuring is to reduce the financial charges to a level that the firm’s cash flows can 

support” (Brigham & Daves, 2004: 143). “Restructuring and renegotiation are the 

terms commonly used in order to classify all situations involving deferment periods, 

extensions, amendments to contractual clauses, as well as the settlement of 
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outstanding debts due to banks by borrowers which are temporarily unable to comply 

with their obligations” (Morri & Mazza, 2015: 74).  

 

Restructuring is used to classify transactions concluded between the lender and 

the borrower and is intended to redefine the overall agreement of the latter's 

debt exposure. Within this context, these transactions are also classified using 

the term consolidation. Renegotiation instead generally involves one individual 

financial relationship or, otherwise, a homogeneous series of relationships in 

which some elements of the loan agreement (term, interest rate, repayment 

plan) are amended, not necessarily in order to deal with a situation in which the 

borrower has defaulted. Usually they are characterised by granting certain 

facilities to a borrower who is encountering temporary difficulties in honouring 

the terms of the loan or they represent the conclusion of market transactions 

aimed at securing the client's loyalty. These may involve changes to interest 

rates, payment terms, maturity dates, and repayment plans (the waivers), or 

alternatively the granting of a new loan to replace the previous one, which will 

then be redeemed with the proceeds of the new loan (Morri & Mazza, 2015: 

74).  

 

Workouts are typically “some combination of a rescheduling or forgiveness of some 

debt, often in return for the lender obtaining either some equity participation in the 

property or a greater yield in the long run” (Geltner et al., 2014: 395). Workout options 

provide an opportunity for delinquent borrowers to repay the loan based on revised 

terms, and, thus, they benefit both the borrower and lender. Workout options include; 

a repayment plan option, a loan modification option, a pre-foreclosure sale option, an 

assumption of mortgage option and/or a deed in lieu of foreclosure option (Wesly et 

al., 2009). 

 

It is recommended that lenders and borrowers initiate workouts to avoid a costly 

liquidating process (Thypin, 2010). “The value of non-litigious solutions to debt 

problems may be viewed as the avoidance of the costs of foreclosure” (Geltner et al., 

2014: 394). “To avoid such costs, lenders commonly employ several non-litigious 

actions when faced with problem loans” (Geltner et al., 2014: 394). Non-litigious 

actions include transferring the loan to a new borrower, negotiating a short sale, 
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executing a resolution involving a deed in lieu of foreclosure and the lender and 

borrower can work together to restructure the loan (Geltner et al., 2014).  

It is the opinion of the researcher that the non-significant relationships indicated earlier 

may be attributed to a number of factors. 

 

• If loan renegotiation becomes perceived as desirable in the market, this is likely 

to create problems for lenders, dealing with loan renegotiations concerning 

future credit transactions (Posner & Zingales, 2009). 

• Lenders would more than likely not lend money to most investors interested in 

distressed properties, particularly in a down economy (Veronikis, 2011). 

• Unfortunately, the complexity of the many factors related to loan modifications 

makes this option less straightforward, since not all modifications result in 

reduced debt payments; only some do (Quercia & Ding, 2009); 

• Lenders are at risk of having to foreclose on the new owners and lose more 

money if borrowers fail to enhance the property enough to generate the 

required profit (Veronikis, 2011). 

• Troubled situations that lenders or insurers find unmanageable are generally 

liquidated in most cases (Thypin, 2010). 

 

Furthermore, debt restructuring rules may differ across banks and countries. Since the 

study sample was derived from regions across the world, respondents may have 

answered the questionnaire in-accordance with debt restructuring banking rules while 

keeping in mind a specific bank or region. The banking rules concerning debt 

restructuring of different banks and global regions is beyond the scope of the research 

project. 

 

7.5.3 Demography 

 

The research demonstrated a statistically insignificant relationship between the 

importance of Demography and The Likelihood of a Distressed Property Turnaround, 

or Hypothesis H5: 
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H5 
There is a positive relationship between the importance of Demography 

and The Likelihood of a Distressed Property Turnaround. 

 

Demography is discussed in Section 7.4.3, where the hypothesised relationship 

between the importance of Demography and The Likelihood of a Distressed Property 

Financial Recovery was shown to have a negative relationship and thus the hypothesis 

was rejected. The same possible reasons as presented in Section 7.4.3 for the 

negative relationship, can be applied here as well. 

 

7.5.4 Analysis of Alternatives 

 

A market analysis includes tasks such as finding competitor properties, comparing 

properties and setting rental rates based on the data collected from the market 

analysis. However, after conducting the market analysis, to justify setting any new 

rental rates, in some cases, changes in property operations or some physical changes 

to the actual buildings or structures on the property will be necessary, so an 

investigation into a range of possible changes is likely to be needed, where such a 

process is known as, an analysis of alternatives. Thus, in analysing alternatives, 

potential operational and physical changes to the property should be considered. 

Operational changes are procedurally related, whereas physical changes can range 

from rehabilitation or modernisation of the existing structure to a complete change in 

the use of the overall property (IREM, 2011).  

 

The Institute of Real Estate Management, (2011) notes that modernisation that is 

implemented to correct functional obsolescence and is inherent in the rehabilitation 

process, is usually done so with the intention of making a property more competitive, 

where similar equipment of more modern design replaces the original outdated or 

obsolete equipment. The exploratory factor analysis included item MAR1 from the 

original Market Analysis construct and item COST4 from the original Cost-Cutting 

construct to develop a new variable called Analysis of Alternatives. The literature 

above supports the formation of the variable. For the purpose of the present research 

effort, the construct, Analysis of Alternatives entails analysing the demand and supply 

conditions of the surrounding real estate market of the distressed property in order to 

determine a new rental rate and, thus, only when appropriate, applying a range of 
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possible changes, such as the modernisation of existing property-related equipment 

to the distressed property in order to justify using the new rental rate. 

 

The research demonstrated a statistically insignificant relationship between the 

importance of Analysis of Alternatives and The Likelihood of a Distressed Property 

Turnaround, or Hypothesis H6: 

 

H6 
There is a positive relationship between the importance of Analysing 

Alternatives and The Likelihood of a Distressed Property Turnaround. 

 

The research demonstrated a statistically insignificant relationship between the 

importance of Analysis of Alternatives and Likelihood of a Distressed Property 

Financial Recovery, or Hypothesis H15: 

 

H15 

There is a positive relationship between the importance of Analysing 

Alternatives and The Likelihood of a Distressed Property Financial 

Recovery. 

 

It is essential for property developers to understand supply and demand fundamentals 

to ensure their survival through a downturn in the market and into the next inevitable 

upswing (Reed & Sims, 2014). “It is important to understand how the interaction of 

supply and demand affects property values. Through the investigation of recent 

property transactions, properties for sale in a competing market with the same land 

use (although not necessarily in the same location subsector) and behaviour of market 

participants, it is possible to examine supply and demand relationships and investigate 

the current and future status of values” (Reed & Sims, 2014: 225). An improvement to 

a structure or building on a property may include rehabilitation, remodelling, 

modernisation, or adaptive reuse (Ling & Archer, 2017). As noted earlier, the IREM 

(2011) notes that with modernisation which is undertaken to correct functional 

obsolescence and is inherent in the rehabilitation process, and in order to make a 

property competitive, existing property equipment is replaced by similar equipment of 

more modern design. 
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Analysis of Alternatives falls within a market analysis framework (IREM, 2011). Item 

MAR1 of the Analysis of Alternatives construct relates to conducting a market analysis. 

As noted earlier, item OBS7, which is included in the Strategy construct, can also be 

equated to conducting a market analysis. Therefore, both items, MAR1 and OBS7, 

represent conducting a market analysis. The importance of Strategy was shown to 

have a positive relationship with both of the dependent variables. It is the opinion of 

the researcher that in the context of turning a distressed property around, a market 

analysis is important and should be conducted, but only in conjunction with other 

important strategic actions as indicated in the Strategy construct.  

 

The item COST4 of the Analysis of Alternatives construct represents the 

modernisation of existing property-related equipment, where modernisation is 

considered an improvement to a structure, according to Ling & Archer (2017). 

Therefore, modernisation is a capital improvement. As the study results show, the 

importance of Capital Improvements Feasibility has a negative relationship with both 

of the dependent variables. It is the opinion of the researcher that it can be deduced 

from this that modernisation is not an important action concerning distressed property 

turnaround. However, as indicated earlier, item CAP4 which forms part of the Property 

Management construct, entails assessing the need to replace building components. 

The importance of Property Management has a positive relationship with The 

Likelihood of a Distressed Property Turnaround. Thus, the researcher believes that 

modernisation is only an important factor when concerned with replacing a building 

component in order to positively influence a distressed property turnaround. 

Modernisation can be used to cure some forms of functional obsolescence with 

regards to replacing property-related equipment. Modernisation or the replacement of 

building components should only take place in conjunction with other important 

property management actions, as indicated by the Property Management construct.  

 

7.5.5 Property Management 

 

The research demonstrated a statistically insignificant relationship between the 

importance of Property Management and The Likelihood of a Distressed Property 

Financial Recovery, or Hypothesis H17: 
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H17 

There is a positive relationship between the importance of Property 

Management and The Likelihood of a Distressed Property Financial 

Recovery. 

 

Property Management is discussed in Section 7.4.5. The researcher believes that the 

non-significant relationship is attributed to the fact that when considering The 

Likelihood of a Distressed Property Financial Recovery, property management actions 

are not important unless such actions occur in conjunction with other strategic actions 

as indicated by the Strategy construct. The exploratory factor analysis included items 

MAN3, MAN4 and MAN5 of the original Property Management construct to develop 

the Strategy construct. As shown by the study results, the importance of Strategy has 

a positive relationship with Likelihood of a Distressed Property Financial Recovery. 

Therefore, only property management actions entailing negotiating profitable lease 

contracts, developing a positive property image and improving the rental value of 

property are important actions concerning The Likelihood of a Distressed Property 

Financial Recovery, when used in conjunction with other strategic actions.  

 

7.5.6 Net Leases 

 

Under a net lease, the tenant is required to bear a share of specific property operating 

expenses as well as the base rent. The main types of net leases include; net (or single-

net), net-net (or double-net) and net-net-net (or triple-net). Each lease type depends 

on the extent to which the property operating costs are passed through to the tenant. 

Net leases are most applicable to commercial property tenants. Definitions of the 

terms of a net lease may vary with location and types of property (IREM, 2011). The 

exploratory factor analysis included items NET4 and NET5 to develop the Net Lease 

construct and are existing items from the original triple-net-lease variable. For the 

purpose of the present research effort, a net lease is a lease agreement that requires 

the tenant to pay a share of the specific distressed property operating expenses in 

addition to base rent. The research demonstrated a statistically insignificant 

relationship between the importance of Net Leases and The Likelihood of a Distressed 

Property Turnaround, or Hypothesis H9: 
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H9 
There is a positive relationship between the importance of Net Leases 

and The Likelihood of a Distressed Property Turnaround. 

 

The research demonstrated a statistically insignificant relationship between the 

importance of Net Leases and Likelihood of a Distressed Property Financial Recovery 

H18: 

 

H18 
There is a positive relationship between the importance of Net Leases 

and The Likelihood of a Distressed Property Financial Recovery. 

 

Net lease agreements are likely to reduce the risk of operational cost inflation for a 

property owner, so it makes sense that they are more preferred by property 

owners (Gabe et al., 2019; Wiley et al., 2014). Each lease agreement under a net 

lease varies according to the specific terms of the lease agreement between the 

parties (Cloete, 2005). As opposed to a gross lease structure, tenants pay a base 

rental in addition to their share of real estate taxes, referred to as a single-net lease 

(Muhlebach & Alexander, 2008). When a tenant enters into a double-net lease, they 

are responsible for paying base rent, taxes and insurance (Muhlebach & Alexander, 

2008). With a triple-net-lease, the tenant is responsible for paying base rent, taxes, 

insurance, and maintenance (Muhlebach & Alexander, 2008) and common area 

maintenance (Matos, 2014). 

 

The Net Lease construct was found in the study results to have a non-significant 

relationship with both the dependent variables. The items NET4 and NET5, which 

originate from the original triple-net-lease variable, as indicated in the Net Lease 

construct refer to a lease agreement where the tenants cover agreed-upon items of 

maintenance and common area maintenance. Therefore, items NET4 and NET5, in 

addition to covering real estate taxes and property insurance, equate to a triple net 

lease agreement. Item NET3, which is equated to a tenant covering property insurance 

in a lease agreement, and which, in addition to covering real estate taxes, equates to 

a double-net lease agreement, was deleted by the exploratory factor analysis. Thus, 

the study results show that triple-net-lease and double-net lease agreements are not 

important with special reference to the dependent variables. Item NET1, which is a 
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lease agreement where the tenant covers real estate taxes and equates to single-net 

lease agreements, formed part of the newly developed Concessions construct, where 

the importance of the construct was shown to have a positive relationship with both of 

the dependent variables. Therefore, single-net lease agreements are important, with 

reference to the dependent variables. Detail, regarding explanations concerning the 

study results on leases was provided earlier in Section 7.4.2.  

 

7.6 DEPENDENT VARIABLES 

 

Due to convergent validity and construct validity concerns pursuant to the exploratory 

factor analysis performed, not all variables presented in the original theoretical model 

in Chapter Four could be confirmed with some of the variables subsequently being 

excluded. The original dependent variable, The Perceived Likelihood of a Distressed 

Commercial Property Financial Recovery, was also found to be two-dimensional. 

Based on the items that loaded on the factors, two new dependent variables, namely, 

The Likelihood of a Distressed Property Turnaround and The Likelihood of a 

Distressed Property Financial Recovery emerged from the exploratory factor analysis. 

 

7.6.1 The Likelihood of a Distressed Property Turnaround 

 

The decline of an organisation is not irreversible, nor is bankruptcy 

inevitable (Cameron, Sutton & Whetten, 1988; Furrer et al., 2008; van Witteloosstuijn, 

1998). Even after a decline, organisations may be able to avoid failure, if they execute 

a turnaround process successfully (Sheppard & Chowdhury, 2005). The turnaround 

process involves recovering from a situation of distress (Schendel et al., 1976; 

Schweizer & Nienhaus, 2017). For the purpose of the present research effort The 

Likelihood of a Distressed Property Turnaround entails a number of situations. 

 

• When normal property-related operations are resumed. 

• When economic performance has recovered. 

• When improved net operating income is above minimal levels. 

• When a loan default is avoided. 

• When there is a return to positive cash flow. 
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• When performance reaches a level acceptable to the property stakeholders. 

 

Property performance is attributed to location, age, state of repair, specification and 

the amenities provided, property management and many other factors (Sanderson & 

Devaney, 2017). A building's performance refers to its ability to meet a set of 

requirements, which will depend upon the interests of those who will use it or have a 

vested interest in the property (Thomsen et al., 2015). Real estate fundamentals, 

which include rental rate, occupancy rate, absorption rate, and capitalisation rate, have 

a profound effect in determining property performance (Gahr et al., 2017). The 

performance of real estate is measured by its total return, which is the sum of capital 

gains and income returns over a time frame (Akinsomi et al., 2018).  

 

By analysing the return on investment of a firm in relation to the risk-free rate of return, 

it can be determined if a company has achieved a successful turnaround when the 

return on investment of the company surpasses the risk-free rate of return for a period 

of at least three years (Francis & Desai, 2005). However, Pearce and Robbins (1994) 

stipulate that the actual time required for firms to achieve a turnaround is two to six 

years. 

 

7.6.2 The Likelihood of a Distressed Property Financial Recovery 

 

In many cases, cash flow shortfalls to cover debt payments contribute to the 

determination of a distress situation  (Schweizer & Nienhaus, 2017). As soon as a 

company cannot meet its commitments to its creditors or when its cash flow forecasts 

show that it will soon be unable to meet its obligations, the company is in financial 

distress  (Brigham & Daves, 2004). For the purpose of the present research effort The 

Likelihood of a Distressed Property Financial Recovery involves achieving certain 

conditions. 

 

• Regaining sustained profitability. 

• Reaching a break-even point from a loss situation. 

• Achieving financial solvency. 

• Performance has returned to a level prior to the state of decline. 
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In financial terms, performance refers to how well financial objectives are being 

achieved and by how much they are being achieved. Thus, the financial performance 

of an organisation is measured in monetary terms as a function of its policies and 

operations, and, therefore, is used as an indicator of the financial health of the 

organisation, for a given time period (Ravinder & Anitha, 2013). Property income is the 

key indicator of the success of an income-producing property. To calculate the 

effective gross property income, vacancy and collection losses are taken off rental 

income and other receipts are added. To calculate property net operating income, 

operating expenses are deducted from effective gross income, but net operating 

income is adjusted by deducting the debt service expense and reserve funds to yield 

the property cash flow (IREM, 2011). A property with stable operations is one with a 

stabilised net operating income, in other words, expected income minus expenses that 

reflect relatively stable operations (Fisher, 2007). In the event that financial stability 

has been achieved, declining organisations are likely to pursue market-based 

reorientation actions that strengthen long-term competitiveness (Arogyaswamy et al., 

1995; Barker & Duhaime, 1997; Ndofor et al., 2013; Tangpong et al., 2015), where 

successful turnaround organisations focus on strategic change (Collett et al., 2014). 

 

The dependent variable The Likelihood of a Distressed Property Financial Recovery 

differs from the dependent variable The Likelihood of a Distressed Property 

Turnaround, because The Likelihood of a Distressed Property Financial Recovery, 

focuses on financial stabilisation and recovery, whereas The Likelihood of a 

Distressed Property Turnaround, includes financial stabilisation and recovery, 

resuming normal operations and achieving a performance level acceptable to the 

property stakeholders. The various property stakeholders were listed in Chapter Two.  

 

7.7 UNCONFIRMED VARIABLES 

 

Due to convergent validity and construct validity concerns arising out of the exploratory 

factor analysis performed, not all variables presented in the original theoretical model 

in Chapter Four could be confirmed with some of the variables subsequently being 

excluded. The variables are listed below. 
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7.7.1 Obsolescence Identification 

 

Due to convergent validity and construct validity concerns arising out of the exploratory 

factor analysis performed, Obsolescence Identification could not be confirmed. Some 

of the items from Obsolescence Identification were added to the other variables. 

 

7.7.2 Triple-Net-Leases 

 

Due to convergent validity and construct validity concerns arising out of the exploratory 

factor analysis performed, Triple Net Leases could not be confirmed. An item from 

Triple Net Leases was added to Concessions and some of the items were used to 

form the Net Lease variable. 

 

7.7.3 Contracts 

 

Due to convergent validity and construct validity concerns arising out of the exploratory 

factor analysis performed, Contracts could not be confirmed. None of the items from 

Contracts appeared in any other variable. However, Property Management was 

confirmed by the exploratory factor analysis performed. Cloete (2001) shows three 

property management services options. 

 

• The owner of the property does the managing themselves. 

• A professional property manager is hired by the owners as a employee. 

• The owners contract the property management function out to an external service 

provider for a fee. 

 

If the option of a third-party manager is chosen, there is a strong likelihood that the 

principal-agent problem will arise (Jensen & Meckling, 1976; Klingenberg & Brown, 

2008), bringing conflicts into the business arrangements (Klingenberg & Brown, 2006).  

Successful outsourcing business arrangements usually involve relationship and 

contract formulation (Palm & Palm, 2017; Usher, 2004).  
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Contracts can reduce issues surrounding the principal-agent problem in terms of 

conflict of interest, by specifying expectations, incentive systems, monitoring plans and 

sanctions (Freybote & Gibler, 2011; Greenberg et al., 2008). 

 

7.7.4 Business Analysis 

 

Due to convergent validity and construct validity concerns arising out of the exploratory 

factor analysis performed, Business Analysis could not be confirmed. Some of the 

items from Business Analysis were added to the other variables. 

 

7.7.5 Cost-Cutting 

 

Due to convergent validity and construct validity concerns arising out of the exploratory 

factor analysis performed, Cost-Cutting could not be confirmed. An item from Cost-

Cutting was used to form Debt Restructuring. 

 

7.7.6 Market Analysis 

 

Due to convergent validity and construct validity concerns arising out of the exploratory 

factor analysis performed, Market Analysis could not be confirmed. An item from 

Market Analysis was used to form Analysis of Alternatives. 

 

7.7.7 Strategic Planning  

 

Due to convergent validity and construct validity concerns arising out of the exploratory 

factor analysis performed, Strategic Planning could not be confirmed. Some of the 

items from Strategic Planning were used to form Strategy.  

 

7.8 SUMMARY OF IMPORTANT ACTIONS, OPPORTUNITIES AND COVID-19 

 

The research objective of the present research effort and as set out below has been 

achieved and presented in Figures 7.1 and 7.2: 

• Investigate and test the proposed theoretical conceptual model by constructing a 

questionnaire that is to be completed by a sample of real estate stakeholders and 
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actors from across the world, that have either been directly or indirectly involved in 

the financial recovery of distressed commercial properties, with the results 

specifying the relationships between the independent variables and dependent 

variable, and in the case of the revised conceptual model, the two dependent 

variables. 

 

In Section 7.8, the respective operationalised variables that have a significant 

relationship in the study results are indicated. A summary of the important actions has 

been provided and recommendations are provided by the researcher on what could 

be implemented in practice to deliver The Likelihood of a Distressed Property 

Turnaround and The Likelihood of a Distressed Property Financial Recovery. 

 

7.8.1 Summary of Important Actions 

 

Goals are measurable aims that are set to achieve the mission (Gates, 2010). A goal 

is the desired outcome and a strategy is taken to achieve the goal, while an objective 

is taken to achieve the strategy (Belicove, 2013). Objectives are targets that indicate 

the reaching of a goal (Gates, 2010). The goal for The Likelihood of a Distressed 

Property Turnaround is ‘turnaround’, while there are a number of objectives to be 

realised in ‘turnaround’. 

 

• Resuming normal property-related operations. 

• There is recover in economic performance. 

• Improved net operating income is above minimal levels. 

• Loan default is avoided. 

• There is a positive cash flow. 

• Performance level is acceptable to the property stakeholders. 

 

The goal for The Likelihood of a Distressed Property Financial Recovery is ‘financial 

stabilisation and recovery’. Similarly there are objectives to be achieved for financial 

stabilisation and recovery. 

• Sustained profitability 

• Reaching a break-even point 
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• Financial solvency 

• Performance at a level prior to the state of decline 

 

Table 7.7 provides the summary of important actions to consider and actions not to 

consider concerning the influencing of The Likelihood of a Distressed Property 

Turnaround and of The Likelihood of a Distressed Property Financial Recovery. It must 

be noted that the actions set out in Table 7.7 are as a result of the findings from the 

empirical analysis, based on the opinions of real estate practitioners that have being 

involved in at least one distressed property recovery project and there is no evidence 

provided by the empirical analysis suggesting that any of the actions will guarantee a 

positive influence on the dependent variables. The recommendations on Table 7.7 are 

advisory. 

 

TABLE 7.7: RESEARCHER RECOMMENDATIONS ON ACTIONS TO CONSIDER 

AND NOT TO CONSIDER 

The Likelihood of a Distressed Property Turnaround; and  

The Likelihood of a Distressed Property Financial Recovery. 

IMPORTANT ACTIONS TO CONSIDER 

Strategy • A well-prepared strategic plan 

• Clearly specified goals 

• The analysis of the business environment 

• The evaluation of existing strategies 

• The analysis of market rental rates (market analysis) 

• The analysis of market rental rates (identifying locational obsolescence) 

• Management negotiating profitable lease contracts 

• The evaluation of economic prospects regarding the property 

• Management developing a positive image concerning the property 

• The evaluation of all risks 

• Management efforts of improving the rental value 

• The analysis of data concerning financial performance 

• The analysis of data concerning financial performance (identifying 

economic and functional obsolescence) 

• Planning for different future scenarios 

Concessions • Lease clause concessions entailing a net lease structure, involving a tenant 

taking responsibility for only covering real estate taxes, while the landlord 
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is responsible for all other property expenses, in other words, a single-net 

lease agreement. 

• A concession that covers tenant moving expenses. 

• A concession that covers penalties incurred by a tenant for breaking an 

existing lease. 

 

With a single-net lease, a property owner must manage insurance and 

maintenance operating cost inflation. Reducing costs by re-bidding certain 

services and shopping for new insurance can keep costs down (IREM, 2011). 

Cloete (2006) notes that operating expenses can be decreased by ensuring the 

lowest quotes, increasing recoveries from tenants, ensuring an optimum capital 

and maintenance ratio and optimising energy systems. 

Property  

Management 

• Management negotiates profitable lease contracts (in conjunction with other 

strategic actions). 

• Management develops a positive image concerning the property (in 

conjunction with other strategic actions). 

• Management efforts improve the rental value (in conjunction with other 

strategic actions). 

 

The Likelihood of a Distressed Property Turnaround 

IMPORTANT ACTIONS TO CONSIDER 

Property  

Management 

• Assess the feasibility of replacing building components. 

• It is important to analyse the financial position of the property. 

• Property management keeps the property in good condition. 

• Select tenants that generate maximum sales potential. 

Capital 

Improvements 

Feasibility 

• Assess the feasibility of replacing building components (in conjunction with 

other property management actions). 

 

The Likelihood of a Distressed Property Turnaround; and  

The Likelihood of a Distressed Property Financial Recovery. 

ACTIONS ADVISED NOT TO CONSIDER 

Concessions • Rent reducing concessions 

• Tenant improvement allowance concessions 

Capital 

Improvements 

Feasibility 

• Assess the need for structural additions. 

• Investigate the need for alterations to the building. 

• Identify inefficient facility design. 
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The Likelihood of a Distressed Property Financial Recovery 

ACTIONS ADVISED NOT TO CONSIDER 

Demography • Studying the demographic composition of the local population 

• Studying the population size 

• Studying the territorial distribution of the local population 

(Source: Constructed by the Researcher) 

 

Financial ratio changes track transitions, magnitudes, direction of changes in financial 

measures, across turnaround phases (Binti et al., 2010). Profitability ratios indicate 

financial value and net profit margin and return on equity measures indicate profitability 

(Olsen, 2011). An effective and widely-used profitability ratio, when it comes to 

property investments, is the capitalisation rate (Ling & Archer, 2017). Break-even 

analysis is essential for financial analysis (Morano & Tajani, 2013). “Financial risk 

ratios measure the income-producing ability of the property to meet operating and 

financial obligations” (Ling & Archer, 2017: 494). Financial risk ratios, with regards to 

property, involve the operating expense ratio, loan-to-value ratio, debt coverage ratio 

and debt yield ratio (Ling & Archer, 2017).  

 

Turnaround outcomes are measured by analysing return on investment in comparison 

to the risk-free rate of return. A successful turnaround occurs when performance and 

return on investment is above the risk-free rate of return for at least three years 

(Francis & Desai, 2005). However, Pearce and Robbins (1994) stipulate that the actual 

time required for a successful turnaround to occur can take from two to six years. Since 

property owners have the main objective of maximising net operating income and 

property value, as the property values of income earning properties are derived from 

net operating incomes, long-term net operating income levels are the most essential 

measure of success concerning any income earning property held for investment 

purposes (Rosenberg & Corgel, 1990). Mullins (2021) provides a planning process 

framework that can be adopted for the turnaround of a distressed property. 

 

1. Develop a complete property management plan that covers all management 

requirement aspects and addresses all the challenges that must be overcome 
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in order to transform the property into a worthwhile investment for the owners 

as well as a noteworthy contribution to the community. 

2. Establish a multidisciplinary property development team to address issues 

relating to property construction, operation, marketing and overall market 

conditions and to assist in defining the required actions that will achieve the 

property owner’s goals. The team should include architects, contractors, 

consultants and brokers. 

3. The planning process concerning a distressed property should start with 

defining all the problems that are causing the distressed situation to begin with, 

such as cash flow issues, occupancy issues, deferred maintenance, poor curb 

appeal and poor property visibility. However, there could be many other 

problems that need to be identified.  

4. Determine whether the challenges relate to physical aspects relating to the 

property such as structural issues, design issues, or environmental issues. 

5. Check to see if a poor tenant mix is one of the causes of distress. 

6. Check to see if the property has adequate amenities and enough parking for 

motor vehicles, delivery vehicles and other types of vehicles that are relevant 

to the property type. 

7. Analyse the property operational policies and procedures to ensure that such 

policies and procedures assist in achieving the objectives of the property owner. 

8. Check to see if there are enough property personnel and if such personnel have 

the required skills. 

9. Do a critical analysis of the property’s leasing plan. 

10. Address any actions the property owner may have taken or is taking that have 

likely contributed to the distress situation of the property. Furthermore, address 

all financial issues, such as a lack of a operating capital and diversion of cash 

flow and prioritise property financial stability and actions that assist in meeting 

the owner’s goals. Financial issues should be addressed by negotiating with 

the property lender for loan forbearance or temporary loan adjustment, so that 

there is more time to deal with vacancy issues and strategies can be put into 

place that are likely to increase property cash flows in order to cover the debt 

service and other obligations. 

(Mullins, 2021) 
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7.8.2 Distressed Opportunities 

 

Opportunistic property investing includes investing in development projects, 

distressed portfolios with little or no rental income and non‐performing loans (Pfeifer, 

2016). Opportunistic property investors are sophisticated, well-capitalised, are less 

risk adverse and are comfortable with high levels of leverage (Folkestone Ltd, 2015). 

Investors who invest in distressed properties must have sufficient capital and the 

property operational know-how (Veronikis, 2011). The list below provides a summary 

of identified, distressed property turnaround opportunities: 

 

• When a real estate cycle bottoms, distressed property turnaround opportunities 

are likely to increase. 

• Vacant and abandoned properties provide opportunities for property 

developments and productive reuse. 

• Recapitalise zombie real estate. 

• Vacant urban land is recognised as problematic and, thus, as an opportunity 

for planners and non-governmental organisations. 

• Commercial vacant properties can be leveraged for revitalisation. 

• Properties can be used to accommodate multiple economic activities, so that 

when a building becomes obsolete in one use, the building may still be 

profitable in another use with lower operating costs. 

• Distressed investment opportunities include debt packages at a discount, 

unfinished projects and purchasing portfolios from distressed property owners 

seeking financial relief. 

• City managers who aim to turnaround central-city districts that have undergone 

urban decay. 

• Make more of vacant and derelict land and there is the opportunity of 

remodelling and use-class change of existing buildings. 

• Buy a property in poor condition, rehabilitate and sell in good condition. 

• Buy property in poor condition for a low price and rent it out in a similar condition 

with minimal maintenance. 

• Buy a property and rent out in fair to good condition, but follow required 

maintenance and effective tenant selection practices. 
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• The COVID-19 pandemic has caused over- and underperformers in commercial 

real estate and thus a ‘K-shaped recovery’, therefore, there are opportunities 

for development projects, since distressed assets, due to COVID-19, were 

performing well before the pandemic. Thus, there is an opportunity to invest in 

properties below normal value, recapitalise and be in a superior position when 

the industry recovers. 

 

7.8.3 The COVID-19 Pandemic 

 

During the COVID-19 pandemic, much of the real estate sector's growth was halted 

and certain trends were accelerated to their peak, which adversely affected many of 

the industry's underlying drivers of demand (Oostrom & Ulbrich, 2021). Many of these 

impacts will be temporary, but some will be permanent, changing the future of certain 

asset classes and posing unique challenges to the global economy as a whole 

(Oostrom & Ulbrich, 2021). As the pandemic began in Asia-Pacific and spread across 

the globe, the real estate sector was the first to be affected (Allan, Liusman, Lu & 

Tsang, 2021; JLL 2020b). Work-from-home arrangements, e-commerce platforms and 

restaurants have had to resort to deliveries or ‘takeouts’ and which had consequences 

for the commercial real estate industry (Allan et al., 2021). Commercial real estate 

investment transaction volume had declined by 29 % globally within the first six months 

of 2020 as the pandemic spread (Allan et al., 2021; JLL 2020a).  

 

The COVID-19 pandemic is likely to have prolonged and permanent effects on the 

commercial real estate market due to weakened demand for office space, falls in foot 

traffic and time spent in retail properties and the adoption of technology (Allan et al., 

2021). Changing demand drivers, due to the pandemic, are likely to render excess 

office, hospitality and retail space obsolete, requiring renovations and the repurposing 

of such properties (Oostrom & Ulbrich, 2021). Thus, better and more useful buildings 

for current and future trends will be required, going into the future (Oostrom & Ulbrich, 

2021). Property investors should consider adding or expanding involvement with 

distressed properties, where opportunities will emerge from the long-term recovery of 

the COVID-19 pandemic (Mullins, 2021).  
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7.9 LIMITATIONS OF THE RESEARCH 

 

The present research effort has provided empirical evidence on important factors and 

actions that can positively influence both The Likelihood of a Distressed Property 

Turnaround and The Likelihood of a Distressed Property Financial Recovery. 

However, certain limitations of the study should be taken into account in drawing 

conclusions. Limitations associated with the present research effort are listed below. 

 

• Data collection method: The primary data was collected by way of a questionnaire 

accessible mostly via the internet, and where it is possible that an alternative 

method might have delivered different responses. 

• Measurement: Variables used in multivariate techniques have a degree of 

measurement error (Hair et al., 2014b). 

• Measurement: The measurement properties of constructs developed by a 

researcher, in other words, definitions, items and indicators developed and used 

to describe those constructs, cannot be assumed to be universal or that they can 

be applied in all contexts (Svensson, 2015). 

• A construct’s definition will always depend on the context within which a conceptual 

variable is examined, thus a definition can change with every study and, 

accordingly, is likely to differ in terms of dimensionality and the object of interest 

(Sarstedt et al., 2016). 

• The results illustrated on the revised conceptual model and in statistical analyses 

in the present research effort indicate a reasonable model fit, but not a perfect fit. 

• Constructs developed will never represent conceptual variables perfectly, since a 

construct’s definition is likely to have a degree of ambiguity within it (Gilliam & Voss, 

2013; Sarstedt et al., 2016). 

• Variable relationships: The relationships illustrated in the study results do not 

indicate that one variable causes another to occur. Hence, there is no evidence of 

causation. 

• Sample: Subsets of the study population are likely not adequately represented in 

the sample, thus when generalising the results of a study’s subset groups, there is 

an assumption that there are no systematic differences in the variables of interest 
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between the groups, but this assumption is tenuous and unrealistic (Heppner et 

al., 2008). 

• Sample: 47.73% of the respondents came from Sub-Sahara Africa, thus the results 

could have displayed a bias towards the opinions of Sub-Sahara Africa regions 

and respondents. 

• Sample: 24.3% of the respondents were from the real estate agency profession, 

thus the results could have displayed a bias towards the opinions of real estate 

agents. 

• Sample: The percentage proportions of the various demographic categories of the 

global sample of 391 respondents, may not have been a true representation of the 

study population. 

• Sample: The global opinions from the sample of 391 respondents from across 

different regions of the globe may not be suitable for specific situations, specific 

markets and individual countries. 

• Questionnaire: The questionnaire did not indicate whether the distressed property 

was a residential, retail, office or industrial one. This could have affected item 

context, particularly concerning items describing the Tenant Mix construct, which 

is associated with retail and thus, the responses may have been influenced. 

• Questionnaire: Some items in the questionnaire, such as ‘doing a comparative 

analysis of market rental rates’, which was an Obsolescence Identification item and 

appeared in the Strategy construct, could also be seen as a Market Analysis, item. 

Thus, ambiguity with some of the items may have affected the responses and thus 

the result. 

• Questionnaire: Some items in the questionnaire, such as ‘analyse data relating to 

the financial performance’, which was an Obsolescence Identification item, could 

be seen as ambiguous, since the item appeared in the Strategy construct and, 

thus, in the context of strategy, it might have had a different meaning in identifying 

economic obsolescence. 

• The research investigated the level of importance of each construct item with the 

sample of 391 respondents, and which could be used as advisory or useful 

guidelines in distressed real estate recovery projects or for future research. 

However, the level of importance of each item does not in any way guarantee any 
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influence on The Likelihood of a Distressed Property Turnaround and The 

Likelihood of a Distressed Property Financial Recovery. 

• The research investigated the level of importance of each construct item with the 

sample of 391 respondents, where some items and constructs were shown to have 

non-significant or negative relationships with the dependent variables. This does 

not mean that those items are not important, since a different set of results with a 

different sample, a specific situation, a specific market and individual countries 

could occur and, thus, would require further testing, research and investigation. 

• Cronbach’s alpha: The items measuring the dependent variable and some of the 

variables, especially Concessions, Analysis of Alternatives and Net Leases, 

returned Cronbach’s alpha coefficients of 0.696, 0.564 and 0.617 respectively, 

which is below the 0.7 generally accepted lower limit (Blunch, 2008; Heale and 

Twycross, 2015; Lobiondo-Wood, 2013; Shuttleworth, 2015; Yu & Richardson, 

2016). Lower thresholds are sometimes used (Nunnally, 1978; Reynaldo & Santon, 

1999). The minimally acceptable reliability can range between 0.5 and 0.6 

(Nunnally 1967; Peterson, 1994). 

• The empirical analysis did not specifically cover the COVID-19 pandemic. 

 

7.10 CONTRIBUTION OF THIS RESEARCH 

 

The main research problem, various research objectives and research questions were 

achieved and answered through the development of the conceptual model 

represented in Figure 7.1 and Figure 7.2 and which represent important factors 

influencing The Likelihood of a Distressed Property Turnaround and The Likelihood of 

a Distressed Property Financial Recovery. The present research reflected that there 

was an abundance of research on organisational turnaround, but no known research 

or studies that officially present a model reflecting important factors influencing The 

Likelihood of a Distressed Property Turnaround and The Likelihood of a Distressed 

Property Financial Recovery.  

 

The research provides beneficial and useful advice and guidelines to stakeholders 

involved in distressed property recovery projects, whether from the private or public 

sector. The important items, identified to have a positive influence on the dependent 
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variables as shown the study results, could form part of a turnaround strategy or model 

undertaken by the various distressed property stakeholders. Conversely, the items 

shown in the results to have a non-significant or negative influence on the dependent 

variables, are items that the various distressed property stakeholders may need to 

investigate further, but not necessarily ignore. Furthermore, property managers could 

adopt the important items identified in the research, in the day-to-day property 

management tasks and functions as best practice for distress preventative measures. 

 

7.11 RECOMMENDATIONS FOR FUTURE RESEARCH 

 

This Section provides topics for further research. The research was conducted 

internationally and might have resulted in an element of equalisation when the 

opinions of respondents from more developed territories might have been equalised 

by opposite responses from respondents from less developed territories.  

 

The COVID-19 pandemic crisis that emerged early in 2020, presents opportunities for 

distressed investors and distressed property investors, who may be interested in 

research concerning distressed property recovery actions. 

 

The research also provides an existing model that can be used for further research in 

different contexts or with different samples. The various variables with Cronbach’s 

alpha coefficients above 0.7 could be used in other and further research efforts relating 

to real estate and possibly other fields of research as well.  

 

Further research can be conducted with the existing model, with special reference to 

a specific property type, vacant land, specific real estate profession, specific real 

estate market or an individual country or region. There are further research 

opportunities regarding leases. There is an array of different lease terms, clauses and 

options that can be investigated in the context of distressed property recovery. 

Furthermore, the present research effort only tested a few concession options. The 

importance of Concessions was shown to have a positive relationship with the 

dependent variables. There are other concessions that can be investigated. 

 

• Tenant-oriented lease terms (Kirkup & Rafiq, 1994) 
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• Flexible lease terms (Coppola, 2014; IREM, 2011) 

• Flexibility (Portman, 2018) 

• Monies expended to influence or persuade a tenant to sign a lease (Gahr et al., 

2017). 

• Shorter leases (Hamilton et al., 2006; IPF, 1993; Kirkup & Rafiq, 1994) 

• Options (Fisher, 2007; IREM, 2011) 

• Break clauses (Banfield, 2014; Hamilton et al., 2006; IPF, 1993; Kirkup & Rafiq, 

1994) 

• Buying out existing leases (Kyle, 2013; Muhlebach & Alexander, 2008) 

• Financial incentives (Kirkup & Rafiq, 1994) 

• Other restrictive or financial provisions (IREM, 2011) 

• Later higher rent (Mccluskey et al., 2016; RICS, 2006) 

• Turnover rents (Kirkup & Rafiq, 1994) 

• Percentage rent (IREM, 2011; Muhlebach & Alexander, 2008) 

• Cap on CPI-based rent escalation (IREM, 2011) 

• Free professional space planning (Powers, 1984) 

• Cash (Gahr et al., 2017; Robinson, 1999) 

• Cash payments with no attendant obligations on the lessee, and in particular, 

no restrictions on how the funds can be expended (Dabner, 1998). 

• Interest free loans (Dabner, 1998) 

• Improving costs (Powers, 1984) 

• Gifts (Robinson, 1999) 

• Special requests (Muhlebach & Alexander, 2008) 

• Non-competing tenant restrictions (Kyle, 2013) 

• Name of the tenant on the building (Wehrmeyer, 2013) 

• Assigned, exclusive or covered parking (Wehrmeyer, 2013) 

• Signage (Coppola, 2014; Wehrmeyer, 2013) 

• Security (Coppola, 2014) 

• Vacation trips (Anglyn, 2005) 

• Free or reduced-cost amenities (Anglyn, 2005) 

• Hours tenants are allowed to operate per day (Coppola, 2014) 

• Assumptions of existing lease liability (Robinson, 1999) 
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• Caps on future rental growth at future reviews, or structured rentals with no 

reviews (Robinson, 1999) 

 

Research can be conducted on whether sustainability requirements and the adoption 

of green leases are important factors for distressed property investors when taking 

property recovery into account. While the importance of Capital Improvements 

Feasibility showed a negative relationship with both the dependent variables, the study 

described capital improvements in a broad sense of general property improvement. 

Thus, there is room to investigate different and specific types of capital improvements, 

notably, rehabilitation, remodelling, modernisation, conversion, retrofitting or adaptive 

reuse. 

 

Research needs to be undertaken with regards to locational and economic 

obsolescence. External obsolescence is difficult to cure (Jamila & Nuhu, 2019; 

Pomykacz, 2009; Rotkowski, 2016) on the part of the owner, landlord, or tenants 

(Rotkowski, 2016) and entails locational, economic (Jamila & Nuhu, 2019; Pomykacz, 

2009; Rotkowski, 2016) and social obsolescence (Jamila & Nuhu, 2019). If economic, 

locational or any other external obsolescence is identified to be affecting a distressed 

property and the obsolescence cannot be cured by any means available to the 

property investor, besides demolition, it needs to be investigated as to what important 

actions a distressed investor should undertake. Three identified options, amongst 

others, to investigate are listed below: 

 

• Selling the distressed property, most likely, at a significant loss. 

• Holding on to the distressed property until the external cause of distress 

dissipates, if ever, while earning a negative cash flow for the period, and which 

could be detrimental to the finances of the investor. 

• Demolishing the building and rebuilding, at a massive redevelopment cost. 

 

The importance of Debt Restructuring had a non-significant relationship with both the 

dependent variables, as shown by the results. Distressed properties refer to those 

properties that have very low, if any, positive net operating income (Healy & Martin, 

1989), where the low level of net operating income does not cover the debt service 
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(Brophy & Chen, 2010; Cornell et al., 1996). Some causes of distressed real estate 

loans include loans secured by previously stabilised and cash-flowing collateral which 

is now worth less than the outstanding loan amount, low contract interest rates on 

existing debt loan amount, actual and pending loan maturity and refinancing gaps 

based on changes in property value, more stringent new loan underwriting criteria and 

increases in interest rates and amortisation requirements (Griesmer et al., 2010). 

There needs to be inquiry into what a distressed property owner in a distressed 

property turnaround project should do and the accompanying important actions with 

regards to covering the debt service, particularly when the cause of the distressed loan 

is an external force, such as new loan underwriting criteria and increases in interest 

rates and amortisation requirements. 

 

Cost-Cutting was a variable that was unconfirmed by the exploratory factor analysis. 

The literature used to define Cost-Cutting was adapted from organisational literature 

related to firms. Research on specific real estate-related cost-cutting measures can 

be investigated, notably, the reduction in total capital outlay and the decrease in the 

various fixed and variable property-related costs. 

 

Contracts was a variable that was unconfirmed by the exploratory factor analysis. 

However, Property Management was confirmed by the exploratory factor analysis 

performed. Third-party managers usually lead to the principal-agent problem (Jensen 

& Meckling, 1976; Klingenberg & Brown, 2008), thus conflicts between the manager 

and the owner enter the business arrangements (Klingenberg & Brown, 2006). 

Successful outsourcing requires relationship and contract formulation (Palm & Palm, 

2017; Usher, 2004). Contracts can be used to deal with agency problems by specifying 

expectations, incentive systems, monitoring plans and sanctions (Freybote & Gibler, 

2011; Greenberg et al., 2008). The study presented a very broad definition of contracts 

and thus more specific strategies can be investigated, in the context of distressed 

property turnaround. This might include property management compensation as a 

percentage of the total rent collected and a management fee based on net operating 

income and not on effective gross income.  

 

The COVID-19 pandemic has presented opportunities for distressed property 

investors. Governments across the world, imposed social and economic lockdown 
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measures, causing government-induced recessions in countries across the globe. It 

can be investigated what important distressed turnaround actions would be needed in 

the situation of a government-imposed recession. In other words, the existing model 

can be tested, but with special reference to the COVID-19 pandemic and government-

imposed lockdown effects on global real estate and resulting distressed properties. 

 

7.12 CONCLUDING REMARKS 

 

While there is an abundance of literature on theoretical turnaround models, and which 

shows different reform strategies, decisions and actions conducted during a business 

or organisational turnaround, there is no known, formal theoretical turnaround model 

that shows strategies and activities conducted during the turnaround of a distressed 

commercial property. A theoretical, turnaround model concerning properties in 

distress, would be of interest to ‘opportunistic investing’ yield-hungry investors 

targeting real estate transactions involving ‘turnaround’ potential. The present 

research effort presented important actions that can be used to influence The 

Likelihood of a Distressed Property Turnaround and The Likelihood of a Distressed 

Property Financial Recovery. The literature indicated reasons to recover distressed 

properties as having economic consequences for the broader community, a risk of 

bankruptcy, cost of vacancy, societal problem of economic and social decay, loan 

delinquencies, losses in earning power, negative influences on the market, economics, 

increases in insurance costs, major expenditure for many cities, spill-over effects, 

social costs, dangers to urban neighbourhoods, secondary externalities, the decline in 

property values, health hazards, the safety of residents, public nuisance, criminal 

activity, fire risks, eyesore on a neighbourhood block, discouragement of 

redevelopment, a burden to municipalities, a slow-down surrounding growth or revival, 

broken window theory, overall community decline and disinvestment.  

 

The turnaround of distressed properties will not only present financial rewards for 

opportunistic investors but will have positive effects on the greater community and 

economy and, thus, social and economic stability. With the emergence of the COVID-

19 pandemic crisis, issues with climate change and sustainability, changing user 

requirements, shifts in technology, the threat of obsolescence, urbanisation, 

globalisation, geo-political tensions, shifting global order, new trends and different 
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generational expectations, it is becoming more apparent that the threat of distressed, 

abandoned and derelict properties is here to stay, and which will present future 

opportunities for turnaround, distressed property owners, as well as future worries for 

urban authorities and municipalities dealing with urban decay.  
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ANNEXURE A: 

 

 

 

 

 

 

 SUMMERSTRAND NORTH 

FACULTY OF ENGINEERING 

DEPARTMENT OF CONSTRUCTION MANAGEMENT 

Tel. +27 (0)41 504 2085 Fax. +27 (0) 504 1785 

 

 

Dear Sir/Madam  

 

The Nelson Mandela University is currently conducting a research survey `A Strategic Turnaround Model for 

Distressed Properties’, for a PhD in the Built Environment. The purpose of this research is to investigate the 

degree to which factors are perceived to be important in ensuring the greater likelihood that a distressed 

property recovers financially. 

 

The below questionnaire constitutes a formal survey of the study which entails the survey of an identified 

sample stratum. To obtain meaningful results your co-operation is of particular importance. Completing the 

questionnaire should not take more than fifteen to twenty minutes of your time and your contribution will have 

a significant impact on this research. Please note that no attempt has or will be made to identify you. Your 

anonymity is assured and all responses will be treated in the strictest confidence. The researcher, however, 

extends an open invitation for discussions and / or proposed further contributions towards the research. The 

researcher undertakes to forward research publications emanating from this research to the sample stratum. 

 

Thanking you in anticipation for your willingness to contribute to the success of this important research 

project.  

 

 

Yours faithfully  

Lesvokli Pitsiladi: Researcher 
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1. DEFINITION OF A DISTRESSED PROPERTY 

 
PLEASE READ: Distress arises when the cash flow of a property is less than the “breakeven” level and 
when it is probable that the property owner may default on debt payments. The term “distressed” or 
“problem” properties refers to properties that have minimal, if any positive net operating income hurt by 
unusually high vacancy levels, resulting in a sharp and swift decline in rental income and the reduced 
level of net income is thus insufficient to the cover debt service. A fully occupied property can be 
“distressed” if rentals have been lowered significantly. 

 

   

2. QUALIFICATION QUESTION  

2.1 *PLEASE TICK THE APPROPRIATE BOX  

 
PLEASE READ: I have in my own capacity, or within an appropriate legal entity, been involved in at least 
one real estate related project and/or transaction that resulted in the full recovery of the net cash flow of 
a distressed “income earning” property, to a level that was sufficient to cover any debt service for at least 
two years. 

In other words, I have been involved with the financial recovery of at least one distressed property and I 
am completing this questionnaire based on that (and other related) experience(s). 
 

                              Yes                                               No                     

 

3. SURVEY SECTION A  

 
PLEASE TICK ONE BOX FOR EACH QUESTION: 

 

3.1 * Please indicate your gender. 
 

Male…………………………………………………………………………………………………. 

Female……… ……………………………………………………………………………………….

      

  

3.2 * Please indicate your age group. 

18 – 29 years old…………………………………………………………………………………… 

30 – 39 years old……………………………………………………………………………………. 

40 – 49 years old……………………………………………………………………………………. 

50 – 59 years old…………………………………………………………………………………… 

60 – 69 years old…………………………………………………………………………………… 

Over 70 years old…………………………………………………………………………………….
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3.3 * Please indicate in which region of the world you are currently residing. 
 
 

Central America ……………………………………………………….……………………….. 

Central Asia.……………………………………………………………………………………… 

East Africa……………………………………………………………………………………….. 

East Asia ………………………………………………………………………………….……. 

Eastern Europe …………………………………………………………………………………. 

Middle East………………………………………………………………..……………………. 

North Africa……………………………………………………………………………………… 

North America………………………………………………………………………………….. 

Oceania……..…………………………………………………………………………………… 

Scandinavia ……………………………………………………………………………………….. 

South America……..…………………………………………………………………………..  

                         South Asia ……………………………………………………………………………………….

                         South East Asia…………………………..……………………………………………………..

                         Sub Saharan Africa………………………………….………………………………………….

                          West Africa ……………………………………………………………………………………..

                          Western Europe……….………………………………………………………………………..                                                                       

           Other………………………………………………………………………………………………                                                       
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3.4 * Please indicate the category that best describes your involvement with real estate. 
 
                     Accountant……………………………………………………………………………………….. 

                         Architect……………………………………………………………………………………………

          Banker/Financial Institution/Lender…………………………………………………………….  

          Consultant…………………………………………………………………………………………. 

                          Corporate Real Estate Manager……………………………………………………………….                                     

Developer…………………………………………………………………………………………        

Donor………………………………………………………………………………………………                                                                               

Engineer………………………………………………………………………………………….. 

Investor…………………………………………………………………………………………… 

Land/Site Owner…………………………………………………………………………………. 

Legal Practitioner……………………………………………………………………………… 

Market Research Analyst/Economic Consultant/Valuation Surveyor……………………….                                                                 

Planning Authority……………………………………………………………………………….. 

Project Manager…………………………………………………………………………………. 

Property Manager……………………………………………………………………………….. 

Public Sector/Government Agency……………………………………………………………                 

Quantity Surveyor……………………………………………………………………………….. 

Real Estate Agent………………………………………………………………………………. 

Other……………………………………………………………………………………………… 

 

  

3.5 * Please indicate the category of real estate in which you have been predominantly 
involved. 
 
 

Residential……………………………………………………………………………………….. 

Commercial………………………………………………………………………………………. 

Industrial………………………………………………………………………………………….. 

Mixed use…………………………………………………………………………………………. 

Special purpose…………………………………………………………………………………. 

Other………………………………………………………………………………………………
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3.6 * Please indicate the sector, in relation to real estate, in which you have been 
predominantly involved. 
 

Public Sector………..…………………………………………………………………………..… 

Private Sector……..………………………………………………………………………………… 

Public Private Partnership……………………………………………………………………..

                    

 

 

  

3.7 * How long have you been involved in the real estate related profession /sector? 
 

Less than 1years………………………………………………………………………………...... 

1 – 4years…………………………………………………………………………………………. 

5 – 9years…………………………………………………………………………………………. 

10 – 19years……………………………………………………………………………………… 

20 – 29years……………………………………………………………………………………… 

Over 30years……………………………………………………………………………………..

      

  

  

3.8 * What type of real estate company have you predominantly been involved with during your 
real estate related career? 
 

Property Management Companies…………………………………………………………… 

Property Investment Companies……………………………………………………………… 

Property Trading Companies…………………………………………………………………… 

Property Development Companies …………………………………………………......……. 

Real Estate Investment Trusts (REITs)………………………………………………………. 

Other………………………………………………………………………………………………… 

I have never been involved with any real estate related company………………………….                                                                                                                      
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3.9 * Please indicate the legal entity of the real estate related company you are/were involved 
with, with reference to question 3.8 
 

Sole Proprietorship…………………………………………………………………………….. 

Partnership……………………………………………………………………………………… 

Corporation……………………………………………………………………………………… 

Non-profit Corporation………………………………………………….……………………… 

Trust…………………………………………………………………………………………….… 

Joint Venture…………………………………………………………………..………………… 

Other……………………………………………………………………………………………… 

I have never been involved with any real estate related company as indicated in 

Question 3.8…………………………… ……………………………………………………..                                                                             

 

 
 

3.10* Does the real estate related company you referred to in question 3.8 belong to a family 
business? 
 

Yes……………………………………………………………………………………………...... 

No…………………………………………………………………………………………………. 

Partially…………………………………………………………………………………….……… 

I have never been involved with any real estate related company as indicated in 

Question 3.8 ……………………………………………………………………………………                                                                           

 

 

 

3.11* 

 

 

 

 

 

 

 

 

 

 

3.12* 

Please indicate your highest educational qualification 
 

None……………………………………………………………………………………….……… 

Certificate………………………………………………………………………………………… 

National Diploma………………………………………………………………………………… 

Baccalaureus Technologiae…………………………………………………………………… 

Baccalaureus Scientiae………………………………………………………………………… 

Baccalaureus Scientiae Honoures………………………………………….………………… 

Magister Scientiae……………………………………………………………………………… 

Philosophiae Doctor……………………………………………………………………………. 

Other……………………………………………………………………………………………… 

Are you registered with a professional council, institute, industry or professional 

association in any country? 

 

                         Yes…………………………………………………………………………………………………. 

                         No……………………………………………………………………………………………..…... 
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4. SURVEY SECTION B  

 

PLEASE READ: A number of factors that can potentially influence the likelihood of the financial recovery 

of a distressed property are listed below. With reference to all the successful distressed property financial 

recoveries, that you have been directly or indirectly involved within your working career, please indicate 

to what extent you agree or disagree with the statements by using the following scale, BY CIRCLING 

THE APPROPRIATE NUMBER IN EACH ROW . Please note that there are no correct answers and we 

are only interested in your opinion. Please answer all questions. 

What each number indicates: 

1 = Strongly disagree  

2 = Disagree 

3 = To a limited degree / Slightly disagree  

4 = Neither agree nor disagree / (neutral)  

5 = To a limited degree / Slightly agree  

6 = Agree  

7 = Strongly agree 

 
 

Turn over for the survey 
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  Strongly Disagree....Strongly Agree 

4.1 There is a greater probability of a successful turnaround 

occurring, when the economic performance of a 

distressed property has recovered. 

 

4.2 It is important to adjust the level of protection that 

property management has from being held liable for 

property-specific law suits, in order to ensure that a 

distressed property is likely to recover. 

 

 

4.3 To increase the chances that a distressed property will 

recover, it is important that property management keeps 

the property in good condition. 

 

 

4.4 A mix of tenants, which serves both destination and 

impulse customers, is important for increasing the 

likelihood that a distressed property recovers. 

 

 

4.5 The chances of a successful distressed property 

turnaround occurring increases when normal property 

related operations are resumed. 

 

 

4.6 Selecting tenants that generate maximum sales potential 

is an important factor which increases the chances that a 

distressed property will recover. 

 

 

4.7 In order to increase the prospects of recovery for a 

property in distress, it is important to analyse the financial 

position of the property. 

 

 

4.8 Assessing the feasibility of replacing building components 

is important for increasing the likelihood of a distressed 

property recovery. 

 

 

4.9 Property management which minimises operating costs is 

an important factor that increases the prospect that a 

distressed property recovers. 

 

 

4.10 A distressed property with reduced vacancies is likely to 

have a positive turnaround outcome. 

 

 

4.11 Making changes to the property management 

compensation agreement is important for improving the 

prospects of a distressed property recovery. 
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4.12 It is important to cut property related administrative 

overheads in order to increase the likelihood of a 

distressed property recovery. 

 

 

4.13 A distressed property that has returned to a positive cash 

flow situation, indicates that the chances of a successful 

turnaround have improved. 

 

 

4.14 It is important to select an appropriate mix of tenants, so 

as to increase the prospect of a distressed property 

recovery. 

 

 

 

4.15 A lease agreement that will ensure the likelihood that a 

distressed property recovers, includes important terms 

according to which the tenant is responsible for covering 

common area maintenance. 

 

 

4.16 To increase the probability of a distressed property 

recovering, it is important to analyse data relating to the 

financial performance of the property. 

 

 

4.17 To encourage leasing, by providing a tenant with an 

allowance for internal fit outs, is an important factor that 

increases the prospect of a distressed property recovery. 

 

4.18 It is important to develop a business strategy for a 

distressed property in order to increase the chances of 

recovery. 

 

 

4.19 It is important to study the demographic composition of 

the local population in order to improve the prospect of a 

distressed property recovery. 

 

 

4.20 Avoiding a loan default increases the prospect of turning 

a distressed property around. 

 

 

4.21 It is important to make amendments to the property 

management contract, as a means to ensuring the 

likelihood of a distressed property recovery. 

 

 

4.22 A tenant mix which accomplishes the desired property 

image is important for ensuring the likelihood of a 

distressed property recovery. 
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4.23 It is important to negotiate with the property lender to 

amend the existing loan agreement, in order to improve 

the chances of a distressed property recovery. 

 

 

4.24 It is important to assess the feasibility of long-term 

improvements to the physical quality of the building, in 

order to increase the probability of a distressed property 

recovery. 

 

 

4.25 Improved net operating income above minimal levels 

would increase the probability of a distressed property 

recovery. 

 

 

4.26 Identifying potential tenants is important for increasing the 

chances that a distressed property recovers. 

 

 

4.27 It is important to conduct a performance analysis of a 

distressed property to increase the chances of recovery. 

 

 

4.28 It is important to inspect the current circumstances of the 

surrounding neighbourhood to increase the prospect that 

a distressed property recovers. 

 

 

 

 

4.29 Identifying unused facility space and equipment is an 

important factor which improves the likelihood that a 

distressed property recovers. 

 

 

4.30 When the performance of a distressed property reaches a 

level acceptable to the property stakeholders, the 

prospect of a successful turnaround increases. 

 

 

4.31 It is important that the goods and services offered by non-

anchor tenants do not clash with those of the anchor 

tenants, in order to ensure the likelihood of a distressed 

property recovery. 

 

 

4.32 A distressed property regaining a sustainable competitive 

advantage over similar properties, will probably lead to a 

successful turnaround. 

 

 

4.33 Offering a reduced rental rate for a specific period, which 

encourages leasing, is important for ensuring the 

prospect of a distressed property recovery. 

 



1077 
 

 

4.34 Analysing the building features of comparable properties, 

is an important factor that increases the chances of a 

distressed property recovery. 

 

 

4.35 Debt restructuring is important for ensuring the increased 

probability of a distressed property recovery. 

 

 

4.36 Studying the population size of the surrounding area is an 

important factor that increases the chances of a 

distressed property recovery. 

 

 

4.37 It is important to inspect the condition of the building in 

order to increase the prospect of a distressed property 

recovery. 

 

 

4.38 Lease agreements which stipulate that the tenants are 

responsible for covering property insurance are important 

for improving the chances that a distressed property 

recovers. 

 

 

4.39 To ensure the likelihood of a distressed property 

recovering, it is important to plan for various different 

future scenarios. 

 

 

4.40 A distressed property is more likely to recover when 

important interventions, such as eliminating low-value-

added property related activities, occur. 

 

 

4.41 Reviewing documents and reports concerning building 

functionality, is an important factor that improves the 

likelihood of a distressed property recovering. 

 

 

4.42 To increase the probability of a distressed property 

recovery, it is important to study the territorial distribution 

of the local population. 

 

 

 

4.43 Lease agreements stipulating that the tenants are 

responsible for covering agreed upon items of 

maintenance and repair, are important for ensuring the 

prospect of a distressed property recovery. 
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4.44 To increase the chances of a distressed property 

recovering, it is important to investigate the need for 

alterations to the building. 

 

 

4.45 Evaluating the economic prospects of a distressed 

property is an important task that improves the chances 

of recovery. 

 

 

4.46 It is important to offer to cover the moving expenses of 

potential tenants, in order to increase the chances of a 

distressed property recovery. 

 

 

4.47 Eliminating non-essential property related activities is 

important for ensuring the chances of a distressed 

property recovery. 

 

 

4.48 To increase the chances of a distressed property 

recovery, it is important to encourage a lease renewal by 

offering to cover the penalties incurred by a tenant for 

breaking an existing lease. 

 

 

4.49 A successful distressed property turnaround is more likely 

to occur when rental income has increased. 

 

 

4.50 Selecting a mix of tenants which consist of a variety of 

compatible retail and service providers, is important for 

ensuring the prospect of a distressed property recovery. 

 

 

4.51 The performance of a distressed property that has 

returned to a level prior to the state of decline, is an 

indication that a successful turnaround is likely to occur. 

 

4.52 To increase the likelihood that a distressed property 

recovers, it is important to select a mix of tenants that 

generates foot traffic to the benefit of all tenants. 

 

 

4.53 Managing a diverse combination of tenants is an 

important factor that ensures the likelihood of a distressed 

property recovery. 

 

4.54 Assessing the need for structural additions is important 

for increasing the chances that a distressed property 

recovers. 

 

 

4.55 To improve the odds of a distressed property recovery, it 

is important to negotiate with the property lender, in order 

to replace the current loan. 
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4.56 To increase the likelihood that a distressed property 

recovers, it is important to identify structural deficiencies. 

 

4.57 Critically evaluating existing strategies is important for 

improving the probability that a distressed property 

recovers. 

 

 

4.58 It is important that lease agreements stipulate that the 

tenants are responsible for paying the real estate taxes, 

as a means to increasing the prospect of a distressed 

property recovery. 

 

 

 

4.59 A well-prepared strategic plan is important for ensuring 

the probability of a distressed property recovery. 

 

 

4.60 Assessing the local birth and death rate, human migration 

patterns and change of social status, is an important 

factor that increases the chances that a distressed 

property recovers. 

 

 

4.61 Reaching the break-even point of a distressed property, 

from a loss situation, increases the likelihood of a 

successful turnaround. 

 

 

4.62 A distressed property that has regained sustained 

profitability, will more likely recover from a state of 

decline. 

 

 

4.63 It is important for property management to ensure that a 

distressed property develops a positive image, in order to 

increase the likelihood of recovery. 

 

 

4.64 An important factor that increases the chances of 

recovery, is the analysis of the business environment in 

which a distressed property operates. 

 

 

4.65 To improve the prospect of a distressed property 

recovery, it is important for property management to 

negotiate profitable lease contracts. 

 

 

4.66 Financial solvency improves the prospect of a distressed 

property turnaround. 
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4.67 To increase the chances of a distressed property 

recovery, it is important to review the level of decision 

making power given to property management. 

 

 

4.68 An important intervention that ensures a greater chance 

of a distressed property recovery, is to delay non-

essential property related capital expenditures. 

 

 

4.69 In order to increase the prospect of a distressed property 

recovery, it is important to specify clear goals relating to 

the property. 

 

 

4.70 It is important that property management continuously 

improves both the physical structure and technical 

functions of the building, in order to increase the 

likelihood that a distressed property recovers. 

 

 

4.71 It is important to evaluate the demand and supply 

conditions of the surrounding real estate market, in order 

to increase the prospects of a distressed property 

recovery. 

 

 

4.72 To increase the prospects of a distressed property 

recovery, it is important to have lease agreements where 

the tenants are responsible for covering utility expenses. 

 

 

 

4.73 An important task that improves the likelihood of a 

distressed property recovery, is doing a comparative 

analysis of market rental rates. 

 

 

4.74 Negotiating with the property lender to grant facilities that 

alleviates financial stress, is an important factor that 

increases the prospects of a distressed property 

recovery. 

 

 

4.75 To increase the chances of recovery, it is important to 

evaluate all the risks that a distressed property may 

encounter. 

 

 

4.76 Identifying inefficient facility design is important for 

ensuring the prospect of a distressed property recovery. 
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4.77 An important strategy, to increase the chances of a 

distressed property recovery, is to modernise the existing 

property related equipment. 

 

 

4.78 It is important that the efforts of property management 

improve the rental value, in order to increase the 

likelihood of a distressed property recovery. 

 

 

 

 
 

Thank you! 
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