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Popular summary in English 
Unlocking the mysteries of brain imaging: A Journey into the world of diffusion 
MRI 

This thesis explores the fascinating world of diffusion magnetic resonance imaging 
(MRI), a non-invasive technique that allows us to observe inside our brain and 
understand the structure of biological tissues. However, traditional approaches have 
limitations, blurring the picture due to overlapping movements of water molecules. 

The thesis introduces an exciting development by adopting a new approach that 
provides a clearer and more detailed view of the microscopic processes within our 
brain. You can think of it as switching from a blurry old TV set to a new, high-
definition screen.  

Drawing inspiration from a technique called solid-state Nuclear Magnetic 
Resonance (NMR), commonly used in material and chemical studies, this thesis 
introduces a novel approach. It is like borrowing techniques from one field and 
applying them to another. The goal is to improve our understanding of the 
microscopic processes happening inside our brain. 

Up until now, research has primarily focused on two types of diffusion: restricted 
diffusion, which changes with time, and Gaussian anisotropy diffusion, which does 
not change with time. To dive deeper into these processes, the thesis presents a 
method called the "double-rotation" technique. This unique approach generates a 
special pattern in MRI signals, allowing us to explore both restricted and anisotropic 
water molecule movements in unprecedented detail. But that is not all. The thesis 
also combines analysis strategies, called "model-free" approach from studying how 
large molecules move and rotate, to diffusion MRI. When we combine the data-
collecting "double-rotation" technique and the data analysis "model-free" approach, 
we get information about how tiny parts in our tissues are arranged. This special 
way we use is a big leap forward for diffusion MRI. It's like finding a treasure map 
that leads us to learn a lot about complicated things, like the inside of healthy brains 
and tumors. 

The PhD thesis is like a guide to a super exciting adventure that takes us on a journey 
where things we only saw in movies are actually happening. We use the power of 
diffusion MRI to peek inside our brains and learn amazing things. By borrowing 
secrets from different areas of science, we are exploring new places in brain 
imaging, getting closer and closer to uncovering the hidden stories of our most 
important organ. 
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1 Introduction 

The thesis centres around the development of a novel diffusion MRI method, 
including approaches for data acquisition and analysis. This method is designed to 
reveal intricate details about the microstructures within living tissues, with a special 
focus on the human brain. This section will offer an overview of the motivation, 
objectives for the thesis work.  

1.1 Motivation 
The functioning of the human brain is closely connected to its structure. This 
connection is impacted by multiple factors, including changes caused by 
pathological conditions like tumors and schizophrenia, as well as the natural 
development of the brain as it ages and the acquisition of knowledge. Together, 
these factors result in quantifiable modifications in the brain's structure across a 
wide range of time and size scales. It's reasonable to infer that large-scale changes 
are preceded by cellular-level adjustments. The structure of brain tissues can 
generally be observed at the cellular level by studying ex vivo tissues using optical 
or electron microscopy techniques [1, 2]. However, these methods are not suitable 
for studying living human subjects, there is a great need for new non-invasive tools 
to assess cellular level for our vivo tissues. 

Diffusion magnetic resonance imaging (MRI) is an ideal candidate for this purpose, 
as it enables the non-invasive observation of the brain's morphology at the 
micrometer length scale and millisecond time scale [3, 4]. By measuring the self-
diffusion of molecules in biological tissues, we can obtain information about 
microscopic structures, including the size, shape, and orientation of cells. 

While conventional techniques in diffusion MRI depend on the utilization of pulsed 
magnetic field gradients for signal encoding [5]. This method blends various aspects 
of diffusion into a single observable, including time dependence restricted diffusion, 
anisotropic diffusion, and flow. As a result, this approach introduces uncertainties 
during interpretation and offers only averaged microstructural information for each 
voxel [6-9]. 

Significantly, there has been notable progress in the field of diffusion MRI in recent 
times. New methodologies with more advanced signal encoding have been 
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introduced with the aim of untangling various aspects of translational motion. 
Especially, there has been increased attention towards isolating restricted diffusion 
and anisotropic diffusion, as restricted diffusion is linked to cell sizes [10], and 
anisotropic diffusion is associated with cell shapes [11]. While many studies have 
focused on either restricted diffusion [12] or anisotropic encoding [13], a challenge 
emerges when dealing with heterogeneous tissues. Within each imaging voxel, there 
exists a variety of cell sizes and shapes. Current diffusion MRI acquisition and 
analysis protocols struggle to accurately extract microstructural information 
encompassing both cell sizes and shapes. 

1.2 Thesis objective 
To tackle this challenge, the thesis introduces an innovative diffusion MRI 
methodology. This approach enables the identification of both restricted and 
anisotropic diffusion within a comprehensive multidimensional framework and 
provides unprecedented specificity in reporting relevant microstructural properties. 

The specific objectives of this project are as follows: 

1. Develop a data acquisition protocol capable of detecting both restricted and 
anisotropic diffusion within a unified multidimensional framework. 

2. Create samples that mimic the physiological environments of different 
microstructures in our brain for validating the newly developed data 
acquisition protocol. 

3. Develop a data analysis method capable of processing the data collected 
using the newly developed data acquisition protocol. 

4. Apply this novel data acquisition protocol and data analysis method to 
biological tissues to assess relevant microstructural properties. 

In the upcoming sections, I will provide a comprehensive overview of the work 
presented in my thesis. This will include an introduction to the relevant knowledge 
of diffusion, NMR, and phantoms utilized in our study. Subsequently, I will 
introduce our innovative approaches, namely the double rotation encoding method 
and the model-free quantitative metrics. The thesis will conclude with final remarks 
that effectively summarize the significance and implications of the research 
outcomes. 
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2 Diffusion 

Diffusion is the translational motion of molecules, which occurs in all liquids and 
gases. Diffusion is the process where molecules disperse due to their random 
movement driven by thermal energy. Molecules continually collide with each other, 
causing their velocities and positions to constantly change. The trajectory illustrated 
in Figure 2.1 provides a representation of a single particle's path in two dimensions. 
At any given moment, the particle possesses a specific direction and velocity, but in 
the subsequent moment, it undergoes a complete transformation in both aspects. 

 

Figure 2.1: The two-dimensional trajectory of a diffusing particle. r(0) represents the initial position and 
v(0) represents the initial velocity. The particle's position at any given time (r(t)) and its corresponding 
velocity (v(t)) vary the time. 

In this section, we present fundamental knowledge about diffusion, exploring the 
phenomenon from both macroscopic and microscopic perspectives. The section 
starts with an introduction to various types of diffusion, then delves into diffusion 
at the macroscopic continuum and microscopic molecule levels. It further discusses 
anisotropic diffusion and introduces the concept of the diffusion tensor. 

2.1 Types of diffusion 
In scientific literatures [14-17], the word “diffusion” is often used imprecisely and 
ambiguously because there are different types of diffusion. To clarify this, it is 
important to clearly define and distinguish between these various types. Diffusion 
can be classified into different categories based on several factors. 
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Self-diffusion vs. Mutual diffusion:  
Self-diffusion refers to the stochastic motion of molecules due to the inherent 
thermal energy possessed by particles at thermal equilibrium. Mutual diffusion, also 
known as interdiffusion, takes place when different types of molecules or substances 
diffuse and mix with each other. It's the result of concentration gradients between 
the substances, where molecules move from regions of higher concentration to 
regions of lower concentration. 

 
Figure 2.2: Simulated free/isotropic diffusion and restricted/anisotropic diffusion. Upper panel: Brownian 
dynamics simulation of a particle ensemble without boundary constraints, exemplifying free diffusion and 
isotropic behavior. Lower panel: Brownian dynamics simulation of a particle ensemble confined within an 
impermeable cylinder, showcasing restricted diffusion and anisotropic behavior [18]. 

Free diffusion vs. Restricted diffusion:  
Free diffusion is the unrestricted random movement of molecules in a medium, 
where molecules can diffuse freely without encountering significant obstacles or 
constraints. In contrast, restricted diffusion occurs when molecules face obstacles 
or confinement that restrict their movement, leading to slower or hindered diffusion. 
Figure 2.2 shows two types of diffusion scenarios. In the upper panel, particles move 
freely without any boundaries, demonstrating free diffusion. In the lower panel, 
particles are trapped inside a cylinder, showing restricted diffusion. 

Isotropic diffusion vs. Anisotropic diffusion: 
Isotropic diffusion occurs when molecules diffuse uniformly in all directions within 
a medium, without any preferential orientation or direction. Anisotropic diffusion, 
on the other hand, is characterized by directional dependence, where the diffusion 
rate varies with different directions due to structural or geometric anisotropy of the 
medium. Figure 2.2 showcases these diffusion patterns visually. The upper panel 
features a simulation of isotropic diffusion, where particles move freely in all 
directions within the medium. In the lower panel, anisotropic diffusion is 
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represented by particles confined within a cylinder. This confinement introduces 
directional dependence, leading to variations in the diffusion rate based on the 
cylinder's geometric attributes. 

In this thesis, our primary focus is on studying self-diffusion, specifically the self-
diffusion of water molecules within complex microscopic materials such as 
biological tissues. Henceforth, we will simply refer to this as diffusion. 

2.2 Exploring diffusion from macroscopic continuum 
approach 

The study of self-diffusion can be explored from two different perspectives. First, 
at the macroscopic level, treating the particles as a continuous medium. Secondly, 
at the molecular level, which involves analysing the velocities, positions, and 
interparticle collisions of individual molecules. To begin, we focus on the 
continuum approach at the macroscopic level. Then, in section 2.3, we discuss the 
motion at the molecular level. 

By utilizing the continuum approach and incorporating Fick's second law to derive 
the diffusion equation, and in conjunction with appropriate initial and boundary 
conditions, the concept of diffusion propagators is introduced. 

2.2.1 Diffusion equation 
In a macroscopic system, diffusion can be thought of as the movement of particles 
from regions of high concentration to regions of low concentration. Fick's first law 
establishes a relationship between the diffusion coefficient D and the particle flux J 
in a system with a concentration gradient ∇c(r,t): 𝐉(𝐫, 𝑡) = −𝐷∇𝑐(𝒓, 𝑡). (2.1) 

Fick's second law states that the change in concentration with respect to time 𝜕𝑐(𝐫, 𝑡)/𝜕𝑡 is equivalent to the spatial divergence of the diffusion flux J(r,t): (𝐫, ) = −∇ ∙ 𝐉(𝐫, 𝑡). (2.2) 

By substituting equation 2.2 into equation 2.1, we arrive at the diffusion equation: (𝐫, ) = 𝐷∇ 𝑐(𝐫, 𝑡). (2.3) 
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2.2.2 Propagators 
The diffusion propagator, denoted as P(r0,r1,t), represents the probability of finding 
a particle initially at a position r0 and at a position r1 after a time t. It is a probability 
function that satisfies the normalization condition: 𝑃(𝐫 , 𝐫 , 𝑡)𝑑𝐫 = 1. (2.4) 

The probability density P(r0,r1,t) can be seen as an ensemble-averaged 
concentration of probabilities for a single particle. Therefore, it is reasonable to 
assume that it follows the diffusion equation 2.3: (𝐫 ,𝐫 , ) = 𝐷∇ 𝑃(𝐫 , 𝐫 , 𝑡), (2.5) 

The initial condition is given by: 

𝑃(𝐫 , 𝐫 , 0) = 𝛿(𝐫 − 𝐫 ) = 𝟏, (𝐫 = 𝐫 )0, (𝐫 ≠ 𝐫 ). (2.6) 

where δ is the Dirac delta function. This initial condition signifies that the solution 
at time t depends solely on the particles that was initially at position r0 at t = 0. 
In the case of free diffusion, where no geometrical limitations exist, the boundary 
condition is: 𝑃(𝐫 , 𝐫 → ∞, 𝑡) = 0, (2.7) 

Free diffusion yields a Gaussian propagator [3]： 𝑃(𝐫 , 𝐫 , 𝑡) = (4𝜋𝐷𝑡) / exp −(𝐫 − 𝐫 ) /4𝐷𝑡 . (2.8) 

In a homogenous system the propagator is independent of the initial position 
and depends only on the displacement R = 𝐫 − 𝐫 . This displacement 
corresponds to the probability P(R,t): 𝑃(𝐑, 𝑡) = (4𝜋𝐷𝑡) / exp (−𝐑 /4𝐷𝑡). (2.9) 

In a heterogeneous system the propagator is no longer independent of starting 
position, an average propagator P(R,t) is defined through 𝑃(𝐑, 𝑡) = 𝜌(𝐫 )𝑃(𝐫 , 𝐫 + 𝐑, 𝑡)𝑑𝐫 . (2.10) 
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where the ρ(r0) is the local density of the system. 𝑃(𝐫 , 𝐫 + 𝐑, 𝑡)  gives the 
probability that a molecule has the displacement R during the time t averaged over 
all starting points r0. 

Restricted diffusion occurs when molecules are constrained in their motion. 
Different geometrical constraints impose specific boundary conditions on diffusion 
equation and solving the diffusion equation yields corresponding solutions. In 
simple geometries, such as isolated pores with spherical, planar, or cylindrical 
shapes, analytical expressions for the propagator can be derived [19, 20], this will 
be further elaborated upon in Section 2.4.2. However, in more complex geometries, 
approximations or numerical methods are employed to estimate the propagator and 
solve the diffusion equation [21-23]. 

2.3 Exploring diffusion from microscopic molecular 
level 

By examining the microscopic details of motion, we can gain insights into the 
overall macroscopic behaviour. The molecular level approach involves studying an 
ensemble of molecules, where we analyze the molecule's position or velocity as a 
function of time. When focusing on the molecule's position, the mean-square 
displacement is obtained by ensemble average of propagator and an apparent 
diffusion coefficient (ADC) depending on observation time. On the other hand, in 
the velocity approach, the evolution of a molecule's velocity is described using a 
velocity autocorrelation function and the diffusion spectrum. 

2.3.1 Relationship between mean-square displacement and diffusion 
coefficient 

The motion of a diffusing molecule is governed by a sequence of inter-molecule 
collisions, in this process, the position r(t) of individual molecule cannot be 
predicted with deterministic dynamics. Therefore, it is more convenient to describe 
the system based on its ensemble average properties. The fluctuations in the position 
r(t) can be measured using the mean-square displacement(MSD), which is defined 
as [3]： 〈𝐑 〉 = 〈(𝐫(𝑡) − 𝐫(0)) 〉 = 𝐑 𝑃(𝐑, 𝑡)𝑑𝐑. (2.11) 

For free diffusion in a homogeneous medium, the probability density P(R,t) is 
independent of the initial position and depends only on the displacement R = r-r0, as 
described in equation 2.9, the probability density is determined using a Gaussian 
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function. When equation 2.9 is substituted into equation 2.11, it produces the 
corresponding outcome for the mean square displacement: 〈𝐑 〉 = 2𝑑𝐷𝑡. (2.12) 

where d = 1,2,3 describes the dimensionality of the system. For the free diffusion, 
the D is truly a constant, identified as the free diffusion coefficient D0. 

When dealing with systems that have limitations, it is useful to establish an apparent 
diffusion coefficient (ADC) [3], denoted as 𝐷(𝑡) = 〈𝐑 〉 2𝑑𝑡⁄ . (2.13) 

The relationship between the ADC and diffusion time in restricted diffusion can be 
understood through Figure 2.3. This illustration shows the root-mean-squared 
displacement (𝑅 = 〈𝐑 〉 ) of water molecules in both free and restricted 
diffusion scenarios. In free diffusion, Rrms of water molecules increases linearly with 
time, while in restricted diffusion within a pore of size 2a, the Rrms reaches a plateau 
at approximately 2a for long diffusion durations. The presence of restrictions causes 
the ADC to deviate from the free diffusion coefficient of water when the observation 
period is long enough for molecules to encounter barriers. As the diffusion time 
increases, the ADC reflects the cumulative effect of restrictions experienced by 
diffusing molecules across various spatial scales [12].  

  

Figure2.3: Evolution of root-mean-squared displacement (Rrms) of water molecules over time: free 
vs.restricted diffusion. For free water, the Rrms increases linearly with time. However, for water molecules 
confined within a pore of characteristic dimension 2a, the Rrms reaches a plateau at a value approximately 
equal to 2a for long diffusion times. The ADC (slope) remains constant over time in the asymptotic case 
and approaches zero when the boundaries are fully impermeable. Below this asymptotic limit, the ADC 
decreases with time, and the specific manner of decrease depends on the size and geometry of the 
pore.The figure is reproduced from ref. [12]. 
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To be more specific, at the very short diffusion times, most molecules have not 
interacted with boundaries (Rrms << 2a) and diffusion is essentially free, D(t) is close 
to the D0. For sufficiently long times (Rrms ≈ 2a), D(t) levels off to an asymptotic 
value D∞ reflecting the long-range connectivity of the porous network. During 
intermediate times, the molecules encounter the compartment boundary, but not all 
of them have had enough time to interact with the boundaries, resulting in a 
reduction in their Rrms compared to free diffusion. This decrease in diffusivity D(t) 
strongly depends on the diffusion time and examining changes in D(t) within the 
regime can provide valuable insights into the structural information of porous 
media. In the case of biological tissues, the relevant length scales correspond to the 
dimensions of cellular and sub-cellular structures, typically ranging in the order of 
a few micrometres. My thesis investigates the microscopic structure of biological 
tissues at precisely this scale. 

2.3.2 Velocity autocorrelation and diffusion spectrum 
Beginning with a simple one-dimensional situation where molecules move along 
the z-axis, the self-diffusion coefficients are also determined based on the velocity 
autocorrelation, and the Fourier transform of the velocity autocorrelations provides 
the frequency-dependent self-diffusion Dω(ω) [20]: 𝐷𝜔(𝜔) = 12 〈𝑣(0) ∙ 𝑣(𝑡)〉exp (𝑖𝜔𝑡)𝑑𝑡∞−∞ . (2.14) 

here, v(t) represents the instantaneous velocity of a molecule projected onto 
the z-axis. The velocity autocorrelation function <v(0)·v(t)> quantifies how 
the velocity of molecules evolves over time.<v(0)·v(t)> is commonly 
assumed to exponentially decay for the free diffusion: 〈𝑣(0) ∙ 𝑣(𝑡)〉 = 〈𝑣 〉exp ( ). (2.15) 

where <v2> is the mean square velocity and τv represents the correlation time, 
indicating the time it takes for a molecule to "forget" its previous velocity. 
Substituting equation 2.15 into equation 2.14 yields: 𝐷 (𝜔) = 〈 〉 . (2.16) 

If ω = 0, equation 2.16 reduces to Dω(0) = <v2>τv = D0, which is the free diffusion 
coefficient. 
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Figure 2.4: Comparative analysis of ADC for water in parallel permeable planes. (A) Porous System: 
water in an array of parallel permeable planes with a separation of 100 μm.(B) Root-mean-square 
displacement (Zrms). (C) Apparent diffusion coefficient (D(t)). (D) Velocity autocorrelation function 
(<v(0)v(t)>). The expansion highlights the long-time negative tail behavior of <v(0)v(t)>.(E) Frequency-
dependent diffusion coefficient (Dω(ω)). 

To summarize, the diffusion coefficient can be analysed over time using mean 
square displacement or in frequency using velocity autocorrelation. Figure 2.4 
provides an example that compares the analysis of ADC for water within an array 
of parallel permeable planes with a separation of 100 μm using these two methods. 
For the sake of simplicity, we will focus on diffusion in the restricted dimension, 
denoted as “z”. In this analysis, we assume that <v(0)v(t)> can be determined by 
[20]: 〈𝑣(0)𝑣(t)〉 = , exp −𝑡 𝜏 ,⁄ − ( ), exp (−𝑡 𝜏 ,⁄ ).(2.17) 

The first term, describing the time regime around the molecular correlation time 
[24], the second term describes the transition to the long-time behaviour [20]. 

Fourier transform of this equation yields: 𝐷 (𝜔) = , − , . (2.18) 

and <Z2> is given in equation [20]: 〈𝑍 〉 = 2𝐷 𝑡 − 𝜏 , 1 − exp (−𝑡/𝜏 , ) − 2(𝐷 − 𝐷 ) 𝑡 − 𝜏 , 1 − exp (−𝑡/𝜏 , ) .
 (2.19) 
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and the D(t): 

𝐷(𝑡) = 𝑡 − 𝜏 , 1 − exp − , − 2(𝐷 − 𝐷 ) 𝑡 − 𝜏 , 1 − exp (−𝑡/𝜏 , ) .

 (2.20) 

The value of D(t) is acquired by substituting equation 2.19 into equation 2.13, where 
d = 1. 

The functions mentioned above can be characterized by four parameters: the 
diffusion coefficient of the bulk liquid D0, the long-time diffusion coefficient D∞, 
the molecular correlation time τv,1 and the wall-collision correlation time τv,2. Figure 
2.4 illustrates calculations for water using the following parameter values: D0 = 
1.6×10-9m2/s, D∞ = D0 /10, τv,1 = 10-12 s and τv,2 = 10-3 s. As expected, both D(t) and 
Dω(ω) exhibit two plateau regions with values D0 and D∞. There are two transition 
regions between these plateaus: one occurs at t = τv,1 and ω = 2π/τv,1, which is linked 
to molecular-level dynamics information; the other occurs at t = τv,2 and ω = 2π/τv,2, 
which is associated with pore structure information. As shown in Figure 2.4 (D), the 
transition region from D0 to D∞, around time τv,2, corresponds to a long-time negative 
tail of <v(0)v(t)>. This observation implies a slightly higher probability for a 
molecule to change direction when diffusing within a pore. At this timescale (around 
τv,2), studying diffusion process is sensitive to the macroscopic morphology of the pore system. 
2.4 Anisotropic diffusion 
Anisotropic diffusion is commonly observed in complex biological tissues and 
porous materials. Measurements of anisotropic diffusion provide valuable insights 
into the microstructural characteristics and orientations of these materials. In this 
context, we will introduce the relevant information on how to describe this process. 

2.4.1 Anisotropic Gaussian diffusion 
The diffusion of water within tissues is commonly characterized as an anisotropic 
process, often approximated through a second-order symmetric model [25-27]. Let's 
begin by introducing a straightforward scenario where the anisotropic process 
remains independent of time, known as Gaussian anisotropic diffusion. In the 
context of anisotropic Gaussian diffusion, the time-independent D can be depicted 
as a 3×3 matrix within Cartesian coordinates [26]: 
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𝐃 = 𝐷 𝐷 𝐷𝐷 𝐷 𝐷𝐷 𝐷 𝐷 = 𝐑(𝜃,𝜙)𝐃 𝐑 𝟏(𝜃,𝜙), (2.21) 

where 

𝐃 = 𝐷 0 00 𝐷 00 0 𝐷∥ . (2.22) 

Here, θ and φ represent the polar and azimuthal angles, respectively, determining 
the orientation of the tensor in the laboratory frame, R(θ, φ) denotes the rotation 
matrix, and D∥ and D⊥ represent the eigenvalues parallel and perpendicular to the 
main symmetry axis of the compartment, respectively.  Typically, for visualization 
purposes, the tensor D is parameterized with one quantity indicating size (𝐷 ), 
another indicating shape (𝐷∆) and two parameters characterizing orientation (θ,φ) 
[26, 28], as depicted in Figure 2.5, where the diffusion patterns are rendered as 
superquadric tensor glyphs [29]. Expressions for 𝐷  and 𝐷∆ can be given as: 𝐷 = ∥ , (2.23) 

𝐷∆ = (𝐷∥ − 𝐷 )， ∈ −0.5,1 . (2.24) 

 

Figure 2.5: Quantitative measurements of diffusion tensor characteristics, including size (𝐷 ), shape 
(𝐷∆), and orientation (θ, φ). The 𝐷  and 𝐷∆ parameters provide information about the magnitude and 
anisotropy of the underlying diffusion process. The polar angle θ and azimuthal angle φ define the 
orientation of the diffusion tensor in relation to the laboratory frame of reference. 

The (𝐷 , 𝐷∆ , θ, φ) parameter set offers a comprehensive description of an 
axisymmetric Gaussian anisotropic diffusion tensor, with each parameter capturing 
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a distinct aspect of the tensor's geometry. This connection between the 
microenvironment's structure and the localized diffusion pattern is exemplified in 
Figure 2.6. Each microscopic D is closely tied to the geometry of the surrounding 
medium and can be interpreted as a diffused representation of the local structure. 

 

Figure 2.6: Schematic representation highlighting the connection between pore space geometries and 
diffusion tensors. (A) Demonstrates diffusion within a cylinder along with the corresponding prolate 
diffusion tensor, D∥ and D⊥ indicate eigenvalues aligned parallel and perpendicular, respectively. (B) 
Presents the shapes of pore space geometries (top row, left to right: Plane, Sphere and Cylinder) 
alongside the respective shapes of the diffusion tensors (bottom row, left to right: Oblate, Spherical, 
Prolate). 

2.4.2 Anisotropic-restricted diffusion 
In general, the diffusion process is anisotropic and restricted, then the isotropic 
diffusion coefficient D in equation 2.1 is replaced by a second order symmetric 
diffusion tensor D [27], the equation 2.1 becomes [3]: 

𝐽(𝑥, 𝑡)𝐽(𝑦, 𝑡)𝐽(𝑧, 𝑡) = − 𝐷 𝐷 𝐷𝐷 𝐷 𝐷𝐷 𝐷 𝐷 ⎣⎢⎢
⎢⎡ ( , )( , )( , )⎦⎥⎥

⎥⎤, (2.25) 

The corresponding equation 2.3 becomes: (𝐫, ) = ∇ ∙ 𝐃 ∙ ∇𝑐(𝐫, 𝑡). (2.26) 

In the case of anisotropic restricted diffusion, the equation 2.5 becomes: (𝐫 ,𝐫 , ) = ∇ ∙ 𝐃 ∙ ∇𝑃(𝐫 , 𝐫 , 𝑡). (2.27) 
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D is a time-dependent diffusion tensor. It can also be represented as a function of 
frequency, known as the diffusion spectrum D(ω) [3, 12]. 

In the principal axis system (PAS), all off-diagonal elements are 0, three eigenvalues 
are the diagonal elements. In this case, D(ω) can be written as 

𝐃(𝜔) = 𝐷𝟏𝟏 (ω) 0 00 𝐷𝟐𝟐 (ω) 00 0 𝐷𝟑𝟑 (ω) . (2.28) 

For an axisymmetric tensor, using the example of diffusion restricted within a 
cylinder, the eigenvalues perpendicular to the cylinder axis are given by Drest(ω) = 
D11(ω) = D22(ω), while the eigenvalue parallel to the cylinder axis is D0. D(ω) can 
be expressed as: 

𝐃(𝜔) = 𝐷 (𝜔) 0 00 𝐷 (𝜔) 00 0 𝐷 . (2.29) 

For the diffusion restricted within a planar case, the D(ω) is obtained by exchanging 
Drest(ω) and D0. 

For a liquid with a bulk diffusivity D0 confined in d dimensions in planar (d = 1), 
cylindrical (d = 2), or spherical (d = 3) compartments with a radius of a, the diffusion 
spectrum D(ω) in the restricted dimensions can be expressed as follows [20]: 𝐷 (𝜔) = 𝐷 − ∑ 𝜔 ⁄ . (2.30) 

where Γ =  (2.31) 

and 𝜔 = . (2.32) 

In equation 2.31 and 2.32, ξk is the kth solution of  𝜉𝐽 ⁄ (𝜉) − (𝑑 − 1)𝐽 ⁄ (𝜉) = 0. (2.33) 

where Jn is the nth-order Bessel function of the first kind.  
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Figure 2.7: Relationship between ADC (Drest(ω)) and oscillation frequency for various sizes and 
geometries of impermeable compartments. The frequency range extends up to 500 Hz, covering different 
compartments: spheres, planes, and cylinders, each characterized by a radius (a) ranging from 1 μm to 
10 μm. The curves of different colors correspond to different shapes of compartments: spheres (black), 
planes (red), and cylinders (blue). 

Figure 2.7 illustrates the dependence of ADC dispersion (Drest(ω)) on the oscillation 
frequency range for various sizes and geometries of impermeable compartments, 
the calculations are based on expressions demonstrated in equations 2.30-2.33. The 
frequency range spans up to 500 Hz and encompasses diverse compartments: 
spheres, planes, and cylinders, each characterized by a radius (a) ranging from 1 μm 
to 10 μm. The curves of different colors represent distinct compartment shapes: 
spheres (black), planes (red), and cylinders (blue). As depicted in the figure, ADC 
(Drest(ω)) is closely linked to the sizes and shapes of the compartments. Utilizing the 
variation of ADC with oscillation frequency has been a technique utilized for 
estimating the dimensions of restricting structures within porous media, 
encompassing scenarios like densely packed cells and microcapillaries [30-32]. This 
method relies on the fitting of NMR measurements at varying frequencies to 
analytical models of restricted diffusion within uncomplicated geometries, such as 
impermeable planes, cylinders, or spheres [20, 33]. 

The symmetric second-order diffusion tensor D(ω) in the equation 2.29 can be 
represented as a 3×3 matrix in Cartesian coordinates: 
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𝐃𝐫𝐞𝐬𝐭 (𝜔) = 𝐷 𝐷 𝐷𝐷 𝐷 𝐷𝐷 𝐷 𝐷 =
𝐑(𝜃,𝜙) 𝐷 (𝜔) 0 00 𝐷 (𝜔) 00 0 𝐷 𝐑 𝟏(𝜃,𝜙)  (2.34) 

where θ and φ are polar and azimuthal angles, giving the orientation of the cylinder 
in the lab frame, and R(θ, φ) is the rotation matrix. 

At higher values of ω, Drest(ω) approaches D0, indicating isotropic diffusion. On the 
other hand, the effects of anisotropy become more prominent in the low-ω limit, 
where Drest(ω) approaches D∞, that means it is ω-independent, which is described in 
the 2.4.1, anisotropic Gaussian diffusion. 
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3 NMR 

Nuclear Magnetic Resonance (NMR) is a powerful technique used for probing the 
molecular and atomic properties of materials. It is based on the principle that certain 
atomic nuclei possess intrinsic magnetic properties and can resonate when placed in 
a magnetic field and exposed to radiofrequency (RF) radiation [34]. NMR provides 
valuable insights into the structure, dynamics, and interactions of molecules in 
various environments [35-37], including liquids, solids, and gases. In addition to its 
applications in chemistry and physics, NMR has found extensive use in fields like 
medicine, where it is employed in Magnetic Resonance Imaging (MRI) to visualize 
internal structures of the human body [38, 39]. 

While the focus of this thesis centres on introducing an innovative MRI technique, 
the NMR section provides crucial NMR insights specifically tailored for the MRI 
framework. Importantly, the semi-classical vector model plays a central position in 
the MRI domain, simplifying the intricacies of NMR through classical physics 
principles. This model visualizes the magnetic moments of atomic nuclei as vectors, 
providing an intuitive understanding of their precession and relaxation behaviour 
within external magnetic fields. 

The NMR section begins with the basics of NMR, followed by discussions on 
diffusion NMR (including encoding motion, pulse sequence), and diffusion tensor 
imaging. 

3.1 Basics of NMR 
The section discusses the essential principles, including the magnetization vector, 
Larmor precession, RF-pulse, and relaxation mechanisms (inversion, recovery). 
This section is based on the textbook of Keeler [34]. 

3.1.1 Magnetization vector 
A nucleus with a nonzero spin generates a small magnetic field that behaves 
similarly to a miniature bar magnet. This physical quantity is named the spin 
magnetic moment. Within a sample, there are thousands of these tiny bar magnets 
randomly distributed. When the sample is exposed to a magnetic field for a 
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sufficient duration, it becomes magnetized, resulting in a net magnetic moment for 
the entire sample. This net magnetic moment is known as bulk magnetization(M0), 
which can be represented as a vector aligned with the direction of the applied 
magnetic field. The process by which the net bulk magnetization reaches its 
equilibrium value is depicted in Figure 3.1. 

 

Figure 3.1 The process of forming magnetiztion vector (M0). In the absence of a magnetic field (left 
panel), the bar magnets are randomly oriented, resulting in no overall magnetization. When a magnetic 
field is applied(B0) and given enough time, the bar magnets align more towards the field direction (right 
panel), leading to a net magnetization along the field direction. 

3.1.2 Larmor precession 
Larmor precession is a fundamental phenomenon in the field of NMR, it refers to the 
tilted magnetization vector moving away from the z-axis and precessing along the 
direction of the applied magnetic field, sweeping out a cone of constant angle relative 
to the z-axis. This motion, known as Larmor precession, occurs at a frequency denoted 
as ω₀ = -γB₀, where γ represents the gyromagnetic ratio and B₀ is the strength of the 
applied magnetic field. By placing a small coil of wire in the xy-plane, the precession 
of the tilted magnetization vector cuts through the coil, inducing an electric current 
and recording a signal known as free induction decay (FID). Figure 3.2 illustrates the 
precession of the tilted magnetization vector rotating about the direction of the applied 
magnetic field, resulting in the generation of a signal. 
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Figure3.2 The precession motion of the tilted magnetization vector (M) rotating around the direction of 
the applied magnetic field. The precessing magnetization cuts a coil positioned around the x-axis, 
resulting in the induction of an electric current. 

3.1.3 RF-pulse 
As discussed above, the Larmor precession of the tilted magnetization vector can be 
detected. The question arises: How can we deviate the magnetization vector from 
its equilibrium position? In NMR, one of its strengths lies in the ability to 
manipulate these magnetization vectors with great flexibility. A common approach 
to deviate the magnetization vector from its equilibrium position along the z-axis, 
involving the rapid application of a magnetic field along the x-axis, denoted as B₁, 
this technique enables the generation of the required oscillating magnetic field by 
applying radiofrequency (RF) power to the coil, thereby creating the RF field along 
the x-direction. This causes the bulk magnetization M, to precess around the x-axis, 
resulting in the magnetization tilting towards the transverse plane. These physical 
quantities satisfy the Bloch equation [40]: 𝐌 = 𝐌 𝛾𝐁  (3.1) 

The equation provides a semi-classical representation of NMR and is highly 
valuable in our study. The precession frequency is determined as ω₁ = -γB₁. When 
the pulse is precisely synchronized with the Larmor precession (on-resonance), the 
equilibrium magnetization vector undergoes a simple rotation in the yz-plane 
starting from the z-axis, as illustrated in Figure 3.3. The flip angle of the pulse, 
denoted as β, is determined by β = ω₁tₚ, where ω₁ represents the precession 
frequency and tₚ represents the duration of the RF pulse application. Commonly 
used flip angles are 90° or 180°, which calls a 90° or 180° pulse. 
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Figure 3.3: The precession of the magnetization vector (M) around the x-axis when a pulse is applied 
along the x-axis. This precession direction of M adheres to the right-hand rule: if we extend our right 
hand so that the thumb and other fingers are mutually perpendicular, the thumb points to the direction of 
the applied the pulse (B1), and the alignment of the four fingers indicates the initial direction of M. The 
curling direction of the four fingers signifies the rotation direction of M. 

 
Figure 3.4: The basic pulse-acquire experiment. (A) Illustration of a typical spectroscopic NMR setup, 
employing saddle-shaped RF coils for both transmitter and receiver. Adapted with permission for ref. [41] 
(B) This diagram demonstrates the procedure for recording a basic NMR spectrum, where tp represents 
the pulse duration, te is the time during which equilibrium magnetization M builds up, and tacq is the 
acquisition time for the FID spectrum. 

Then, we demonstrate the acquisition of a simple FID through pulse experiments. 
Figure 3.4 illustrates the experimental setup and corresponding pulse sequence for 
a basic pulse-acquire experiment. In Figure 3.4(A), the sample volume, enclosed by 
the RF transmitter coil, is irradiated with an RF-pulse, which excites the spins. The 
resulting signal is received by an RF receiver. As depicted in Figure 3.4(B), te 
represents the time during which equilibrium magnetization M builds up, and tp 
denotes the duration of the pulse, which is typically very short. Subsequently, tacq 
time is needed to acquire the FID spectrum. By performing Fourier transform, the 
frequency-domain spectrum can be obtained. Since NMR signals are usually weak 
due to the small gyromagnetic ratio, conducting multiple measurements and 
summing their FID profiles improves the signal-to-noise ratio. 
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3.2 Relaxation 
Immediately following the 90° pulse, the strength of magnetization was flipped in 
the xy-plane. However, the magnetization in the xy-plane starts to decay, this decay 
occurs through two distinct processes [42]. The first process is known as T1 
relaxation or longitudinal relaxation, where the spin ensemble returns to thermal 
equilibrium. The second process is referred to as T2 relaxation or transverse 
relaxation, also known as spin-spin relaxation. T2 relaxation is caused by dipolar 
interactions between spins. The spins can experience fluctuating magnetic fields due 
to neighbouring spins, resulting in a phase shift caused by changing precession 
frequencies. 

The Bloch equations 3.1 can be modified to include the effects of relaxation [43]: (𝐫, 𝑡) = 𝛾(𝐌 × 𝐁 ) − (𝐫, ).  

(𝐫, 𝑡) = 𝛾(𝐌 × 𝐁 ) − (𝐫, )
. (3.2) 

(𝐫, 𝑡) = 𝛾(𝐌 × 𝐁 ) − ( (𝐫, ) (𝐫)).  

and the corresponding solutions as below: 

Mx(t) = M₀ sin(ω₀t) exp(-t/T2). 

My(t) = M₀ cos(ω₀t) exp(-t/T2). (3.3) 

Mz(t) = M₀ [1 - exp(-t/T1)]. 

The following sections will discuss how to measure T1 and T2 relaxation time in NMR. 

3.2.1 Inversion recovery 
The conventional approach to measure T1 relaxation is through the utilization of 
inversion recovery. Figure 3.5 illustrates the pulse sequence [4] employed in this 
method. Initially, the magnetization is inverted from the equilibrium +z direction to 
the -z axis using a 180° pulse. Over time, the magnetization gradually relaxes back 
towards equilibrium during the signal evolution. Following a time delay, τ, a 90° 
pulse is applied to flip the magnetization to the xy-plane, and the resulting signal is 
detected. The amplitude of the magnetization in the xy-plane can be described by 
the equation: 
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M(τ) = M₀ [1 - 2exp(-τ/T1)]. (3.4) 

By conducting the experiment with different values of τ and fitting the acquired data 
to equation 3.4, the T1 relaxation time can be determined. 

 

Figure 3.5: Pulse sequence of inversion recovery and its impact on the magnetization vector. The initial 
magnetization before the RF-pulse is represented by red arrows, by applying a 180° pulse, the 
magnetization undergoes a rotation around the y-axis and becomes inverted. During the evolution time 𝜏, the magnetization gradually relaxes towards equilibrium through T1 relaxation. The 90° pulse then flips 
the magnetization back to the xy-plane, enabling its detection. 

3.2.2 Spin-echo 

 

Figure 3.6: Spin-echo (SE) pulse sequence and its impact on the magnetization vector. Initially, before 
the first RF pulse, the magnetization is in equilibrium and directed along the z-axis. The 90° pulse rotates 
the magnetization around the y-axis, placing it in the xy-plane with an orientation along the x-axis. During 
the first evolution time, 𝜏 , the magnetization is subjected to transverse relaxation. The 180° pulse then 
inverts the magnetization by rotating it around the x-axis. During the second evolution time, the dephasing 
caused by spatial field inhomogeneities is subsequently rephased, resulting in the generation of an echo 
after a total delay of 2𝜏. 
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T2 relaxation can be effectively measured using the spin-echo technique [44], as 
demonstrated in Figure 3.6. The process commences with a 90° pulse, causing the 
magnetization to reside in the xy-plane where it evolves over time. Subsequently, a 
180° pulse is applied to invert the magnetization after a delay of τ. During the second 
delay, the signal continues to evolve with the opposite direction of the first delay. 
Upon a total delay of 2τ, the dephasing resulting from spatial field inhomogeneities 
relaxation is refocused, leading to the formation of an echo. However, the transverse 
relaxation caused by conventional T2 relaxation remains unrefocused, causing a 
reduction in magnetization as described by the equation: 

M(2τ) = M₀ exp(-2τ/T2).  (3.5) 

To determine the value of T2, the experiment is repeated using different τ values, 
and T2 is obtained by fitting equation 3.5 to the corresponding experimental data. 

The spin-echo pulse sequence serves as a fundamental NMR experiment, commonly 
incorporated into more complex studies, such as this method offers notable 
advantages in diffusion and imaging sequences by successfully refocusing the 
magnetization lost due to spatial field inhomogeneities [5], which will be detailed 
in the following section. 

3.3 Diffusion NMR 
In this section, we will present the fundamental principles of diffusion NMR, 
including how magnetic field gradients are utilized to encode translational motion 
and implement pulsed gradient spin echo sequence. Additionally, we will introduce 
diffusion tensor imaging. 

3.3.1 Encoding of translational motion by magnetic field gradients 
In diffusion NMR experiments, magnetic field gradients are used to sensitize the 
transverse magnetization to the diffusive motion of molecules [45]. The diffusion 
NMR signal is given by an ensemble average of a large number of spin 
contributions: 𝑠(𝑡) = 𝑠 〈exp 𝑖𝜙(𝐫, 𝑡) 〉 = 𝑠 𝑃(𝜙, 𝑡)exp 𝑖𝜙(𝐫, 𝑡) 𝑑𝜙.(3.6) 

where s0 represents the relaxation weighted signal magnitude, the ensemble average 
term ⋅⋅⋅ is generally complex and can introduce a non-zero signal phase. However, 
its magnitude is always smaller than unity, leading to signal attenuation. The φ(r, t) 
is the time-dependent phase of a single spin with gyromagnetic ratio γ,  
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𝜙(𝐫, 𝑡) = −𝛾 𝐠(𝑡 ) ∙ 𝐫(𝑡 )𝑑 𝑡 . (3.7) 

where g(t′) is the time-dependent magnetic field gradient, which is often referred to 
as the gradient waveform. r(t′) is the spin trajectory. The interplay between g(t′) and 
r(t′) results in φ(r,t) evolving from zero at t = 0 to periodic patterns with varying 
directions and spatial wavelengths at intermediate times. 

The effect of the gradient on the phase of the spins is quantified by the dephasing q-
vector, which is given by: 𝐪(𝑡) = 𝛾 𝐠(𝑡 )𝑑𝑡 . (3.8) 

3.3.2 Pulsed gradient spin-echo 
The most commonly used method for estimating diffusion parameters is the pulsed 
gradient spin echo (PGSE) experiment, which was introduced by Stejskal and 
Tanner in 1965 [5]. The details of this method are explained below. 

 

Figure 3.7: Spin frequency variation in linearly inhomogeneous field. The spin frequency (𝜔 ) in an 
inhomogeneous field that exhibits a linear variation across the sample volume in Z direction , with z1, z2, 
z3 and z4 denoting distinct positions of spins within the sample. The total magnetic field is the combination 
of the homogeneous main magnetic field (B0)and the applied field gradient (BZ). 

Pulsed gradient is that a magnetic field gradient with a constant gradient strength is 
applied along the z-axis, as shown in Figure 3.7, the resulting magnetic field along 
the z-axis is given by: 𝐵‘ = 𝐵 + 𝑔𝑧. (3.9) 
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The precession frequency of the spins is determined by:  𝜔 (𝑧) = 𝐵‘ = 𝐵 + g𝑧 = 𝜔 + 𝑔𝑧. (3.10) 

The precession frequency of the spins depends on their position, allowing us to label 
the spins in different positions. Depending on whether the field gradient strength is 
higher or lower than B0, the spins will precess faster or slower than ω0. During the 
application of the magnetic field gradient, the spin acquires a phase difference, ϕ, 
which depends on its position, r, the gradient duration, t = δ, and the gradient 
strength, g, according to: 𝜙(𝐫, 𝑡) = −𝛾 𝐠(𝑡 ) ∙ 𝐫(𝑡 )𝑑 𝑡 = −𝛾 𝐠 ∙ 𝐫, (3.11) 

 the corresponding dephasing q-vector in the equation 3.8, which is given by: 𝐪(𝑡) = 𝛾 𝐠(𝑡 )𝑑𝑡 = 𝛾 𝐠. (3.12) 

Figure 3.8 presents a schematic diagram of the pulse sequence. A field gradient of 
length δ and strength g is applied between the two RF pulses and after the 180o 
pulse. During the gradient application, the Larmor frequency is spatially encoded, 
resulting in distinct precession rates for molecules at different locations. The 180º 
pulse flips the magnetization signal along the z-axis, making the two gradient blocks 
effectively opposite in sign. Consequently, if the molecule remains stationary, the 
dephasing caused by the initial gradient is reversed by the second gradient. 
However, if the spins move along the z-axis during the duration ∆, the effects of the 
first gradient are not counteracted by the second, leading to dephasing, Δφ(r) = q⋅(r-
r0). This dephasing causes a decay in the intensity of the signal. 

 

Figure 3.8: The pulse gradient spin echo (PGSE) sequence. The echo is observed at 2𝜏. Positioned 
between the two RF pulses ( 90o pulse and following 180o pulse),  there are two pulse magnetic field 
gradients with a duration of δ and a strength of g. 

For simplicity in the case of free diffusion, we provide a brief classical derivation 
of the signal attenuation in PGSE NMR diffusion experiments to theoretically 
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describe the effect of translational diffusion on the spin echo. This derivation will 
be presented in terms of the macroscopic transverse magnetization Mxy(r,t), 
combining the Bloch equation with Fick's second law gives [3, 43, 46]: 

, = − , − 𝑖𝛾 𝐠(𝑡) ∙ 𝐫 𝑀 , + 𝐷∇ 𝑀 , . (3.13) 

the solution of the equation is: 

𝑀 , (𝑡) = 𝑀 exp − 𝑡𝑇 ∙〈exp 𝑖𝜙(𝐫, 𝑡) 〉= 𝑀 exp (− 𝑡𝑇 )exp −𝑖𝛾𝐪(𝑡) ∙ 𝐫 − 𝐷 𝐪(𝑡 ) ∙ 𝐪(𝑡 )𝒕
𝟎 𝑑𝑡  

 (3.14) 

at the echo time 2τ, the echo condition q(2τ) = 0 is fulfilled, insert equation 3.12 
into equation 3.14, we obtain: 

𝑀 , (2𝜏) = 𝑀 exp − 2𝜏𝑇 𝑀 , (g,∆)= 𝑀 exp − 2𝜏𝑇 exp −(𝛾g𝛿) ∆ − 𝛿3 ∙ 𝐷  

 (3.15) 

Next, let S(t) and S(0) denote the signal intensity at time t with and without magnetic 
field gradients, respectively. The signal S(0) solely accounts for the relaxation 
effect. Thus, the equation can be expressed as: 𝑆(𝑏) = 𝑆(0)exp (−𝑏𝐷). (3.16) 

where 𝑏 = (𝛾g𝛿) (∆ − ). (3.17) 

In these equations, D represents the diffusion coefficient, S(0) is the signal 
amplitude in the absence of diffusion, and the quantity b reflects the encoding is 
determined by the specific encoding pulse sequences used. For the PGSE sequence, 
b = (γgδ)2(∆−δ/3). By adjusting the parameter b through encoding pulses and fitting 
the measured S(b) according to equation 3.16, the diffusion coefficient D can be 
estimated. It should be noted that equation 3.16 is only valid when there is a single 
isotropic diffusing component. 
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3.4 Diffusion tensor imaging 
For the case of anisotropic diffusion, and the equation 3.13 is rewritten as follows 
with diffusion tensor[3, 4]: 

, (𝐫, ) = − , − −𝑖𝛾𝐠(𝑡) ∙ 𝐫 𝑀 , (𝐫, 𝑡) + ∇ ∙ 𝐃 ∙ ∇𝑀 , (𝐫, 𝑡). 
 (3.18) 

where g(t) is the effective diffusion gradient waveform. This equation has the 
solution: 𝑀 , (𝐫, 𝑡) = 𝑀 exp − exp (−𝑖𝐪(𝑡) ∙ 𝐫 − 𝐪 (𝑡 ) ∙ 𝐃 ∙ 𝐪(𝑡 )𝑑𝑡 )

  (3.19) 

where M0 is the initial magnetization at time t = 0. 

Here, for the spin-dephasing vector q-vector in the equation 3.8, we introduce a new 
representation with a q(t) denotes the time-dependent norm and n(t) signifies the 
unit orientation, as illustrated below: 𝐪(𝑡) = 𝛾 𝐠(𝑡 )𝑑𝑡 = 𝑞(𝑡)𝐧(𝑡). (3.20) 

Typically, diffusion NMR measurements acquire the signal at time 2τ, where the 
echo condition q(2τ) = 0 is fulfilled, nullifying the imaginary term in the equation 
3.19.  

The magnetization is measured across an MRI voxel, typically a volume on the 
millimetre-scale. The overall signal "S" is the integral over the volume "V" of 
Mx,y(r,t)dr, representing an average of contributions from various microscopic 
environments, each potentially exhibiting distinct diffusion behaviour. Assuming 
that the distinct diffusion microscopic environments within the sample are non-
exchanging, the macroscopic signal can be expressed by integrating Mx,y(r,t) over 
the examined sample volume to obtain the signal "S" as described by [47]: 𝑆 = 𝑆 𝑃(𝐃)exp (− 𝑞 (𝑡)𝐧 (𝑡) ∙ 𝐃 ∙ 𝐧(𝑡)d𝑡))d𝐃 (3.21) 

Similar to equation 3.16, S and S0 represent the signal intensity at time t with and 
without magnetic field gradients, respectively. 𝑃(𝐃)  is a continuous diffusion 
tensor distribution. 

Then, introducing the encoding tensor (or b-tensor) [3, 4]: 
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𝐛 = 𝑞 (𝑡)𝐧(𝑡) ∙ 𝐧 (𝑡)𝑑𝑡. (3.22) 

The b-tensor can also be expressed as the tensor-valued encoding spectrum b(ω), 
which varies with frequency. The spectrum of the encoding tensor b(ω) is derived 
from time-dependent gradient vector g(t), time-dependent dephasing vector q(t), 
and spectrum of the dephasing vector q(ω) [12, 45], 𝐪(𝜔) = 𝐪(𝑡) exp(i𝜔𝑡) d𝑡, (3.23) 𝐛(𝜔) = 𝐪(𝜔) ⋅ 𝐪(−𝜔). (3.24) 

The equation 3.21 rewrite as: 𝐛( ) = 𝑃 𝐃(𝜔) exp − 𝐛(𝜔):𝐃(𝜔)d𝜔 d𝐃(𝜔)(3.25) 

where, 𝑃 𝐃(𝜔)  is the continuous diffusion spectrum distributions, also denote 𝐃(𝜔)-distribution, and  𝐛(𝜔):𝐃(𝜔) = ∑ ∑ 𝑏 (𝜔)𝐷 (𝜔) (3.26) 

When the complete ω-dependent and tensorial representation of b(ω) is utilized for 
encoding experimental data, it is helpful to summarize its key aspects using centroid 
frequency ωcent [48], the magnitude b [49, 50] and the normalized anisotropy bΔ [51]. 
These variables are defined through the following equations: 𝑏(𝜔) = trace 𝐛(𝜔) . (3.27) 

𝜔 = | | ( )( ) . (3.28) 

𝐛 = 𝐛(𝜔)d𝜔. (3.29) 𝑏 = trace 𝐛 = 𝑏(𝜔)d𝜔 (3.30) 

and 𝑏 = (𝑏 − ). (3.31) 

In equation 3.29, b is the conventional (ω -independent) b-matrix [49], bxx, byy and 
bzz are the eigenvalues [52]. 
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In summary, the sensitivity of the MRI signal to different types of motion can be 
measured using the tensor-valued encoding spectrum b(ω) [45, 53]. The trace of this 
spectrum represents the dephasing power spectrum [20], which is relevant for 
isotropic restricted diffusion. The integral of the spectrum over ω corresponds to the 
conventional b-matrix [49], providing information about diffusion anisotropy. 
While most studies focus on either the frequency-dependent [12] or tensorial [13] 
aspects of the encoding, Lundell et al. [54] proposed combining them into a unified 
multidimensional framework, about this we will introduce in the chapter 5. 
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4 Phantoms 

When developing new MRI methods, one of the significant challenges is the 
validation and optimization of these methods. This involves validating pulse 
sequences, data processing pipelines, and implementing them on both preclinical 
and clinical MRI scanners. To accurately test the reliability and precision of our 
MRI processes, it is essential to design a diverse range of samples that accurately 
replicate the pathological conditions observed in biological tissues. These samples 
are commonly referred to as "phantoms" in MRI terminology. In this chapter, we 
will provide a more detailed explanation of the different phantoms used in this 
thesis. 

4.1 Liquid crystal phantom 
A phantom type composed of aqueous surfactant mixtures [55, 56] that can self-
assemble into liquid crystalline phases with isotropic or anisotropic structures of 
different symmetries has been synthesized with varying microstructures [51, 57]. 
This section will introduce the basic knowledge of surfactants, the development of 
a lamellar liquid crystal phantom, and the characterization methods employed in this 
study. 

4.1.1 Surfactants 

 

Figure 4.1: (A) Schematic illustration of a surfactant featuring a hydrophilic head and a hydrophobic 
tail. (B) The chemical structure of sodium octanoate, which was employed in this thesis. 
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Surfactants are a type of amphiphilic molecule, as depicted in Figure 4.1(A). They 
are composed of two parts: a hydrophilic head group that is attracted to water and a 
hydrophobic tail that repels water. Surfactants are commonly encountered in our 
everyday lives, present in products such as soaps and detergents. There are diverse 
types of surfactants, each exhibiting unique characteristics. The properties of a 
surfactant are primarily determined by the presence and type of charge carried by 
its head group. In Figure 4.1(B), we have specifically depicted chemical structure 
of sodium octanoate, which is utilized in this thesis. 

4.1.2 Lyotropic liquid crystals 
Lyotropic liquid crystals have a well-defined microstructure resembling that of a 
crystal. These liquid crystals are composed of two or more components that display 
liquid-crystalline properties within a specific concentration range. In the lyotropic 
phases, the constituents are enveloped by solvent molecules, which enhance the 
fluid nature of the system. 

 

Figure 4.2: Liquid crystal structures under varying surfactant concentrations. The arrow indicates an 
increase in surfactant concentration, leading to the emergence of distinct structures. The illustrated liquid 
crystal structures from left to right are: Micelle, Hexagonal, Lamellar, Cubic, and Reverse hexagonal. 
These figures of liquid crystal structures were reproduced from reference [55]. 

Typically, lyotropic crystals consist of surfactants and water as their constituents. 
When surfactants are dissolved in water, their self-assembly can give rise to various 
liquid crystal structures. The specific structures formed depend on the concentration 
ratios of the constituents [55]. At very low surfactant concentrations, the surfactant 
molecules disperse randomly without any order. As the surfactant concentration 
increases, the molecules spontaneously assemble into micelles. Further increases in 
concentration lead to the successive emergence of the hexagonal phase, lamellar 
phase, and reversed hexagonal phase. Figure 4.2 illustrates some surfactant 
geometries, with the arrow in the diagram representing an increase in surfactant 
concentration, resulting in the formation of distinct structures. In these self-
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assembled structures, the hydrophobic tails cluster together, while the hydrophilic 
head groups remain in contact with water. For example, in the lamellar phase, water 
moves between two surfactant bilayers, whereas in the reversed hexagonal phase, 
water moves along the axial direction. The formation of these structures is governed 
by the interactions between the surfactant components and water. 

However, not all mixtures of surfactants and water can form all the mentioned in 
Figure 4.2. phases. To promote the formation of additional liquid crystal phases, the 
inclusion of a partially hydrophilic co-surfactant, such as this long-chain alcohol (1-
decanol), is necessary. Figure 4.3 illustrates a three-component phase diagram, 
depicting an aqueous mixture of a sodium octanoate, 1-decanol, and water. The 
phase diagram consists of six different phases: two isotropic solution phases, three 
liquid crystalline phases, and a solid surfactant phase. It is worth noting that in 
binary mixtures with water, the surfactant forms only micelles and a hexagonal 
phase. The introduction of 1-decanol triggers a transition to the lamellar phase and 
at higher 1-decanol concentrations, to reversed structures such as and reversed 
hexagonal and reversed micellar phases [55]. 

 

Figure 4.3: A ternary phase diagram of the sodium octanoate-decanol-water system at room 
temperature. The diagram exhibits two isotropic solution phases, namely micellar and reversed micellar 
phases, along with three liquid crystalline phases: hexagonal, lamellar, and reversed hexagonal phases. 

Furthermore, lyotropic liquid crystals possess a crucial property where their self-
assembled structures can be tuned by varying the concentration, even within the 
same phase. For example, in lamellar phases, the distance between two layers 
increases with an increase in water concentration. As shown in Figure 4.3, there are 
extremely broad regions with different concentrations that exhibit a pure lamellar 
phase. In this thesis, a lamellar liquid crystal was prepared by using the composition 
85.79 wt% MilliQ, 9.17 wt% 1-decanol and 5.04 wt% sodium octanoate, the 
corresponding microstructure is a stack of surfactant bilayers intercalated by water, 
giving rise to a 2D anisotropic diffusion of water. 
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4.1.3 Polarized light microscopy for studying liquid crystals 
Polarized light microscopy is a powerful technique used to distinguish between 
various microstructures of liquid crystals [58]. This method involves shining 
polarized light through a sample and observing how the light behaves as it passes 
through the material. When polarized light encounters anisotropic materials like 
liquid crystals, it can split into two rays with different refractive indices due to the 
material's molecular alignment. This phenomenon is known as birefringence. By 
analyzing the patterns and colours generated by the interaction of polarized light 
with liquid crystals, researchers can gain insights into the arrangement and 
orientation of the molecules within the sample.  

Figure 4.4(A) illustrates a polarized light microscope configuration. This optical 
apparatus comprises a detector, lenses, and polarizing filters. The initial filter selects 
a specific light polarization, aligning the waves in a single direction. The second 
filter further refines this orientation. When the two filters are positioned 
perpendicular to each other, no light waves can pass through. Placing a sample in 
the light's path allows it to split into two rays with distinct delays if the sample is 
birefringent. The second filter only allows waves affected by the sample's 
polarization to pass, making the sample visible. For liquid crystal samples, 
transmitted waves undergo changes, affecting interference patterns after the second 
filter and altering the image's color. 

 
Figure 4.4: A schematic illustration of a polarized light microscope, and the textures of liquid crystals. 
(A) A diagram of a polarized light microscope, which consists of a detector, lenses, and two perpendicular 
polarizing filters, reproduced from ref. [59]. (B) Textures of lamellar and hexagonal liquid crystals 
observed through polarized light microscopy. 

In cases of isotropic phases, the images from light microscopy appear black, 
whereas anisotropic phases generate bright images. Various anisotropic phases 
display unique patterns when observed through polarized light microscopy. Figure 
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4.4(B) provides visual examples of the characteristic textures found in lamellar and 
hexagonal liquid crystal phases [60]. Through analysis of images acquired via 
polarized light microscopy, it becomes feasible to identify the specific phases within 
samples, enabling differentiation between lamellar and hexagonal phases. 

4.1.4 2H NMR spectroscopy to determine liquid crystals  
Another very useful technique for determining surfactant phase behavior is NMR 
spectroscopy, specifically through the observation of quadrupole splitting in 
deuterium (2H) NMR spectroscopy [55, 61]. This technique involves obtaining 
signals from either heavy water or deuterium-labeled surfactants. Different patterns 
observed in the 2H spectra correspond to different phases, allowing for direct 
identification of the phases based on these spectra patterns. 

The water-surfactant interface induces slight orientational anisotropy in the nearby 
water molecules. The orientational anisotropy can be detected as a quadrupole 
splitting in the 2H spectrum of 2H2O. The expression for quadrupole splitting (∆𝜐 ) 
is given by [61]:  ∆𝜐 (𝜃𝐦𝐥) = 𝜒𝑃 (cos𝜃𝐦𝐥) (4.1)  

where 𝐥 is the direction of the externally applied magnetic field, 𝐦 is the direction 
of the H − O  chemical bond, 𝜃𝐦𝐥  is the angle between 𝐦  and 𝐥 .  𝜒  is the 
quadrupole coupling constant, the value of 𝜒  is 254kHz in water [62]. 𝑃 (cos𝜃𝐦𝐥) = ( 𝐦𝐥)  is the second Legendre polynomial.  

 

Figure 4.5: 2H spectra patterns for different phases. (a) One isotropic phase. (b) One anisotropic 
phase. (c) One isotropic phase and one anisotropic phase [61]. 

Equation 4.1 indicates that ∆𝜐  is proportional to the time average of 𝑃 (cos𝜃𝐦𝐥). 
In cases of isotropic samples (such as micellar, sponge, cubic phases), the value of 𝑃 (cos𝜃𝐦𝐥) is zero, leading to no splitting and resulting in a narrow singlet in the 
spectrum. Conversely, for anisotropic samples, the interaction between the 



50 

surfactant and water causes water molecules in the immediate interface area to 
experience reorientation, introducing residual quadrupolar couplings and resulting 
in a non-zero value of 𝑃 (cos𝜃𝐦𝐥). As depicted in Figure 4.5, isotropic phases 
(micellar, sponge, or cubic) exhibit a narrow singlet, while anisotropic phases 
(hexagonal or lamellar) produce a doublet pattern [55]. 

4.2 Yeast cells 
Yeat cells, known for their spherical shape, were used early as a model system to 
show the effect of restricted diffusion [63]. Additionally, yeast cells have been 
employed to validate double diffusion encoding (DDE) for achieving sensitivity to 
microscopic anisotropy [64]. In this case, the shape of the yeast cells was 
manipulated through irradiation and subsequent culturing, resulting in two samples 
of yeast cells with varying eccentricities. Both samples exhibited distinguishable 
differences in DDE signals acquired with co-linear and orthogonal gradient pairs. 
In recent experiments involving tensor-valued encoding, spherical yeast cells were 
utilized to create isotropic compartments within systems demonstrating intra-voxel 
variation in anisotropy [41, 65, 66]. 

 

Figure 4.6: Microscopic structure of yeast cell suspension, depicting spherical shells representing cell 
membranes that separate intra- and extracellular water. The smaller and larger grey spheres on the right 
correspond to the intra- and extracellular water diffusion tensors. Figure is adapted with permission for 
ref. [41]. 

A yeast cell suspension was prepared by shaking equal volumes of fresh baker's 
yeast, purchased from a local supermarket, with tap water in a glass tube. The 
suspension was allowed to settle overnight at room temperature, and the clear 
supernatant was discarded. Figure 4.6 visually demonstrates the micrometer-scale 
structure of the yeast cell suspension, depicting spherical shells as cell membranes 
that separate the intra- and extracellular water compartments. In the cell suspension, 
two distinct water populations can be observed: intracellular (where water is 
confined within cells of approximately 5 µm in diameter) and extracellular (where 
water moves within the gaps between cells). Both populations exhibit isotropic 
diffusion, but with significant differences in apparent diffusivity. Within the scope 
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of this thesis, yeast cells were used as a sample to illustrate the effects of restricted 
diffusion in our recently developed encoding technique, which is double rotational 
encoding of the q-vector. 

4.3 Brine solution 
As shown in Figure 4.7, the phantoms were prepared to exhibit fast and slow 
isotropic gaussian diffusion. To mimic fast isotropic gaussian diffusion, pure water 
was utilized with a diffusion coefficient of approximately 2.3 ×10-9m2/s at 25°C. For 
the preparation of the phantom with slow isotropic gaussian diffusion, a sample was 
obtained with only a single H2O peak in the 1H spectrum, but with a diffusion 
coefficient approximately five times slower than pure water. To achieve this, a 
concentrated magnesium nitrate (Mg(NO3)2) solution was prepared. The saturated 
solution of Mg(NO3)2 was found to yield the desired diffusion coefficient for H2O, 
approximately 0.49 ×10-9m2/s [67]. However, the T2 value of the saturated 
Mg(NO3)2 solution was higher (around 500 ms) than the intended T2 value (around 
100 ms). To address this, a 0.27 wt% saturated cobalt nitrate (Co(NO3)2) solution 
was added to the saturated magnesium nitrate solution. This addition served to 
enhance the transverse relaxation of water protons in the solution by introducing 
paramagnetic dopants (Co2+) [68]. 

 

Figure 4.7: Phantoms with fast and slow isotropic Gaussion diffusion. (A) pure water. (B) “brine” 
concentrated magnesium nitrate solution in water, to enhance the transverse relaxation of water proton 
in the solution by introducing paramagnetic dopants (Co2+). 
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5 Advanced diffusion encoding  

Temporal variations in magnetic field gradients give rise a phenomenon that makes 
the MRI signal sensitive to molecular motion, including bulk diffusion, flow, time 
and frequency dependence ("restriction"), anisotropy, and exchange. The commonly 
used pulsed gradient spin-echo sequence can provide information about all these 
aspects. However, there has been a recent increase in interest in understanding how 
MRI can investigate specific characteristics of stochastic processes. Advanced 
diffusion MRI methods incorporating specialized diffusion encoding schemes have 
shown potential for clinical research applications [69]. Notable examples include 
using oscillating gradients to estimate cell sizes [10, 32] and tensor-valued encoding 
to characterize cell shapes [11] in breast tumors. Lundell et al. [54] proposed 
combining them into a unified multidimensional framework. This approach was 
demonstrated using gradient waveforms derived from the magic angle spinning 
(MAS) technique in solid-state NMR spectroscopy [70, 71]. In the following, we 
will introduce the magic angle spinning of the q-vector method and then present the 
design of gradient waveforms using the "double-rotation" technique, enabling 
comprehensive exploration of the 2D frequency-anisotropy space. 

5.1 Magic angle and variable angle spinning of the q-
vector 

At certain specific frequency values, an axially symmetric tensor-valued encoding 
spectrum b(ω) - simplified as the frequency-independent diffusion encoding tensor 
denoted as b-tensor - can be acquired by choosing a q-vector trajectory. In 
particular, the q unit vector (n(t)) in equation 3.20 is calculated by rotating the initial 
unit vector n(0) = [0, 0, 1]T. The unit vector trajectory is expressed as:  𝐧(𝑡) = 𝐑 (𝜓(𝑡))𝐑 (𝜉)  [0, 0, 1]T. (5.1) 

here, Rz and Ry are Euler rotation matrices, ζ is the inclination angle of the q-vector 
relative to the z-axis, and ψ is the time-dependent azimuthal angle of rotation about 
the z-axis increases from 0 to 2π during the time t from 0 to τ. The unit vector 
trajectories are then converted into q-vector trajectories qi(t) and gradient 
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waveforms gi(t), as detailed in previous work [70, 71]. The trace of the b-tensor is 
denoted as b, calculated using equation 3.22. The anisotropy of b-tensor, referred to 
as bΔ ("shape"), is determined by the polar angle ζ , as described in [57]: 𝑏∆ = 𝑃2(cos𝜁), (5.2) 

where 𝑃2(cos𝜁) is the second-order Legendre polynomial, 

𝑃2(cos𝜁) = 3cos2𝜁−12 . (5.3) 

At the magic angle 𝜁=𝜃m ≅ 54.7°, 𝑃2(cos𝜃m) = 3cos2𝜃m−12 = 0. This signifies that 
isotropic diffusion encoding is achieved by maintaining the q-vector at a constant 
inclination angle equal to the magic angle, as depicted in Figure 5.1 (A). This 
isotropic diffusion encoding leads to signal attenuation where the anisotropic 
contribution diminishes, in contrast to the signal attenuation observed in 
conventional diffusion encoding where both isotropic and anisotropic contributions 
play a role. The distinct signal patterns produced by these two different diffusion 
encodings allow for the differentiation of microscopic structures when anisotropic 
components are present [70, 71]. 

 

Figure 5.1: Spin-echo with MAS encoding and variable angle spinning. (A) A schematic of the spin-echo 
with MAS encoding is presented, illustrating smooth modulated gradients x, y, and z in red, green, and 
blue, respectively, which is an isotropic diffusion encoding. The corresponding 3D MAS q-vector 
trajectory is also shown (left). (B) Different shapes (𝑏∆) achieved through variable angle spinning are 
presented, accompanied by their corresponding tensor-valued encoding spectrum 𝑏(𝜔) and gradient 
waveforms. Superquadric tensor glyphs along the vertical axis illustrate the b-tensor for selected 𝑏∆.values. 
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Altering the inclination angle ζ yields various shapes of b-tensors, illustrated in Figure 
5.1 (B) along with the gradient waveforms gi(t) and corresponding tensor-valued 
encoding spectrum b(ω). Superquadric tensor glyphs [29] along the vertical axis 
depict b for chosen 𝑏∆ values, with the corresponding ζ obtained using equation 5.2.  

Magic angle and variable angle spinning of the q-vector provides the gradient 
waveforms gi(t) for certain specific frequency values ωcent and the normalized 
anisotropy bΔ ("shape"), which can detect the effects of shape D-tensors (𝐷∆  as 
depicted in Figure 2.5) [41, 66]. 

5.2 Double rotation of the q-vector  
Building on theory from magic-angle spinning [70] and variable-angle spinning 
[57], recently suggested double rotation (DOR) for comprehensive analysis of 
restricted-anisotropic self-diffusion system [53]. DOR unit vector trajectories were 
calculated by subjecting the vector n(0) = [0, 0, 1]T to a series of rotations (from 
right to left) Rz(ψ2)Ry(ζ2)Rz(ψ1)Ry(ζ1), where ζ1 = π/2 and ζ2 = 𝜃m ≅ 54.7° are the 
inclinations of the two rotation axes. The time-dependent angles of rotation ψ1 and 
ψ2 about the two axes are coupled by the relation ψ1 = nψ2, where n is an integer 
and ψ2 increases from 0 to 2π during the time t from 0 to τ. For more detailed 
derivation regarding DOR, please refer to paper II. Figure 5.2 presents the q-vector 
trajectories of the double rotation (DORn) technique and the corresponding gradient 
waveforms gi(t) with centroid frequency ωcent for the cases where bΔ = 0. Combining 
with Figure 5.1 B, DORn provides the gradient waveforms gi(t) for comprehensive 
sampling of the 2D space consisting of the centroid frequency ωcent and the 
normalized anisotropy bΔ ("shape") of the encoding tensor b(ω) with elements 
bij(ω), these variables have been defined through the equations 3.27-3.31. 

 

Figure 5.2: Double rotation (DORn) encoding with increasing centroid frequency ωcent for the bΔ = 0 
cases. From the top to bottom: 3D plots q-vector trajectories(top),  corresponding tensor-valued encoding 
spectrum 𝐛(𝜔)(middle) and gradient waveforms gi(t) (bottom). 
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The ability of the new gradient waveforms to give access to the complete 2D ωcent – 
bΔ plane is demonstrated by microimaging measurements in the chapter 3 introduced 
phantoms with well-defined restriction and anisotropy properties, namely and 
concentrated salt solution with isotropic Gaussian diffusion, a lamellar liquid crystal 
giving anisotropic Gaussian diffusion, and a yeast cell sediment exhibiting isotropic 
restricted diffusion. 

 
Figure 5.3: Demonstration of DOR encoding methods on different phantoms. (A) Data acquisition setup: 
data were acquired for 8 b values up to 6.44 × 109 s m-2 and 15 orientations. For each of these settings, 
the 2D ωcent values (different colors) and bΔ values (marker style) corresponded to the gradient waveforms 
by DOR methods. (B) Signal profiles from selected samples: experimental (markers) and fitted (line) 
normalized powder-averaged signal S/S0 plotted against the b value for phantoms with well-defined 
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diffusion properties. From top to bottom, the samples are as follows: tube-in-tube assembly of pure water 
and a concentrated solution of magnesium nitrate in water ("brine"), resulting in two isotropic Gaussian 
(ω-independent) components; Polydomain lamellar liquid crystal showing Gaussian parallel and 
perpendicular diffusivities, D∥ and D⊥; Sediment of yeast cells with intracellular (restricted diffusion) and 
extracellular (isotropic Gaussian diffusion) compartments. (C) Diffusion spectrum D(ω) results for the 
corresponding phantoms. 

Figure 5.3 presents the results of experimental data and corresponding fits for all 
examined samples. The results are depicted in log10(S) vs. b plots, where different 
marker styles and colors represent variations in dimensions bΔ  and ωcent. The 
experimental data are illustrated within the Figure 5.3. The alignment of all data 
points onto a single master curve in the log10(S) vs. b plot for the isotropic Gaussian 
phantom confirms consistent b-values obtained from all 24 waveforms used to 
sample the 2D (bΔ , ωcent) space. In the case of the anisotropic Gaussian phantom, 
the signal remains unaffected by ωcent but exhibits a strong dependence on bΔ , fitting 
well with the expression applicable to randomly oriented axisymmetric diffusion 
tensors [51].For the isotropic restriction yeast cell phantom, the behaviour of the 
signal is notably affected by ωcent, in alignment with the diffusion spectrum 
D(ω) associated with spherical restriction [20]. It's worth noting that for the 
isotropic restricted, even though it may seem to have a dependency on bΔ , 
the data points do not clearly segregate into distinct master curves due to the 
interaction between bΔ  and ωcent. Figure 5.3(A) illustrates the 24 investigated 
values in the 2D bΔ -ωcent space, revealing an actual alteration in the sampling grid 
ωcent linked to each bΔ. The slight correlation between bΔ  and ωcent is indeed a 
drawback of our current waveform generation approach. However, despite this 
drawback, the signal obtained from isotropic restricted and Gaussian components 
fits the acquired data extremely well, indicating that the data’s behaviour is not 
dependent on the value of bΔ. The resulting diffusivities are consistent with previous 
findings for intra- and extracellular water in yeast cell sediments [72]. 
In conclusion, the data presented in Figure 5.3 validate that the set of waveforms 
allows for a thorough exploration of the 2D bΔ -ωcent space in the context of 
multidimensional diffusion encoding. 
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6 Model-free quantitative metrics 

The integration of oscillating gradients and tensor-valued encoding within a single 
data collection process is driving the development of a cohesive approach to analyse 
the data. Drawing inspiration from the methods used to study the rotational 
dynamics of macromolecules through NMR [73], a technique known as "Model-
free," we have formulated a method to effectively report specific microstructural 
details of biological tissues using quantitative metrics. These metrics are not reliant 
on specific models. This approach is based on the existing nonparametric diffusion 
tensor distributions [74], which are then enhanced by incorporating a novel 
measurement related to frequencies-Lorentzian frequency dimension. 

In this section, we will initially introduce the concept of the model-free approach. 
Subsequently, we will demonstrate how we tested this approach on well-defined 
samples to ensure its reliability. Lastly, we will present the outcomes we obtained 
when applying this method to biological tissues. 

6.1 Model-free approach 
The concept of the model-free approach originates from the notion of deriving an 
analytical strategy without relying on any specific model for data analysis. This 
approach was initially introduced in the context of interpreting NMR relaxation 
experiments on macromolecules in solution by Lipari and Szabo [73]. In this 
framework, the dynamics information captured in relaxation experiments is 
succinctly characterized by two fundamental parameters: (1) a generalized order 
parameter denoted as S, which quantifies the degree of spatial restriction of motion, 
and (2) an effective correlation time, τe, which signifies the rate of motion. The 
corresponding spectral density is mathematically expressed as [73]: 𝐽(𝜔) = ( ( ) + ( )( ) ), (6.1) 

where 𝜏 = 𝜏 + 𝜏 . (6.2) 
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here, τM represents the overall motion correlation time. 

This approach is termed "model-free" because the spectral density derived from 
equation 6.1 is constructed without invoking a specific model for internal motions, 
because the parameters S and τM are defined in a model-independent manner. The 
experimental relaxation data were fitted using a least-squares approach with 
equation 6.1, with S² and τe considered as the only adjustable parameters. Numerical 
values for S² and τe can then be obtained through the fitting of experimental 
relaxation data. Subsequently, we can interpret the corresponding motion within the 
framework of a specific model based on the derived S² and τe values. This approach's 
logic differs from the traditional method, where the spectral density is evaluated 
based on a pre-established model structure. Instead, here, the analysis of data does 
not rely on a predetermined model structure; the system's motion model is 
determined based on the obtained parameters. 

We introduce the “model-free” approach to estimate nonparametric D(ω)-
distributions by global inversion of data acquired as b(ω)-encoded, quantify the 
restricted and anisotropic diffusion of water within heterogeneous biological tissues, 
employing nonparametric distributions of tensor-valued Lorentzians [20, 45]. 
Specifically, for heterogeneous systems comprised of multiple sub-ensembles, 
ensembles of discrete D(ω)-distributions are estimated for each set of b(ω)-encoded 
signals via Monte Carlo inversion [75]. In the principal axis system, axially 
symmetric D(ω) is characterized by frequency-dependent axial and radial 
eigenvalues, DA(ω) and DR(ω), which are described using Lorentzian transitions 
between the zero-frequency values, DA and DR: 𝐷 / (𝜔) = 𝐷 − // / . (6.3) 

here, D0 represents the high-frequency isotropic diffusivity, while ΓA and ΓR denote 
the frequencies at the centres of the transitions. In the lab frame, D(ω) is given by 𝐃(𝜔) = 𝐑(𝜃,𝜙) ∙ 𝐃 (𝜔) ∙ 𝐑 (𝜃,𝜙). (6.4) 

where θ and φ are polar and azimuthal angles, R(θ, φ) is a rotation matrix. The sub-
ensemble D(ω)-distribution information obtained from experiments can be 
comprehensively described by the statistical weight w and the parameter set [DA, 
DR, θ, φ, D0, ΓA, ΓR]. 

The DA(ω) and DR(ω)，as defined in equation 6.3, is derived without relying on 
specific diffusion models (like restricted, isotropic, or anisotropic diffusion)，we 
just impose sensible limitations on the elements of the D(ω)-distributions, which 
involves that the ω-dependence of tensor eigenvalues follow a Lorentzian pattern 
[20, 45] and tensor shapes are axisymmetric [51]. As a result, the associated 
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statistical weight w and the parameter set [DA, DR, θ, φ, D0, ΓA, ΓR] remain free from 
predefined models. The values for w and the set [DA, DR, θ, φ, D0, ΓA, ΓR] for each 
sub-ensemble can be obtained from the data. This helps us figure out what types of 
diffusion exist in the samples we're studying, and how they are spread out. This 
gives us insight into new information about the structures we didn't know about 
before. It's a useful way to discover small-scale structures in living tissues that we 
hadn't seen previously. 

The proposed methodology is validated through various experiments, including 
phantom validation, studies on ex vivo mouse brain tissue and tumor tissues. 
Subsequent sections will present the corresponding outcomes obtained from 
different samples. 

6.2 Phantom validation 
For visualization purposes, the 𝐃(𝜔)-distributions in the primary analysis space 
[DA, DR, θ,φ, D0, ΓA, ΓR] are assessed at specific ω values using equation 6.3, 
resulting in [𝐷A(𝜔), 𝐷R(𝜔), θ, φ,], and projected onto the dimensions of isotropic 
diffusivity Diso(𝜔) and squared normalized anisotropy 𝐷∆(𝜔) through the following 
equations: 𝐷 (𝜔) = ( ) ( ). (6.5) 

and 𝐷∆(𝜔) = ( ) ( )( ) ( ) . (6.6) 

Experimental validation of this approach is presented in Figure 6.1 using two 
samples with well-defined restriction and anisotropy properties: a yeast cell 
sediment and an assembly of glass tubes containing pure water, saturated salt 
solution, and lamellar liquid crystal. These qualitative observations of restriction 
and anisotropy from the raw signal data are further elaborated upon and detailed 
through the obtained D(ω)-distributions. The yeast sample comprises two isotropic 
(𝐷∆(𝜔) = 0) pools, one Gaussian (ω-independent) and one restricted (ω-dependent) 
originating respectively from the extracellular and intracellular spaces separated by 
nearly impermeable plasma membranes [76]. The composite phantom exhibits three 
Gaussian pools, one of which is anisotropic with a 𝐷∆(𝜔)  value of 0.25, consistent 
with the essentially two-dimensional diffusion of water confined to the nanometre-
scale gaps between the planar detergent bilayers in a lamellar liquid crystal [57]. 
The sensitivity to ωcent/2π in the examined range of 20-260 Hz for the yeast cell 
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sediment suggests restriction within micrometre-scale compartments, while the 
dependency on 𝑏∆ for the composite phantom reveals anisotropy. 

 

Figure 6.1: 𝐃(𝜔) distributions obtained through Monte Carlo inversions of 𝑏(𝜔) −encoded signals on 
Phantoms. (A) The results from a yeast cell sediment. (B) The outcomes from a composite phantom 
containing glass tubes filled with diverse substances, including pure water, a magnesium nitrate-
saturated solution (brine), and a lamellar liquid crystal. These 𝐃(𝜔)-distributions are projected onto the 
2D plane and 1D axes representing isotropic diffusivity (Diso) and squared normalized anisotropy (𝐷∆ ) for 
five specific 𝜔 values, visualized using a linear grayscale of contour lines. It's important to note that while 
the intracellular water within the yeast displays 𝜔 dependent restricted behavior, the other four water 
pools demonstrate Gaussian behavior that remains unaffected by 𝜔 within the examined 𝜔 /2π range of 
20 to 260 Hz. 

6.3 Quantitative assessment of biological tissues 
Illustration of the proposed method's application to quantify microstructural 
properties within biological tissues, including ex vivo rat brain and excised tissue 
from a xenograft model of neuroblastoma [77]. 

To derive parameter maps, the extensive data within the D(ω)-distributions is 
summarized by computing the means E[x], variances Var[x], and covariances 
Cov[x,y] across relevant dimensions and segmented divisions ("bins") of the 
distribution space [74, 78]. 

Although the D(ω)-distributions cover a wide range of ω values, our encoding 
process has primarily concentrated on investigating the more limited span between 
the minimum and maximum ωcent values. This specific range holds particular 
importance for interpretation. Building upon previous research utilizing oscillating 
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gradient encoding [48, 79, 80], we measure the impact of restriction by quantifying 
the finite difference approximation of metric changes within the examined 
frequency window. Δ ⁄ E 𝐷 = ( ) ( )( )⁄  (6.7) 

 
Figure 6.1: Parameter maps derived from the per-voxel 𝐃(𝜔) distributions obtained for ex-vivo rat brain 
and tumor tissues. (A) Definition of bins in the 2D Diso- D∆

2 projection, and visualization of per-bin signal 
fractions [fbin1,fbin2,fbin3] indicated by color. (B) Statistical descriptors E[x], Var[x], and Cov[x,y] presented 
across the Diso and DΔ

2 dimensions of the D(ω)-distributions (ω/2π = 53 Hz). (C) Depiction of frequency-
induced rate changes, Δω/2π for per-voxel. (D) Bin-resolved signal fractions and means E[x] for diffusion 
metrics at ω/2π = 53 Hz, represented through a blue-green-red color scale on the horizontal axis. 
Orientation color-coding is derived from lab-frame diagonal values [Dxx,Dyy,Dzz] normalized by the 
maximum eigenvalue D33. (E) Bin-resolved rates of frequency-induced changes. 

Figure 6.1 presents a compilation of maps showcasing statistical descriptors E[Diso], 
E[D∆

2], Var[Diso], Var[D∆
2], and Cov[Diso,D∆

2] on a per-voxel and bin-resolved basis 
for rat brain and tumor tissues. These descriptors are typically associated with 
tensor-valued encoding [69, 74] and provide insights into the (rates of) changes in 
diffusivity metrics with frequency, including Δ ⁄ E 𝐷 ,which is used to 
visualize oscillating gradient encoding results [48, 79, 80]. Additionally, novel 
metrics that correlate information about restriction and anisotropy are also 
presented. 

A noteworthy aspect in the case of rat brain tissue is the distinction between high- 
and low- D∆

2 components with similar Diso values (bin1 and bin2). Furthermore, the 
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effects of restricted diffusion are linked to the low- D∆
2 component (bin2) as 

depicted in Figure 6.1(E). 

The maps of the excised tumor display a region characterized by significant 
restricted diffusion effects (high Δ ⁄ E 𝐷 ). Additionally, there are areas 
showing elevated Var[Diso], attributed to the presence of both low- and high- Diso 
water compartments within the same imaging voxel. This occurrence might stem 
from factors including densely populated tumor regions, the presence of 
formaldehyde solution, or tissues with compromised membranes. 

Our study has shown that the successful fitting of experimental data and achieve 
expected outcomes. However, it's important to highlight that our simplified model 
is based on mathematical expressions for restricted diffusion in confined spaces, as 
described in Paper III of the methods section. We've worked to find a good balance 
between being physically accurate, mathematically practical, and useful for real-
world applications, while also avoiding making overly complex interpretations. Our 
approach involves using specific mathematical components and techniques, like 
tensor-valued Lorentzian functions and Monte Carlo analysis, to extract valuable 
insights from the data without adding unnecessary confusion. 
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7 Concluding remarks 

In conclusion, this Ph.D. thesis introduces a novel diffusion MRI framework 
designed to unravel and characterize microscopic tissue environments across the 
multidimensional space of anisotropic and restricted diffusion. Inspired by signal 
encoding techniques in solid-state NMR and data inversion strategies in 
macromolecular rotational dynamics, we developed innovative acquisition and 
analysis protocols. This signal encoding novel approach generates a flexible family 
of modulated gradient waveforms, allowing for comprehensive exploration of the 
2D frequency-anisotropy space, and the data inversion strategy yields model-
independent quantitative metrics, facilitating the inversion of experimental data 
obtained through the novel signal encoding technique. This innovative diffusion 
MRI framework holds promise for assessing microstructural properties in 
heterogeneous tissues with distinct anisotropy and restriction attributes. 

The development of this protocol unfolded across multiple papers, phantom 
development (Paper I), addressing new signal encoding theory (Paper II), theoretical 
establishment of data inversion (Paper III), and application in in vivo studies (Paper 
IV). The individual conclusions from these papers are summarized as follows: 

Paper I: The study demonstrates a successful method for creating a lamellar liquid 
crystal phantom that mimics diffusive properties of layered structures found in 
intracranial tumors. The phantom, tailored for whole-body MRI, primarily consists 
of pure lamellar regions, enabling validation of new diffusion MRI techniques for 
assessing layered microstructures in the brain. 

Paper II: Our approach employs advanced motion-encoding gradients that flexibly 
detect both restricted and anisotropic diffusion within a unified multidimensional 
framework. The proposed double-rotation gradient waveforms enable 
comprehensive sampling of both the frequency and "shape" dimensions of diffusion 
encoding, crucial for detailed characterization of restriction and anisotropy in 
materials like brain tissues. These waveforms, derived from simple geometry and 
expressed through compact mathematics, are suitable for preclinical investigations 
and can potentially be adapted for human in vivo studies through numerical 
optimizations. 

Paper III: Through establishing connections between NMR analysis of rotational 
dynamics in macromolecules and diffusion MRI in biological tissues, we formulated 
model-free analysis strategies. These strategies enable the examination of data using 
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the data acquisition method described in Paper II. To illustrate the practicality of 
this approach, we employed it on MRI phantoms containing various well-defined 
water pools, including the lamellar liquid crystal phantom developed in Paper I. This 
work represents a significant step towards model-free investigations of restriction 
and anisotropy in heterogeneous biological tissues, with implications for 
understanding microstructural changes associated with pathology or normal brain 
development. 

Paper IV: Incorporating diffusion frequency in multidimensional diffusion-
relaxation correlation MRI enables better depiction of diffusion signals in tissues 
such as gray matter and tumors. This approach facilitates correlation between 
frequency-dependent diffusion and diffusion shape, diffusivity, orientations, and 
relaxation rates. It offers broader applicability and avoids overestimation of 
diffusivity and micro-anisotropy, even in the case of restricted diffusion behavior. 

Our experimentation with phantoms, ex vivo rat brains, and tissue sample from 
human tumors has effectively showcased the adaptability and practicality of our 
innovative diffusion MRI approach in capturing microstructural properties. This 
breakthrough not only opens new prospect for investigating intricate multi-
component tissues within both tumors and healthy brains but also lays the 
foundation for potential clinical applications. Moving forward, the next step 
involves further refining our encoding protocol to optimize its performance and 
suitability, paving the way for its eventual application on clinical scanner. 
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