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Stanisªaw Ja±kowskiA PROPOSITIONAL CALCULUS FORINCONSISTENT DEDUCTIVE SYSTEMS∗1. The origin of the problem�The prin
iple that two 
ontradi
tory statements are not both true is themost 
ertain of all.� This is how Aristotle (quoted after �ukasiewi
z [12℄,p. 10) formulates the opinion known as the logi
al prin
iple of 
ontradi
tion.Examples of 
onvin
ing reasonings whi
h nevertheless yield two 
ontradi
-tory 
on
lusions were the reason why others sometimes disagreed with theStagirite's �rm stand. That was why Aristotle's opinion was not in the leastuniversally shared in antiquity. His opponents in
luded Hera
litus of Ephe-sus, Antisthenes the Cyni
, and others (
f. �ukasiewi
z [12℄, p. 1). In theearly l9th 
entury Hera
litus' idea was taken up by Hegel, who opposed to
lassi
al logi
 a new logi
, termed by him diale
ti
s, in whi
h 
o-existen
eof two 
ontradi
tory statements is possible. That opinion remains to thisday as one of the theoreti
al foundations of Marxist philosophy, as the fol-

∗ Editorial note. Read at the meeting of se
tion A, So
ietatis S
ientiarum Torunen-sis, 19th Mar
h 1948. Published in Polish under the title �Ra
hunek zda« dla systemówdeduk
yjny
h sprze
zny
h�, in: Studia So
ietatis S
ientiarum Torunensis, Se
tio A, Vol. I,No. 5, Toru« 1948, pp. 57�77. In original version the Polish notation was used.It is the se
ond English version of this paper. The �rst one � translated by OlgierdWojtasiewi
z � was published under the title �Propositional 
al
ulus for 
ontradi
torydedu
tive systems�, in Studia Logi
a, Vol. XXIV (1969), pp. 143�157. The present versionis a small variation of the previous one. The 
hief di�eren
e is the 
hange of the originalPolish notation (done by A. Pietrusz
zak) into modern and standard one.For further Editorial Notes see Notes (denoted in the text by natural numbers) at theend of the paper.



36 Stanisªaw Ja±kowskilowing authors refer: prof. S
ha� ([16℄, pp. 113�121, 142�143), Wudel ([22℄).Chwistek ([3℄, pp. 25�) voi
es his doubts as to whether diale
ti
s is ne
es-sary for that Weltans
hauung, and prof. Ossowski ([14℄) holds that peoplewhose opinions di�er widely from Marxism a

ept obvious 
ontradi
tions(
f. �ukasiewi
z [12℄, pp. 36�38). In a paper by the present author ([7℄) thereader 
an �nd 
ertain introdu
tory explanations 
on
erned with the issuehere under 
onsideration.In the early 20th 
entury the in
reasing pre
ision of logi
al resear
hknown as logisti
s, mathemati
al logi
, and symboli
 logi
, resulted in arevival, in a new, and more pre
isely formulated form, of some problemsknown to the an
ients, and also in the dis
overy of many other reasoningswhi
h yield 
ontradi
tions in theories whi
h up to then had been a

eptedas 
orre
t. These reasonings were termed antinomies, the better known anti-nomies being those of Burali-Forti, Russell ([15℄, p. 102), Ri
hard et
. (
f.Chwistek [3℄, pp. 18, 53, 54, 127). Russell's antinomy brought about a 
risisin Cantor's set theory and also in Frege's dedu
tive formalized logi
al sys-tem. Consisten
y in those theories 
ould be restored only at the pri
e of
ertain restri
tions, su
h as the theories of logi
al types, the earliest of whi
his due to Russell ([15℄, 1st ed., pp. 523�528, [21℄, 2nd ed., pp. 37�65), andthe simplest is Chwistek's simpli�ed type theory (
f. [3℄, p. 129), whi
h hasthe form of synta
ti
al rules for a symboli
 language and su�
es to eliminatesome of the logi
al antinomies, in
luding that of Russell. The prin
iple ofmaking distin
tion between two (and sometimes more) languages, to whi
honly one language 
orresponds in everyday usage, means a mu
h greater de-viation from the 
urrent use of language. That distin
tion is to be madebetween the language of a theory and the language in whi
h we 
an dis
ussthe properties of the former language. The latter language is termed thelanguage of methodology or, as is done by Hilbert (
f. [6℄, vol. 1, p. 44), thelanguage of a metasystem for the theory formulated in the former language.This distin
tion between languages is at varian
e with the natural strivingsyntheti
ally to formulate all the truths we know in a single language, andthus renders a synthesis of our knowledge more di�
ult.The transfer of Aristotle's prin
iple of 
ontradi
tion to 
ontemporarylogi
 risks a misunderstanding. As is known, in mathemati
al logi
 referen
eis made to senten
es and terms, and not to judgements and 
on
epts, as wasdone by Aristotle. The 
ontemporary formal approa
h to logi
 in
reases thepre
ision of resear
h in many �elds, but it would not be 
orre
t to formulateAristotle's prin
iple of 
ontradi
tion as: �Two 
ontradi
tory senten
es arenot both true.� We have namely to add: �in the same language� or �if the
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urring in those senten
es have the same meanings�. This reservationis not always observed in every-day usage, and in s
ien
e too we often useterms that are more or less vague (in the sense explained by Kotarbi«ski [10℄,pp. 26�29), as was noti
ed by Chwistek ([3℄, p. 12). Any vagueness of theterm a 
an result in a 
ontradi
tion of senten
es, be
ause with referen
e tothe same obje
t X we may say that �X is a� and also �X is not a�, a

ordingto the meaning of the term a adopted for the moment.Finally it is known that the evolution of the empiri
al dis
iplines ismarked by periods in whi
h the theorists are unable to explain the resultsof experiments by a homogenous and 
onsistent theory, but use di�erent hy-potheses, whi
h are not always 
onsistent with one another, to explain thevarious groups of phenomena. This applies, for instan
e, to physi
s in itspresent-day stage. Some hypotheses are even termed �working� hypotheseswhen they result in 
ertain 
orre
t predi
tions, but have no 
han
e to bea

epted for good, sin
e they fail in some other 
ases. A hypothesis whi
h isknown to be false is sometimes termed a �
tion. In the opinion of Vaihinger[19℄ �
tions are 
hara
teristi
 of 
ontemporary s
ien
e and are indispensableinstruments of s
ienti�
 resear
h. Regardless of whether we a

ept that ex-tremist and doubtful opinion or not, we have to take into a

ount the fa
tthat in some 
ases we have to do with a system of hypotheses whi
h, if sub-je
ted to a too 
onsistent analysis, would result in a 
ontradi
tion betweenthemselves or with a 
ertain a

epted law, but whi
h we use in a way thatis restri
ted so as not to yield a self evident falsehood.All these 
onsiderations raise the issue whi
h shall be formulated pre
iselyin terms of mathemati
al logi
.2. The formulation of the problem�ukasiewi
z's [13℄ parenthesis-free notation is used [in the original text, butnot in the present translation; 
f. Editorial Note at the beginning of thepaper℄:
p → q means �if p, then q�,
p ∨ q �p or q�,
p ∧ q �p and q�,
p ↔ q �p if and only if q�,

¬ p �it is not true that q�.In any dedu
tive system S under 
onsideration, Le±niewski's usage of
alling all formulae asserted in that system the theses of the system S is
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overs both the axioms and the theorems dedu
ed from themor proved in any other way, spe
i�
 for the given system, for instan
e thosewhi
h satisfy a 
ertain interpretation, adequate for that system. By theassertion of a formula is meant that whi
h might be de�ned as a

eptan
eas universally true or universally valid, although further analysis will 
oversystems to whi
h this explanation does not apply.In the two-valued sentential 
al
ulus, usually symbolized as L2, thereis a well-known thesis whi
h shall here be termed the impli
ational law ofover�lling:
L21 p → (¬ p → q).A dedu
tive system S is 
alled in
onsistent, if its theses in
lude twosu
h whi
h 
ontradi
t one another, that is su
h that one is the negation ofthe other, e.g., T and ¬T . If any in
onsistent system is based on a two-valued logi
, then by the impli
ational law of over�lling one 
an obtain init as a thesis any formula P whi
h is meaningful in that system. It su�
esto substitute in L21 T for p and P for q and to apply the rule of modusponens twi
e. A system in whi
h any meaningful formula is a thesis shallbe termed over�lled. This deviates from the terminology a

epted so far:in the methodology of the dedu
tive s
ien
es su
h systems have so far been
alled in
onsistent, but for the purpose of the analysis presented in thispaper it is ne
essary to make a distin
tion between two di�erent meaningsof the term �an in
onsistent system�, and to use it only in one sense, asspe
i�ed above. The over�lled systems have no pra
ti
al signi�
an
e: noproblem may be formulated in the language of an over�lled system, sin
eevery senten
e is asserted in that system. A

ordingly, the problem of thelogi
 of in
onsistent systems is formulated here in the following manner: thetask is to �nd a system of the sentential 
al
ulus whi
h: (1) when applied tothe in
onsistent systems would not always entail their over�lling, (2) wouldbe ri
h enough to enable pra
ti
al inferen
e, (3) would have an intuitivejusti�
ation. Obviously, these 
onditions do not univo
ally determine thesolution, sin
e they may be satis�ed in varying degrees, the satisfa
tion of
ondition 3 being rather di�
ult to appraise obje
tively. [1]3. The known solutionsIn addition to the two-valued sentential 
al
ulus other systems of the senten-tial 
al
ulus are known, and some of them provide a solution of the problemformulated above.
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al
ulus basedon the four axioms of Hilbert's positive logi
, whi
h shall be formulated as:K1 p → (q → p),K2 (

p → (p → q)
)

→ (p → q),K3 (

p → (q → r)
)

→
(

q → (p → r)
),K4 (q → r) →

(

(p → q) → (p → r)
),and on the axiom introdu
ed by Kolmogorov:K5 (p → q) →

(

(p → ¬ q) → ¬ p
).In this system L21 
annot be proved, whi
h be
omes obvious as soon as�ukasiewi
z's matrix method is applied (
f. [13℄, pp. 109�114). Kolmogorov'saxioms [2] satisfy the well-known matrix (�ukasiewi
z [13℄, p. 114)(1) → 1 0 ¬

∗1 1 0 1
0 1 1 1in whi
h 1 is the designated value; the formula L21 does not satisfy thatmatrix in view of

1 → (¬ 1 → 0) = 0 .In matrix (1) ¬ is interpreted as the operator known as �verum�. It is worthwhile mentioning that this interpretation was des
ribed by �ukasiewi
z ([12℄,pp. 102�), without re
ourse to a symboli
 notation, as early as 1910 as anexample of su
h a meaning of negation in whi
h two in
onsistent senten
esmay be asserted. [3] In Kolmogorov's system, however, a spe
ial 
ase of thelaw L21 may be obtained, namely that in whi
h the variable q is repla
ed byits negation:
p → (¬ p → ¬ q).The proof is given below; the use of inferen
e rules is marked in the wayintrodu
ed by �ukasiewi
z ([13℄, p. 67) [in the original text; for the presenttranslation see the editorial note 4 on p. 55℄, i.e., by referen
e to proof lines.

K3[p/(q → r), q/(p → q), r/(p → r)] = K4 → K6 [4]K6 (p → q) →
(

(q → r) → (p → r)
)

K6[q/(q → p)] = K1 → K7K7 (

(q → p) → r
)

→ (p → r)
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K7[r/((q → ¬ p) → ¬ q] = K5[p/q, q/p] → K8K8 p →

(

(q → ¬ p) → ¬ q
)

K6[q/((q → ¬ p) → ¬ q), r/(¬ p → ¬ q)] = K8 →
(K7[p/¬ p, r/¬ q] → K9

)K9 p → (¬ p → ¬ q) q.e.d.Suppose that Kolmogorov's system is applied to an in
onsistent systemin whi
h T and ¬T are theses and P is any meaningful formula. The substi-tutions p/T and q/P in K9 and the appli
ation of the rule of modus ponensyields the theorem ¬P. Hen
e in any in
onsistent system S any meaningfulformula beginning with the symbol of negation 
an be obtained as a thesis,so that negation must be interpreted as verum in a

ordan
e with matrix (1).This is a state whi
h 
omes 
lose to the over�lling of the system S .B. Lewis's system of stri
t impli
ation. In [11℄ Lewis and Lang-ford analyse, in addition to the ordinary material impli
ation, whi
h satis�esthe theorems of two-valued logi
, another kind of impli
ation, whi
h Lewistermed stri
t impli
ation and whi
h 
an be de�ned by means of the modaloperator �it is possible that p�. In that system �p stri
tly implies q� means thesame as �it is not possible that both p and not-q� ([11℄, p. 124). If the symbol
→ is interpreted as the symbol of stri
t impli
ation, then the impli
ationallaw of the over�lling L21 is not a theorem (
f. [11℄, p. 142). But the set ofthe theses whi
h in
lude stri
t impli
ation only, and do not in
lude materialimpli
ation, is very limited, and Lewis and Langford often used both symbolsof impli
ation in one and the same theorem. For material impli
ation thelaw L21 remains valid (
f. [11℄, p. 142). [5℄C. Many-valued logi
s. As far as those systems of the sentential 
al-
ulus whi
h 
an be de�ned by a many-valued �nite matrix are 
on
erned,no publi
ations dire
tly related to the problem in question are known to thepresent author, but prof. �ukasiewi
z, in his personal 
ommuni
ation to thepresent author in 1940 or so, stated that he knew an interpretation of im-pli
ation and negation in three-valued logi
 su
h for whi
h the law L21 doesnot hold. Reservation being ne
essary about the possible inexa
titude of thatreminis
en
e, it seems that the matrix involved was that given by prof. J. Sªu-pe
ki ([17℄, p. 112) and symbolized L2

3
, the fun
tion there symbolized as Rbeing interpreted as negation. This makes the system de�ned by the matrix:(2) → 1 2 3 ¬

∗1 1 2 3 2
∗2 1 2 3 3
3 1 1 1 1
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h two values, 1 and 2, are designated, L21 is not a thesis in L2
3
, butthe thesis known to prof. �ukasiewi
z [6]

L2
3
1 p →

(

¬ p → (¬¬ p → q)
)holds and results in the over�lling of a system that in
ludes the in
onsistenttriple of theses: T , ¬T , ¬¬T . All purely impli
ational theses of the two-valued 
al
ulus remain valid. The system in
ludes 
ertain theses whi
h arenot in L2:

p → ¬¬¬ p ,L2
3
2

¬¬¬ p → p ,L2
3
3

¬ p → ¬(p → p) .L2
3
4 4. The 
al
ulus of modal senten
es: M2Further analysis shall be 
on
erned with a system in
luding modal operatorsnamely the system symbolized S5 by Lewis and Langford ([11℄, Appendix II)and studied by Be
ker [1℄, Wajsberg [20℄ and Carnap [2℄. It 
an be de�ned byan interpretation in Boolean algebra, due to Henle (
f. Lewis and Langford[11℄, p. 501). That system shall here be symbolized M2 and termed two-valued 
al
ulus of modal senten
es, and that be
ause of the de�nition givenbelow, whi
h uses ex
lusively 
on
epts belonging to two-valued logi
. Thede�nition given in this paper is equivalent to Henle's [7], but the proof ofthat equivalen
e is omitted as irrelevant to further analysis.Suppose that the truth of the senten
e P depends on 
ertain fa
tors whi
h
annot be determined stri
tly: for instan
e, a person is to toss a 
oin, andthe senten
e P means �during the game heads will turn up more times thantails will�.For a 
ertain sequen
e of random events the senten
e P will prove true,whereas for some other sequen
e it will prove false. Thus the senten
e P maybe assumed to be a fun
tion that takes on the values: truth and falsehood,a

ording to the values of the variables that stand for random events. Sin
ethe fun
tional relationship is not revealed by the notation, a senten
e of thiskind may be represented by the dependent sentential variable introdu
ed byHeyting and dis
ussed by the present author [8℄, in a way similar to that inwhi
h in mathemati
s the fun
tions of the variable x are often representedby the letter y. The formula �it is ne
essary that p�, symbolized by

2p ,
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urs for all the possible events�.In order to obtain the logi
al laws that govern the operator 2 interpreted inthis way it su�
es to formulate the foregoing explanations in a more pre
isemanner. Let Q be any formula that in
ludes the operators of the sentential
al
ulus →, ∨, ∧, ↔, ¬, and the symbol 2, and also the sentential variables
p, q, . . . . Let those variables be repla
ed respe
tively by the predi
ates
p(x), q(x), . . . , and 2 by the universal quanti�ers �for every x�. Theserepla
ements yield the formula R; if the latter proves to be a thesis in thefun
tional 
al
ulus, then Q shall be termed a thesis in the system M2. [8]The meaningfulness of the formulae of the fun
tional 
al
ulus ought to bede�ned so that the equiform variables x might be bound by every quanti�er.Sin
e the 
al
ulus of predi
ates of one argument is de
idable by theBehmann method (
f. Hilbert and A
kermann [5℄, 1st ed., pp. 77�78), i.e.,it 
an be de
ided about any meaningful expression in that 
al
ulus whetherit is a theorem or not, it is a

ordingly possible to de
ide about every for-mula whether it is a thesis in the two-valued 
al
ulus of modal senten
es M2or not. Now that the theory of ne
essity is 
ompleted, the se
ond modalformula

3p � it is possible that p,
an easily be introdu
ed: 3p 
an be de�ned as �it is not ne
essary thatnot-p�, in symbols:
3p := ¬2¬ p .It would also not be di�
ult to de�ne 3p by a method similar to thatwhi
h was used for 2p, namely by a 
omparison with the fun
tional 
al
ulus.The symbol 3 then 
orresponds to the existential quanti�er �for some x�.The fa
t that variable of the only one form, namely x, is used does not redu
ethe general validity of the interpretation: should all the variables p, q, . . . , begiven more arguments than one x, y, . . . and should ne
essity be interpretedas �for all x, . . . �, and possibility as �for some x, y, . . . �, the result of theinterpretation would be the same.5. De�nitions of dis
ussive impli
ationand dis
ussive equivalen
eAs is known, even sets of those ins
riptions whi
h have no intuitive meaningat all 
an be turned into a formalized dedu
tive system. In spite of this theo-reti
al possibility, logi
al resear
hes so far have been taking into 
onsideration
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tive systems whi
h are symboli
 interpretations of 
onsistent the-ories, so that theses in ea
h su
h system are theorems in a theory formulatedin a single symboli
 language free from terms whose meanings are vague.But suppose that theses whi
h do not satisfy those 
onditions are in
ludedinto a dedu
tive system. It su�
es, for instan
e, to dedu
e 
onsequen
esfrom several hypotheses that are in
onsistent with one another in order to
hange the nature of the theses, whi
h thus shall no longer re�e
t a uniformopinion. The same happens if the theses advan
ed by several parti
ipantsin a dis
ourse are 
ombined into a single system, or if one person's opin-ions are so pooled into one system although that person is not sure whetherthe terms o

urring in his various theses are not slightly di�erentiated intheir meanings. Let su
h a system whi
h 
annot be said to in
lude thesesthat express opinions in agreement with one another, be termed a dis
ussivesystem. To bring out the nature of the theses of su
h a system it wouldbe proper to pre
ede ea
h thesis by the reservation: �in a

ordan
e withthe opinion of one of the parti
ipants in the dis
ussion� or �for a 
ertainadmissible meaning of the terms used�. Hen
e the joining of a thesis to adis
ussive system has a di�erent intuitive meaning than has assertion in anordinary system. Dis
ussive assertion in
ludes an impli
it reservation of thekind spe
i�ed above, whi
h � out of the logi
al operators so far introdu
edin this paper � has its equivalent in possibility 3. A

ordingly, if a thesis Tis re
orded in a dis
ussive system, its intuitive sense ought to be interpretedso as if it were pre
eded by the symbol 3, that is, the sense: �it is possiblethat T �. This is how an impartial arbiter might understand the theses of thevarious parti
ipants in the dis
ussion. [9]Can a dis
ussive system be based on ordinary two-valued logi
? It 
aneasily be seen that it is not so. Even su
h an elementary form of reasoningas the rule of modus ponens fails. If impli
ation is interpreted so as it is donein two-valued logi
, then out of the two theses one of whi
h is
P → Q ,and thus states: �it is possible that if P, then Q�, and the other is

P ,and thus states: �it is possible that P�, it does not follow that �it is possiblethat Q�, so that the thesis
Q ,does not follow intuitively, as the rule of modus ponens requires.
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an be proved in a stri
t form by demonstrating that the for-mula(non M2) 1 3(p → q) → (3p → 3q)is not a thesis in the system M2.This is why in the sear
h for a �logi
 of dis
ussion� the prime task is to
hoose su
h a fun
tion whi
h, when applied to dis
ursive theses, would playthe role analogous to that whi
h in ordinary systems is played by impli
ation.The problem, if formulated in this way, has a number of solutions, one of thembeing Lewis's stri
t impli
ation, referred to above. Ea
h solution would yielda di�erent system of dis
ussive logi
. One su
h system is presented in thispaper. It is 
hosen be
ause of the variety of the theses that 
an be obtainedin it, with a simultaneous reje
tion of the impli
ational law of over�lling andseveral of its spe
ial 
ases. The following de�nition is introdu
ed into thesystem M2:
M2 def. 1 p →

d
q := 3p → q .The formula p →

d
q, as de�ned above, shall be termed dis
ussive impli-
ation; it may be read: �if it is possible that p, then q�, or, if applied of adis
ourse, �if anyone states that p, then q�, or �if, for a 
ertain admissiblemeaning of the terms, p, then q�.In every dis
ussive system two theses, one of the form: P →

d
Q, and theother of the form: P, entail the thesis Q, and that on the strength of thetheorem

M21 3(3p → q) → (3p → 3q) .Thus the rule of modus ponens may be applied to dis
ussive theses ifdis
ussive impli
ation is used instead of ordinary impli
ation. Dis
ussiveequivalen
e ↔
d
is de�ned in a similar way:

M2 def. 2 p ↔
d
q := (3p → q) ∧ (3q → 3p),i.e., �p is dis
ussively equivalent to q� means the same as: �both: if it ispossible that p, then q; and: if it is possible that q, then it is possible that p�.The rule ofmodus ponens may be applied both ways to dis
ussive equivalen
ede�ned in this manner. If P ↔

d
Q is a thesis in a dis
ussive system and ifeither P or Q is a thesis, then the other side of that equivalen
e is a thesis,
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onsistent . . . 45too. This follows from the theorems of the system M2, whi
h, by makinguse of M2 def. 2, may be given the abbreviated forms:
3(p ↔

d
q) → (3p → 3q),M22

3(p ↔
d
q) → (3q → 3p).M23 6. The two-valued dis
ussive systemof the sentential 
al
ulus: D2By M2 def. 1�2, the symbols →
d
and ↔

d
may be 
onsidered fun
tors inthe system M2. This fa
t is taken into a

ount in de�ning the dis
ussivesystem of the sentential 
al
ulus. The system D2 of the two-valued dis
ussivesentential 
al
ulus is the set of formulæ T , termed the theses of the system

D2 and marked by the following properties:1) T in
ludes sentential variables and at the most the following fun
tors:
→

d
, ↔

d
, ∨, ∧, ¬,2) pre
eding T with the symbol 3 yields a theorem in the two-valued sen-tential 
al
ulus of modal senten
es M2.The system de�ned in this way is dis
ussive, i.e., its theses are providedwith dis
ussive assertion whi
h impli
itly in
ludes the fun
tor 3. This is anessential fa
t, sin
e even su
h a simple law as p → p, on the repla
ement of

→ by →
d
, be
omes

D21 p →
d
p ,whi
h is not a theorem in M2, and be
omes su
h only when pre
eded by thesymbol 3:

M24 3(p →
d
p). [10]Sin
e the system M2 is de
idable, the dis
ussive sentential 
al
ulus D2,de�ned by an interpretation in M2, is de
idable, too.Methodologi
al Theorem 1. Every thesis T in the two-valued sentential
al
ulus L2 whi
h does not in
lude 
onstant symbols other than →, ↔, ∨,be
omes a thesis T

d
in the dis
ursive sentential 
al
ulus D2 when in T theimpli
ation symbols → are repla
ed by →

d
, and the equivalen
e symbols ↔are repla
ed by ↔

d
. [11]
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d

onstru
ted so as the theorem to be proveddes
ribes. It is to be demonstrated that 3T

d
is a thesis in M2. It is 
laimedthat3T

d
is equivalent to some other formulae; the equivalen
es will be provedgradually. The following theorems will be referred to:

3(p →
d
q) ↔ (3p → 3q),M25

3(p ↔
d
q) ↔ (3p ↔ 3q),M26

3(p ∨ q) ↔ (3p ∨3q).M27They may be des
ribed as the laws of distribution of the symbol 3 withrespe
t to impli
ation, equivalen
e, and disjun
tion, with the repla
ementof →
d
and ↔

d
by → and ↔, respe
tively. The repla
ement in 3T

d
of theformulæ of the form 3(P →

d
Q) by the equivalent 3P → 3Q, or of 3(P ↔

d

Q) by 3P ↔ 3Q, eliminates one of the symbols →
d
, ↔

d
, and at the sametime the symbol 3 is repla
ed by two su
h symbols pla
ed to the right ofthe position of the original 3. Iterated appli
ation of this pro
edure andthe repla
ement of 3(P ∨ Q) by 3P ∨ 3Q yields the formula W, whi
h isequivalent to 3T

d
and in
ludes only the symbols →, ↔, ∨, variables, andthe symbols 3 in 
ertain spe
ial positions, su
h that ea
h variable is dire
tlypre
eded by the symbol 3, and ea
h symbol 3 dire
tly pre
edes a variable.On 
onsidering the manner of forming T

d
from the thesis T belonging to L2it 
an be seen that W 
an be obtained from T by pre
eding ea
h variableby the symbol 3, that is, by substituting p/3p, q/3q, . . . . This yields thefollowing theorems in M2:a) W � as a result of the substitution in T ,b) 3T

d
� as equivalent to W.Hen
e T

d
is a thesis of D2. q.e.d.The theorem proved above yields immediately that

(p ↔
d
q) ↔

d
(q ↔

d
p),D22

(p →
d
q) →

d

(

(q →
d
p) →

d
(p ↔

d
q)
)

,D23are theses in D2.Methodologi
al Theorem 2. If T is a thesis in the two-valued sentential
al
ulus L2 and in
ludes variables and at the most the fun
tors ∨, ∧, ¬, then1) T ,2) ¬T →
d
q,are theses of D2.
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onsistent . . . 47Proof. The proof is based on the fa
t that the symbols ∨, ∧, ¬ retain theirrespe
tive meanings in M2 and D2, and that3) 2 Tis a thesis in M2. Hen
e (1) by
2p → 3p ,M28and (2) by
2p → 3(3¬ p → q). q.e.d.M29The appli
ation of Methodologi
al Theorem 2 to the thesis

L23 ¬(p ∧ ¬ p),whi
h is termed the law of 
ontradi
tion, yields � in view of the law of doublenegation � the following theorems of dis
ussive logi
:
¬(p ∧ ¬ p) (law of 
ontradi
tion),D24

(p ∧ ¬ p) → q (
onjun
tional law of over�lling). [12]D25In spite of its name whi
h is adopted here D24 has no 
loser relation tothe problem of the logi
 of 
ontradi
tory systems. On the other hand, D25results in the over�lling of every dis
ussive system whi
h in
ludes at leastone thesis of the type
P ∧ ¬P ,and whi
h thus is internally in
onsistent. By referring to the examples usedso far it may be said that dis
ussion be
omes �over�lled� when one of theopinions held is 
ontradi
tory with itself.Computations show that the system D2 in
ludes the following theses:

(p ∧ q) →
d
p ,D26

p →
d
(p ∧ p),D27

(p ∧ q) ↔
d
(q ∧ p),D28

(

p ∧ (q ∧ r)
)

↔
d

(

(p ∧ q) ∧ r
)

,D29
(

p →
d
(q →

d
r)
)

→
d

(

(p ∧ q) →
d
r
) (law of importation),D210

(

(p →
d
q) ∧ (p →

d
r)
)

↔
d

(

p →
d
(q ∧ r)

)

,D211
(

(p →
d
r) ∧ (q →

d
r)
)

↔
d

(

(p ∨ q) →
d
r
)

,D212
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p ↔

d
¬¬ p,D213

(¬ p →
d
p) →

d
p,D214

(p →
d
¬ p) →

d
¬ p,D215

(p ↔
d
¬ p) →

d
p ,D216

(p ↔
d
¬ p) →

d
¬ p ,D217

(

(p →
d
q) ∧ ¬ q

)

→
d
¬ p .D218Certain laws of inferen
e by redu
tio ad absurdum remain valid:

(

(p →
d
q) ∧ (p →

d
¬ q)

)

→
d
¬ p ,D219

(

(¬ p →
d
q) ∧ (¬ p →

d
¬ q)

)

→
d
p ,D220

(

p →
d
(q ∧ ¬ q)

)

→
d
¬ p ,D221

(

¬ p →
d
(q ∧ ¬ q)

)

→
d
p .D222Other theses in
lude:

¬(p ↔
d
¬ p),D223

¬(p →
d
q) →

d
p ,D224

¬(p →
d
q) →

d
¬ q ,D225

p →
d

(

¬ q →
d
¬(p →

d
q)
)

.D226The system of dis
ussive logi
 
ould be 
ompleted by the introdu
tion ofthe symbols → and ↔ in addition to the symbols →
d
and ↔

d
by analogy toLewis's system, in whi
h both the symbols of stri
t impli
ation and those ofmaterial impli
ation are used. Material impli
ation 
ould be de�ned in thewell-known way:

p → q := ¬ p ∨ q ,whi
h would yield all those theses in whi
h only the symbols of impli
ationand negation o

ur, in
luding the impli
ational law of over�lling L21. Thiswill not, however, result in the over�lling of every in
onsistent system, be-
ause the system does not in
lude the rule of modus ponens for ordinary(material) impli
ation, as has been demonstrated in Se
tion 5 above, wherereferen
e was made to the reje
tion in M2 of the formula (non M2) 1. Theformulation that the dis
ussive sentential 
al
ulus is used in a system Smeans the appli
ation of the rule of modus ponens to dis
ussive impli
ation
→

d
and to dis
ussive equivalen
e ↔

d
, but neither to material impli
ation →nor to material equivalen
e ↔.
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onsistent . . . 497. Examples of formulæ that are not theses in D2Methodologi
al Theorem 3. If in a thesis that belongs to the dis
ursivesentential 
al
ulus D2 →
d
is repla
ed by →, and ↔

d
by↔, a thesis belongingto the sentential 
al
ulus L2 is obtained.The proof follows immediately, if it is noted that every theorem in M2be
omes a theorem in L2 as soon as all the symbols 3 and 2 are omitted.Methodologi
al Theorem 3 shows that if →

d
is identi�ed with →, and ↔

dwith ↔, then D2 be
omes a subsystem of L2. Hereafter those meaningfulformulae whi
h are not theses in D2, that is, the formulae reje
ted in D2,shall be marked by the symbol (non D2), followed by the 
onse
utive number.Several 
hara
teristi
 examples of su
h formulae are given below.(non D2) 1 p →
d

(

q →
d
(p ∧ q)

)

.The reje
tion of this formula 
an easily be justi�ed on intuitive grounds:from the fa
t that a thesis P and a thesisQ have been advan
ed in a dis
ourseit does not follow that the thesis P ∧ Q has been advan
ed, be
ause it mayhappen that P and Q have been advan
ed by di�erent persons. And fromthe formal point of view, from the fa
t that p is possible and q is possible itdoes not follow that p and q are possible simultaneously. Thus the reje
tionin M2 of the formula(non M2) 2 3p →
(

3q → 3(p ∧ q)
)results in the reje
tion of (non D2) 1. In this 
onne
tion

(

(p ∧ q) →
d
r
)

→
d

(

p →
d
(q →

d
r)
) (law of exportation)(non D2) 2is reje
ted, too.

∗ ∗ ∗The reje
tion of the impli
ational law of over�lling(non D2) 3 p →
d
(¬ p →

d
q)is of essential importan
e. It is a 
onsequen
e of the reje
tion in M2 of theformula(non M2) 3 3

(

3p → (3¬ p → q)
)

.



50 Stanisªaw Ja±kowskiTo prove the falsehood of (non M2) 3 it su�
es to take for p a senten
ewhi
h is possible, but not true, and for q a senten
e whi
h is not possible.Then the ante
edents 3p and 3¬ p are true, but the formula as a wholeis false. The reje
tion of (non D2) 3 makes the 
oexisten
e of in
onsistentdis
ussive theses without the over�lling of the dis
ussive system in questionpossible. Moreover, it 
an be demonstrated that not only is the formula (nonD2) 3 reje
ted, but so are its various spe
ial 
ases, obtained by substitution.
p →

d
(¬ p →

d
¬ q)(non D2) 3a(analogon of K9 in Kolmogorov's system),

(p →
d
q) →

d

(

¬(p →
d
q) →

d
r
)

,(non D2) 3b
(p ↔

d
q) →

d

(

¬(p ↔
d
q) →

d
r
)

.(non D2) 3
The de�nitions of →
d
and ↔

d
have been formulated with the intentionthat they enable the reje
tion of possibly many substitutions for (non D2) 3.The formula (non D2) 3b would be a thesis if instead of M2 def. 1 anotherde�nition had been used, namely that whi
h imposes itself in a natural man-ner and whi
h de�nes p →

d
q as 3p → 3q. Then the over�lling of thededu
tive system in question would be due to the 
oexisten
e of two thesesone of whi
h would be a dis
ussive impli
ation, and the other would be itsnegation. Likewise, should p ↔
d
q have been de�ned not in a

ordan
e withM2 def. 2, but as 3p ↔ 3q, the formula (non D2) 3
 would be a thesis.(non D2) 3d p →

d

(

¬ p →
d
(¬¬ p →

d
q)
)(
ounterpart of Theorem L2

31 in the system dis
ussed in Se
tion 3 �C above).Further multipli
ation of ante
edents in
luding the variable p with thevarious numbers of negation symbols will not yield a thesis.
∗ ∗ ∗(non D2) 4 (p ↔

d
q) →

d

(

(p →
d
q) ∧ (q →

d
p)
)

.The reje
tion of (non D2) 4 be
omes 
omprehensible when the de�nitionsof the symbols →
d
and ↔

d
are 
ompared; the reje
tion of that formulaa

ounts for the fa
t that the dis
ussive equivalen
e p ↔

d
q entails either ofthe impli
ations p →

d
q and q →

d
p, but does not entail their 
onjun
tion.

(p ↔
d
¬ p) →

d
q,(non D2) 5

(p ↔
d
¬ p) →

d
(p ∧ ¬ p),(non D2) 5a

(p →
d
¬ p) →

d

(

(¬ p →
d
p) →

d
q
)

,(non D2) 6
(p →

d
¬ p) →

d

(

(¬ p →
d
p) →

d
(p ∧ ¬ p)

)

.(non D2) 6a
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onsistent . . . 51Although p ↔
d
¬ p entails both p and ¬ p (theses D2 16�17), yet a thesisin a dis
ussive system S whi
h is a dis
ussive equivalen
e between two 
on-tradi
tory senten
es, e.g., the thesis P ↔

d
¬P, does not ne
essarily entailthe over�lling of the system S . It su�
es for P to be a possible, but not ane
essary, senten
e to yield in a dis
ussive system the thesis

P ↔
d
¬P ,whi
h by M2 def. 2 is equivalent to the formula

3
(

(3P → ¬P) ∧ (3¬P → 3P)
)whi
h follows from

3P ∧3¬P .The reje
tion of the formulæ (non D2) 5, 5a, 6, 6a 
an be useful in thestudy of antinomies. Antinomies result in the over�lling of a given systemon the strength of the thesisL2 3 (p ↔ ¬ p) → q ,whi
h is termed here the equivalential law of over�lling, or on the strengthof the thesisL2 4 (p → ¬ p) →
(

(¬ p → p) → q
)

.Consider the antinomy of the liar, known already to Eubulides, whi
hwill here be formulated in a way whi
h is also known, but di�erent from theoriginal wording. A person utters the senten
e, whi
h hereafter will brie�ysymbolized by Z: �The senten
e whi
h I am uttering now is false.� If it isassumed that the senten
e Z is true, then in a

ordan
e with the 
lassi
alde�nition of truth and falsehood it must be stated that Z is false. If, on the
ontrary, it is assumed that Z is false, then it must be 
on
luded that it istrue.Thus two theses 
an be stated about the senten
e Z:1) If Z is true, then Z is not true.2) If Z is not true, then Z is true.These two theses 
an be repla
ed by one:3) Z is true if and only if Z is not true.



52 Stanisªaw Ja±kowskiIf the impli
ations and the equivalen
e in
luded in the theses 1), 2), 3) areinterpreted as dis
ussive, then by D2 14�17 the following theses are obtained:4) Z is true.5) Z is not true.But in view of the reje
tion of the formulae (non D2) 3, 5, 5a, 6, 6a it isnot evident that the theses 1)�5) should result in the over�lling of the systemin question, and it 
an be stated with 
ertainty that the ordinary pro
edureresulting in over�lling fails. These remarks do not prove that there exists asystem whi
h is not over�lled and su
h that the senten
e Z 
an be formulatedin it. If su
h a proof were to be made, su
h a formalized system would haveto be de�ned, and that is a separate task. Similar issues 
an be raised withreferen
e to other antinomies, e.g., that of Russell.
∗ ∗ ∗(non D2) 7 ¬(p →

d
p) →

d
q .This means that the negation of the law of identity D21 for a senten
e P ina dis
ussive system S does not ne
essarily result in the over�lling of S . Thisfa
t seems to 
omply with the intuitions of the diale
ti
ians who questionthe law of identity, though in a di�erent form (
f. Chwistek [3, p. 28℄, S
ha�[16, pp. 120�121℄, �ukasiewi
z [12, pp. 43�49℄). The reje
tion of the formula(non D2) 7 results from the de�nition of the symbol →

d
, as adopted here,sin
e in M2 the formula(non M2) 4 3

(

3¬(3p → p) → q
)is reje
ted. Indeed, the ante
edent 3¬(3p → p) is equivalent to the formula

3p ∧3¬ p.If a possible but not ne
essary senten
e is substituted for p, and a notpossible one is substituted for q, the in
orre
tness of the formula (non M2) 4is demonstrated. Moreover, if in a dis
ourse the senten
e P is meaningfuland possible, but not ne
essary, so that in
onsistent theses:1) P,2) ¬P,are advan
ed, then by D2 26 the thesis3) ¬(P →
d
P)is obtained in that dis
ourse.
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∗ ∗ ∗The law of transposition (also known as the law of 
ontraposition) is reje
tedin all its forms, for instan
e:

(p →
d
q) →

d
(¬ q →

d
¬ p),(non D2) 8

(¬ p →
d
¬ q) →

d
(q →

d
p).(non D2) 9Their reje
tion is not di�
ult to justify; e.g., when it 
omes to (nonD2) 8, its in
orre
tness is demonstrated by the example in whi
h a ne
essarilytrue senten
e is substituted for p, and a possible but not ne
essary one issubstituted for q. Then the ante
edents p →

d
q and ¬ q are possible, and the
onsequent ¬ p is not possible. Also reje
ted are 
ertain forms of inferen
eby redu
tio ad absurdum:

(p →
d
q) →

d

(

(p →
d
¬ q) →

d
¬ p

)(non D2) 10(
f. Kolmogorov's axiom K5),
(¬ p →

d
q) →

d

(

(¬ p →
d
¬ q) →

d
p
)

.(non D2) 11The reje
tion of (non D2) 10 is justi�ed by the substitution for p of ane
essarily true senten
e, and for q, of a senten
e that is possible but notne
essary. Referen
es[1℄ Be
ker, O., �Zur Logik der Modalitäter?�, Jahrbu
h für Philosophie und Phäno-menologis
he Fors
hung 11 (1930), 497�548.[2℄ Carnap, R., �Modalities and quanti�
ation�. Journal of Symboli
 Logi
 11(1946) 33�64.[3℄ Chwistek, L., Grani
e nauki. Zarys logiki i metetodologii nauk ±
isªy
h, Lwów-Warszawa.[4℄ Hilbert, D., �Die logis
hen Grurtdlagen der Mathematik�, Mathematis
he An-nalen 88 (1922).[5℄ Hilbert, D., and W. A
kermann, Grundzüge der theoretis
hen Logik, Berlin1928, 2nd ed. Berlin 1938.[6℄ Hilbert, D., and P. Bernays, Grundlagen der Mathematik. Bd. I Berlin 1934.Bd. II Berlin 1939.[7℄ Ja±kowski, S., �Zagadnienia logi
zne a matematyka�, My±l Wspóª
zesna,r. 1947, nr 7�8 (14�15), pp. 57�70.
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ientiarum Torunensis, Se
rio A, Vol. I, No 2 (1948), pp. 17�21.[9℄ A. N. Kolmogorov, �O prin
ipie tertium non datur�, Mat
mati
eskij Sbornik32 (1924�1925).[10℄ Kotarbi«ski, T., Elementy teorii poznania, logiki formalnej i metodologii nauk,Lwów 1929.[11℄ Lewis, C. I., C.H. Langford, Symboli
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, New York � London 1932.[12℄ �ukasiewi
z, J., O zasadzie sprze
zno±
i u Arystotelesa, Kraków 1910.[13℄ �ukasiewi
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znej. Skrypt autoryzowany opra
o-waª M. Presburger, Warszawa 1929.[14℄ Ossowski, S., �Teorety
zne zadania marksizmu�,My±l Wspóª
zesna, r. 1948 nr 1(20), 11�12 Logika.[15℄ Russell, B., The Prin
iples of Mathemati
s, Cambridge 1903, 2nd ed. London1937 � New York 1938.[16℄ Sªupe
ki, J., �Dowód aksjomatyzowalno±
i peªny
h systemów wielowarto±
io-wy
h ra
hunku zda«�, Sprawozdania z pos. Tow. Nauk. Warsz. 32 (1939),wydz. III.[17℄ S
ha�, A., Wst�p do teorii marksizmu, Warszawa 1948. [13][18℄ Tarski, A., O logi
e matematy
znej i metodzie deduk
yjnej, Warszawa (1936).[19℄ Vaihinger, H., Philosophie des Als-Ob, Berlin 1911.[20℄ Wajsberg, M., �Ein erweiterter Klassenkalkül�, Monatsh. Math. Phys. 40(1933), 113�126.[21℄ Whitehead, A.N., and B. Russell, Prin
ipia Mathemtati
a, Vol. 1�3, 2nd ed.Cambridge 1925�1927.[22℄ W. Wudel, �Powstanie logiki wy»szej�, My±l Wspóª
zesna, r. 1947, nr 3 (10),343�367. (translated by Olgierd Wojtasiewi
zwith 
orre
tions and notes by Jerzy Perzanowski)Editorial Notes0. The present translation is based on Olgierd Wojtasiewi
z's one (
f. Edi-torial Note on p. 35). The 
hief di�eren
e is:� the 
hange of the notation from Polish one into more 
ommon, and
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ulus for in
onsistent . . . 55� the di�eren
e in the translation of few key terms: Polish `sprze
zno±¢' istranslated as `in
onsisten
y', `sprze
zny' as `in
onsistent', and Ja±kowski'soriginal term `przepeªnienie' is translated verbatim as `over�lling', not ina misleading way � as `over-
omplete'. Also `dyskusyjny' is translated as`dis
ussive', not `dis
ursive'.Few words on Ja±kowski's names for 
al
uli. The 
lassi
al logi
 is named`L2' (`2' � for being two-valued, `L' � for obvious reasons). Lewis' logi
S5 is named `M2' (�two-valued modal logi
�). It is in fa
t equivalent tomonadi
 part of the two-valued 
lassi
al quanti�er logi
 (
f. M. Wajsberg[20℄, R. Carnap [2℄); whereas its dis
ussive 
ounterpart D2 is named in su
ha way for reasons obvious for everybody.1. The 
onditions (1)�(3) from the last paragraph of Se
tion 2 form well-known Ja±kowski's problem and 
riterion of para
onsisten
y.2. Kolmogorov's 
al
ulus is the impli
ational-negation fragment of the 
al-
ulus of J. Johanson.3. In these remarks we �nd the written support for the well-known oralPolish tradition saying that:(i) the interest in para
onsisten
y started in Poland with the famous bookof J. �ukasiewi
z O zasadzie sprze
zno±
i u Arystotelesa [12℄, in parti
-ular in his well-known 
riti
ism of both the ontologi
al and the logi
allaw of non-
ontradi
tion. Cf. also examples like this emphasized byJa±kowski in the 
omments 
on
erning the matrix (1).(ii) In textbook [13℄, 
on
erning notes for �ukasiewi
z's le
tures in 1920-ties, we �nd in the impli
it form the para
onsistent propositional logi
de�ned by means of suitable matrix.(iii) Last but not least, Ja±kowski himself, working under in�uen
e of �uka-siewi
z [12℄ and [13℄, was trying in early 1940-ties to �nd an a

eptablesolution for problem of Se
tion 2.4. �ukasiewi
z's notation for deta
hment-substitutional proofs has to beunderstood as follows:
K3[p/(q → r), q/(p → q), r/(p → r)] = K4 → K6 means thatsuitable substitution of K3 equals to the impli
ation K4 → K6,whi
h by deta
hment gives K6.



56 Stanisªaw Ja±kowski5. Observe that the present 
riti
ism in 
omparison with the previous one,is rather weak. Some 
al
uli of the stri
t impli
ation 
an thereby be treatedas para
onsistent ones.6. Cf. A. S. Karpenko �Ja±kowski's 
riterion and three-valued para
onsistentlogi
s� in this volume, pp. 81�86.7. Henle de�ned a family of subdivetly irredu
ible S5-algebras built up ofan in�nite sequen
es of two-values 0 and 1.8. Cf. the previous remark in the note 0.9. Quite basi
 assumption about the dis
ussive meaning of possibility!10. The formula D21 o

urs to be a theorem of D2 by the 
ondition 2) ofde�nition of D2.11. Quite essential strengthening of the metatheorem 1 is given in the notefollowing the paper whi
h introdu
ed dis
ussive 
onjun
tion (
f. this volume,pp. 57�59).12. It 
an also be eliminated in the strengthening of the systemD2 mentionedabove in note 11.13. Referen
e to A. S
ha�'s work o

urrent in the original Ja±kowski's paper,but not in its 1969 translation. Adam S
ha� during the period 1946�1968was the o�
ial leader of Polish Communist Party' philosophers. He lost hisposition in 1968. Thus the reader 
an see that Communist Censorship hadin�uen
e even on logi
al journals. In the present translation the referen
e toS
ha�'s paper is ba
k, like in the original paper. J.P.


