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Abstract. The purpose of the work was to identify the hidden relationship between 
water consumption and meteorological factors, using principal component 
analysis. In addition, clusters of similar days were identified based on relationships 
identified by k-means. The study was based on data from the city of Toruń 
(Poland). The analysis was based on daily data from 2014–2017 divided into three 
groups. Group I included data from the entire period, Group II- from warm half-
years (April–September), and Group III-from cold half-years (January–March and 
October–December). For Groups I and II the extent of water consumption was 
explained by two principal components. PC1 includes variables that increase water 
consumption, and PC2 includes variables that lessen water demand. In Group III, 
water consumption was not linked to any component.
The k-means method was used to identify clusters of similar days. In terms of 
PC1, the most numerous days were Saturdays, and in terms of PC2 Sundays 
and holidays. It was determined that further research aimed at explaining the 
specificity of water consumption on particular days of the week is appropriate.
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1. Introduction

Water has always been a fundamental determinant 
of life and socio-economic development. Ensuring 
the availability of the right amount and quality 
of water is currently a major problem for many 
countries and regions around the world. In its 
World Water Development Report (2018), the 
United Nations predicts that international conflicts 
over access to water resources will increase in the 
coming years. Poland is one of those countries 
that has relatively few water resources (Piasecki 
& Marszelewski, 2014). Calculated per capita, 
they amount to an average of 1,580 m3, while this 
volume decreases to around 1,000 m3 in years with 
low total precipitation. As a  result, Poland’s water 
resources are almost one third the European average  
(4,560 m3·M-1) and about 4.5 times smaller than the 
global average (7,300 m3·M-1) (Grabowska, 2010). 

At the beginning of the 1990s, a period of 
political and economic transformation began 
in Poland. The introduction of the free market 
economy had a number of consequences, including 
a significant decrease in water consumption. In the 
following years, with the financial support of the 
European Community (later from the European 
Union), large investments in water and wastewater 
management began with pre-accession funding. 
These investments grew after 2004 with Poland’s 
accession to the EU and the inflow of additional 
resources as part of structural funds (Piasecki & 
Marszelewski 2016). In the years 1995–2017, a total 
of over 148,400 km of water supply network (16.7% 
in cities) was laid, and 123,200 km of sewerage 
network (29.7% in cities). As with many countries, 
Poland considers water supply infrastructure as 
a critical infrastructure (Gorączko & Pasela, 2015). 
Ensuring it’s proper and trouble-free operation is 
a major priority for local authorities. It is therefore 
important to determine the factors that influence the 
demand for mains water. The purpose of the work 
is to identify the hidden relationship between water 
consumption and meteorological factors, using the 
principal component analysis. Another incidental 
goal, however, is to idientify clusters of days that 
are similar based on identified relationships, using 
the k-means method. The study was based on data 
from the city of Toruń (Poland).

Principal Component Analysis (PCA) and 
modifications thereof are widely used in various 
scientific fields, not only socio-economic, but also 
environmental (Di Salvo et al., 2015; Săndică et 
al., 2018; He et al., 2018; Fernández et al., 2018), 
agriculture and biological sciences (Hilman et al., 
2007; Dong et al., 2015; Otitoju and Enete, 2016; 
Moraetis et al., 2016), and medicine and health 
(Berglund et al., 2017; Khadra et al., 2017; Hellwege 
et al., 2017; Zhang et al., 2018). The PCA method is 
also used in works on water consumption (Nosvelli 
and Musolesi, 2009; Zhou et al., 2009; Wentz et 
al., 2014; Wright et al., 2018). It is common to use 
the principal component method alongside cluster 
analysis, including in geology and geochemistry 
(Gazley et al., 2015; Jiang et al., 2015; Iwamori et al., 
2017; Lindsey et al., 2018), and in research related 
to water quality (Oketola et al., 2013; Zou et al., 
2015; Jankowska et al., 2017; Marín Celestino et 
al., 2018), and economics and tourism (Czillingová 
et al., 2012; Xhafaj & Nurja, 2015; Argüelles et al., 
2014; Vajčnerová et al., 2016).

2. Methods

The work uses daily water consumption data (in 
2014–2017) in Toruń, as provided by the company 
Toruńskie Wodociągi Sp. z o.o. The study also 
included meteorological data (from 2014–2017) 
from the Toruń-Wrzosy station belonging to the 
Institute of Meteorology and Water Management - 
National Research Institute (IMWM NRI) (Fig.1). 
The following set of meteorological parameters (daily 
values) was used: average temperature, minimum 
temperature, maximum temperature, precipitation, 
humidity and insolation. These were also used to 
calculate evaporation using the Penman–Monteith 
method (Allen, 2000).

Meteorological measurements and observations 
are carried out at a first-order synoptic station 
in Toruń, which belongs to the network of 
meteorological stations of the National Hydrological 
and Meteorological Service. The station carries 
out 24-hour meteorological measurements and 
observations with the use of standard and automatic 
equipment, as well as complementary visual 
measurements. SYNOP reports are generated every 
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hour on the hour. Observations last for 24 hours 
every day, throughout the year.

Currently, measurements are performed with the 
use of the following equipment:

•	 the current air temperature (T) as well as 
daily maxims and minims of air temperature 
(Tmax, Tmin), are collected by means of 
automatic measuring equipment (MAWS). 
Sensors collecting data for the above-
mentioned parameters are placed in a 
meteorological cage, 2 metres above the 
ground covered with low grass;

•	 relative air humidity (U) is determined by 
automatic measuring equipment - MAWS;

•	 measurements of wind direction and speed 
are performed by Vaisala sensors in the 
MAWS station, and the backup devices 
include AVIOMET and YOUNG (05103 and 
W863) anemometers;

•	 precipitation height (Rd) is measured 4 
times daily, at: 00, 06, 12 and 18 UTC. The 
amount of precipitation is measured with a 
Hellmann rain gauge, with a reception area 
of 200 cm2;

•	 sunshine duration (S) is measured with 
the use of electronic sensors connected to 
MAWS automatic stations and expressed in 
hours.

In the paper the principal component analysis 
(PCA) was used, which compared to canonical 
variates analysis (CVA), maximizes the total 
variance of a sample (in which there is no known 
group structure), by developing linear combinations 
(Thalib et al., 1999). The canonical variates analysis 
(CVA) is described as a technique for multivariate 
data which have known (a priori) group structure 
(Krzanowski, 1992). It should also be emphasized 
that in the case of descriptive sensory studies, CVA 
and PCA maps are very similar (Peltier et al., 2015).

The main task of the principal component 
method is to reduce dimensionality (Jolliffe, 2002). 
The method also allows patterns to be detected 
and verified in relationships between variables 
(Stanisz, 2007). These PCA properties constitute 
the methodological basis for this article. Many 
adaptations of PCA are currently being developed, 
including functional principal component analysis, 
simplified principal components, robust principal 
component analysis and symbolic data principal 
component analysis (Jolliffe & Cadima, 2016). These 
adaptations of PCA usually improve its effectiveness 
in solving a specific research problem. At the same 
time, the modifications often reduce the method’s 
universality.

Bearing in mind that the purpose of the work 
is to identify a hidden relationship between 
water consumption and meteorological factors, 
a correlation matrix was used as the starting 
point of the analysis as part of a standard PCA 
procedure. Bartlett’s sphericity test was carried out 
and the Kaiser–Mayer–Olkin coefficient (KMO) 
was determined to verify the validity of using 
PCA for the set of variables in question. According 
to the literature, KMO values below 0.500 are 
unacceptable (Hutcheson and Sofroniou, 1999). The 
analysed variable sets broken down for the whole 
year, cold half-year and warm half-year, exceeded 
0.500. Furthermore, Bartlett’s sphericity test showed 
significant correlations between variables. The use 
of principal component analysis is thus justified in 
this article.

The principal components were identified using 
the eigenvalue criterion – the so-called the Kaiser 
(1960) criterion – eigenvalues should be greater 
than or equal to 1. After the principal components 
were isolated, they were profiled. Based on the 
correlation values obtained between the identified 

Fig. 1. Localization of Toruń - Wrzosy station.
Source: Own elaboration based on data from Head Office of Geodesy 
and Cartography (HOGC, 2020:   BDOT10k, PRG, NMT, shaded 
model)
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components and the analysed variables, the 
hidden relationship between water consumption 
and meteorological factors was defined. The PCA 
analysis was performed in the PS IMAGO 5 based 
on the IBM SPSS Statistics analytical engine.

The k-means method is a non-hierarchical 
grouping methods, characterised by the fact that 
isolated clusters differ from one other, but objects in 
a given cluster are maximally similar (Stanisz, 2007). 
In the k-means method, the grouping procedure is 
simple and the number of groups is fixed (Balicki, 
2009). Among the variants of the k-medium method, 
Hartigan’s (1975) variant is worth mentioning, as 
is the centre of gravity method and a variant that 
takes into account the problem of inter- and intra-
group variance (Panek & Zwierzchowski, 2013).

The assumed incidental goal was achieved using 
the k-means method. Appropriate calculations were 
made in the PS IMAGO 5 based on the IBM SPSS 
Statistics analytical engine. In this environment, the 
k-means algorithm uses simple Euclidean distance 
(IBM Knowledge Center 2018). Analysis was based 
on the iteration and classification method (not 
using moving averages) for the three data groups. 
Group I included data from the entire period, 
while Group II contained data from warm half-
years (April–September), and Group III was of data 
from cold half-years (January–March and October–
December). In the  elaboration of graphical content, 

the ArcGIS 10.x, Inkscape 0.x and GIMP 2.x were 
used.

3. Results and discussion

The results in Table 1 indicate that the eigenvalue 
criterion (above 1) was met by just two components. 
This applies to all the analysed groups, for which 
two components explained approx. 69–79% of 
variance.

Based on the results in Table 2, individual 
variables were assigned to the two principal 
components. The first principal component 
(PC1) for Groups I and II was constructed from 
five variables: water consumption, maximum 
temperature, average temperature, insolation and 
evaporation. For Group I, an additional variable was 
used – minimum temperature. PC1 can be described 
as “conditions raising water demand”. The second 
principal component (PC2) were constructed from 
the variables of precipitation and humidity. PC2 can 
be defined as “conditions lessening water demand”. 
In Group III, water consumption was not related to 
any component.

These distinguished principal components 
accurately reflect the impact of meteorological 
conditions on water consumption. The results 
largely confirm those obtained using other research 
tools (Piasecki et al., 2018; Piasecki & Górski, 2018).

Principal 
component 

(PC) 

Group I Group II Group III 

Eigenvalue 
Explained 
variance 

[%] 

Explained 
cumulative 

variance 
[%] 

Eigenvalue 
Explained 
variance 

[%] 

Explained 
cumulative 

variance 
[%] 

Eigenvalue 
Explained 
variance 

[%] 

Explained 
cumulative 

variance [%] 

1 4.926 61.57 61.57 4.293 53.66 53.66 3.338 41.73 41.73 

2 1.414 17.68 79.25 1.921 24.02 77.68 2.172 27.15 68.88 

3 0.755 9.44 88.69 0.835 10.44 88.12 0.994 12.43 81.30 

4 0.569 7.11 95.80 0.448 5.60 93.71 0.852 10.65 91.96 

5 0.215 2.68 98.48 0.293 3.67 97.38 0.434 5.43 97.38 

6 0.064 0.80 99.28 0.122 1.53 98.91 0.136 1.70 99.08 

7 0.051 0.64 99.92 0.070 0.88 99.78 0.064 0.80 99.88 

8 0.007 0.08 100 0.017 0.22 100.00 0.01 0.12 100.00 

 

Table 1. Eigenvalues and percentage of variance accounted for analysed groups

Source: own elaboration.
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The relationships identified between water 
consumption and meteorological factors are 
confirmed by studies on other cities in Poland and 
worldwide. These studies pointed to air temperature 
as one factor increasing water consumption (Hotloś, 
2013; Haque et al., 2015a; Haque et al., 2015b; de 
Souza et al., 2015; Xiao-jun et al., 2015; Xenochristou 
et al., 2018). Research in Germany has shown that 
lower water demand in the summer months is often 
associated with a higher average number of days 
with rainfall of >1 mm (Schleich & Hillenbrand, 
2009). A similar relationship has been found in 
Poland for the city of Wrocław (Hotloś, 2013). 
Interesting results on the relationship between 
water consumption and precipitation have also 
been obtained for the Greater Melbourne region of 
Australia. Researchers have determined that daily 
water consumption decreases as precipitation rises, 
but that this relationship does not always pertain. 
They determined that the threshold value at which 
precipitation causes no further decrease in daily 
water consumption is 4.08 mm (Sarker et al., 2013). 
The same authors also indicated an analogous air 
temperature threshold of 15.53°C. Below this value, 
air temperature was not observed to affect water 
consumption.

One important issue is that the correlation 
between water consumption and principal 
component PC1 was highest for Group II (r=0.739). 
The lower correlation for Group I (r=0.620) was 
mainly due to data from the cold half-year (Group 
III). This confirms the lack of relationship between 
water consumption and the identified principal 
components for Group III. It can therefore be 
concluded that the data from the cold half-year 
distorts the relationship between water consumption 
and meteorological variables in the analysis of the 
year as a whole. Similar studies carried out for 
other cities in Poland and around the world have 
confirmed the insignificant impact of meteorological 
conditions on water consumption in the cold half-
year (Akuoko-Asibey et al., 1993; Kolendo, 2016). 
This is very noteworthy, and should always be 
mentioned in works modelling or forecasting water 
consumption.

The high values of the components PC1 and 
PC2 are associated with different days. For PC1 in 
Groups I and II there were two Saturdays (4/07/2015, 
8/08/2015), and for PC2 it was a Wednesday 
(13/07/2016) and a Thursday (14/07/2016).

Similar days in terms of the principal component 
PC1, were grouped in cluster 1 for Group I, and in 

Variable 
Group I Group II Group III 

PC1 PC2 PC1 PC2 PC1 PC2 
Water consumption 0.62 -0.354 0.739 -0.294 -0.077 -0.142 

Minimum 
temperature 

0.794 0.499 0.585 0.741 0.754 0.586 

Maximum 
temperature 

0.945 0.241 0.889 0.372 0.952 0.175 

Insolation 0.767 -0.425 0.695 -0.538 0.398 -0.754 
Humidity -0.806 0.397 -0.702 0.571 -0.48 0.783 

 Precipitation 0.01 0.729 -0.093 0.534 0.076 0.486 
Evaporation 0.966 -0.069 0.944 -0.141 0.815 -0.433 

Average temperature 0.921 0.327 0.859 0.477 0.894 0.416 
 

Table 2. Correlation between the two distinguished components and the analysed variables

Source: own elaboration.
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cluster 3 for Group II (Table 3, Fig. 2). In clusters 
both 1 and 3, the most numerously occurring 
similar days were Saturdays (Group I – 67 days; 
Group II – 40 days). The least numerous similar 
days were Wednesdays for Group I (54 days), and 
Thursdays for Group II (34 days).

Principal component PC2 is represented in 
cluster 3 for Group I, and in cluster 1 for Group 
II. In these clusters, the most frequent similar days 
were Sundays and holidays (Group I – 72; group 

II – 52 days). The least numerous similar days 
were Saturdays (Group I – 45 days) and Thursdays 
(Group II – 29 days). In the cold half-year (Group 
III), water consumption was not positively correlated 
with any component.

The analysis showed that the largest number of 
similar days in terms of PC1 and PC2 occurs in the 
warm half-year (Group II). Non-work days were the 
most common similar days. The reasons for this can 
be found in the fact that, on such days, the city’s 

PC Group I Group II Group III 
Cluster 1 2 3 1 2 3 1 2 3 

PC 1 1.202 -0.785 0.092 -0.380 -0.809 1.032 -1.034 0.183 1.191 
PC 2 -0.490 -0.357 1.201 0.936 -0.894 -0.268 -0.392 0.692 -1.108 

Number of observations 414 677 370 269 204 259 228 358 143 
 

Table 3. Cluster centres

Source: own elaboration.

Fig. 2. Distribution of clusters in PC1 and PC2 component spaces
Source: Own elaboration.
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residents primarily account for water consumption. 
In favourable weather, many residents devote time 
on such days to watering their lawns or allotments.

4. Summary

Using principal components identified the hidden 
relationships between water consumption and 
meteorological factors. The amount of water 
consumption was found to be explained by two 
principal components. The principal component PC1 
is defined by variables that equate with increased 
water demand. The meteorological variables forming 
PC1 include air temperature (average, maximum 
and minimum), insolation and evaporation. In the 
case of principal component PC2, its component 
variables (humidity and precipitation) are associated 
with conditions that lessen water demand.

The k-means method was used to identify 
clusters of similar days. Of those, Saturdays were the 
most numerous for PC1, and Sundays and holidays 
for PC2. The least numerous similar days were 
Wednesdays and Thursdays for PC1, and Thursdays 
and Saturdays for PC2. In light of this, further 
research to explain the specific characteristics of 
water consumption on these days is appropriate.

The results obtained in this work confirm the 
utility of the PCA method in studying the internal 
structure of data and hidden relationships between 
variables. It should be emphasised that the results 
obtained using PCA and k-means can also be used 
as the basis for further, more advanced analyses. This 
applies in particular to modelling and forecasting 
water consumption using the independent variables 
determined by these methods.
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