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Abstract

Convolutional- and Transformer-based backbone architecture are two dominant, widely accepted, models in computer vision.
Nevertheless, it is still a challenge, thus a focus of research, to decide which backbone architecture performs better, and under
which circumstances. In this paper, we conduct an in-depth investigation into the differences of the macroscopic backbone
design of the CNN and Transformer models with the ultimate purpose of developing new models to combine the strengths of
both types of architectures for effective image classification. Specifically, we first analyze the model structures of both models
and identified four main differences, then we design four sets of ablation experiments using the ImageNet-1K dataset with an
image classification problem as an example to study the impacts of these four differences on model performance. Based on
the experimental results, we derive four observations as rules of thumb for designing a vision model backbone architecture.
Informed by the experiment findings, we then conceive a novel model called CMNet which marries the experiment-proved
best design practices of CNN and Transformer architectures. Finally, we carry out extensive experiments on CMNet using the
same dataset against baseline classifiers. Initial results prove CMNet achieves the highest top-1 accuracy of 80.08% on the
ImageNet-1K validation set, this is a very competitive value compared to previous classical models with similar computational
complexity. Details of the implementation, algorithms and codes, are publicly available on Github: https://github.com/Arwin-
Yu/CMNet.

Keywords Transformer - MetaFormer - Attention mechanism - Convolutional neural network

1 Introduction

Convolution neural networks (CNN) have several built-in
inductive biases that give them a natural advantage in fea-
ture extraction on images. For example, the convolutional
kernel computes only local information of an image at a
time, which allows CNN to better extract texture informa-
tion; meanwhile, the parameter sharing and sliding traversal
strategies make CNN an efficient way to process image data.
Specifically, CNN can save a large number of parameters
compared to the computation image of neural networks,
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which facilitates the training of the network. As a result, since
AlexNet [1] obtained impressive accuracy the in ILSVRC-
2012 image classification competition, a large number of
studies have been undertaken to improve the effectiveness
of CNN processing image data from different perspectives.
For example, ZFNet [2] demonstrated that CNNs can extract
texture features well in the shallow layer of the model, while
semantic features can also be extracted by stacking convolu-
tion layers. Vgg [3] proposed that increasing the depth of the
model by stacking convolutional layers with a small kernel
is particularly critical for image processing, and this model
design guideline has been used in a lot of work until now.
GoogLeNet [4] proposed an inception structure, which can
obtain multiple sets of feature maps by designing branches
with different computational receptive fields, and concate-
nate these feature maps in the channel dimension to fuse
features of different scales. ResNet [5] proposed a simple
residual structure that can help the network to perform better
gradient propagation and learn some constant mapping infor-
mation to a certain extent. DenseNet [6] further improved the
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performance of the network by feature maps reuse. In addi-
tion, some lightweight models have also been designed to
help CNN achieve industrial strengths, such as MobileNet
[7], ShuffleNet [8] and ghostNet [9]. CNNs have long been
the dominant model in the field of computer vision (CV).

Around the same time, Transformer [10] is rapidly gaining
a dominant position in the field of natural language pro-
cessing(NLP) because its built-in inductive bias can focus
on global information in every computation and redistribute
the global information with importance through the self-
attention mechanism. This is very useful for processing tex-
tual information. Considering the dominance of Transformer
in NLP, VIT [11] introduced the self-attention mechanism
and Transformer blocks into the field of CV and achieved
experimental results that were comparable with CNN. A large
number of studies [12—15] has verified that the Transformer
has shown huge potential in various vision tasks such as
image classification [16], detection [17], video processing
[18] and segmentation [19], and can even achieve better per-
formance than regular CNN backbone architectures with the
support of large amounts of training data. Some work has
investigated what operations make the Transformer back-
bone architecture effective, which has been long attributed
to the attention-based Token Mixer [10]. However, a recent
work [20], which attempts to replace the self-attention mech-
anism with the most basic multi-layer perceptron in Token
Mixer, achieved a good performance. This finding indicates
that self-attention is not a necessary operation in the Trans-
former for vision task. Informed by this finding, MetaFormer
[21] more radically replaces the self-attention operation with
a pool operation with no trainable parameters, which also
achieves good performance. MetaFormer attributes the suc-
cess of Transformer to the structure of backbone architecture.
A reasonable question is whether we can use the Trans-
former backbone architecture summarized by MetaFormer
to improve the performance of CNNs?

To compare the similarities and differences of the two
architectures, we depict the backbone architecture of reg-
ular CNN-based models and MetaFormer-based models in
Fig. 1a, b, respectively.

In general, deep learning models for CV have a hierarchi-
cal structure by designing different stages, each of them is
stacked with many repeated identical blocks, and each stage
maintains the same dimension of the input information when
it is computed. There may be operations between stages to
downsample the spatial dimension of the input information
and transfer it to the channel dimension, especially in reg-
ular CNN backbone architectures. As for the block, it is a
stack of many neural network layers with a large degree of
freedom, and thus is an innovative point for many classical
model designs. For example, Fig. 1a shows a MetaFormer
block [21], which is composed of a Token Mixer, a Chan-
nel MLP, two norm layers, and two residual connections.
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Fig. 1 The architectures of CNN-based models and MetaFormer-based
models

Figure 1b shows a basic block of ResNetl8 [5], which is
composed of two convolutional layers, two norm layers, two
ReLU functions, and a residual connection. In this paper, we
use ResNet18 as the baseline model.

As is observed in Fig. 1 there are four main differences
between the two backbone architectures. Firstly, the Token
Mixer only computes information in the spatial dimension
while channel information is handled by Channel MLP. This
means the MetaFormer block handles spatial information and
channel information separately, though spatial information
and channel information can be processed at the same time
in regular CNN-based models. Secondly, the residual con-
nections of the two architectures are different. MetaFromer’s
residual connections are more detailed, which exist after each
spatial information processing or channel information pro-
cessing. Thirdly, the two backbone architecture blocks have
different computational receptive fields. As the self-attention
mechanism can compute global information, the receptive
field for each spatial information computation operation is
also global. On the other hand, the computational receptive
field for convolution is local, mainly related to the size of
the convolutional kernel and the stride during kernel sliding.
Fourthly, the operations of the two backbone architectures
are different when they process an image for the first time.
For the convenience of description, we will call the first-time
operation of processing an image as ’stem layers.” The stem
layers of ResNet18 is using a convolutional layer(kernal size
=7, stride = 2) and a max-pool layer(kernel size = 3, stride
= 2) to do downsampling. In Metaformers, a more aggres-
sive strategy is used as the stem layers, which corresponds to
a large kernel size and non-overlapping convolution(kernel
size = 16, stride = 16).

To investigate the impact of the above four differences
on the performance of the two architectures, we designed
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ablation experiments on ImageNet-1k dataset [35] to explore
which operation is more effective for processing image data
using the image classification task as an example. Based
on the experimental results, we derive four observations
for designing a model back-bone architecture for vision.
These four sets of ablation experiments and observations are
described in Sect. 3.

In addition to extensive comparison and analysis, inspired
by the difference in stem layers between regular CNN-
based models and MetaFormer-based models, we design
three kinds of sophisticated stem layers, which can be eas-
ily embedded in the backbone architectures of CNN-based
models and MetaFormer-based models. These stem layers
allow the model to extract rich multi-scale information from
the original picture from the beginning and improve the
performance of the model. Built upon the experimental obser-
vations and our proposed stem layers, we propose a novel
and simple network model called CMNet by marrying the
advantages of CNN and MetaFormer, which is detailed in
Sect. 4. To explore the performance of CMNet, we take the
classical picture classification problem as an example. And
compared to previous classical models with similar computa-
tional complexity, CMNet achieves sufficiently competitive
classification accuracy.

Our contributions are mainly the following three points.
Firstly, we compare and summarize the four main differences
between regular CNN-based models and MetaFormer-based
models, and proposed four observations through the results
of ablation experiments, which have a lot of reference value
for the design of visual models. Secondly, we propose three
kinds of sophisticated stem layers that can extract rich multi-
scale features, which is beneficial to model performance,
notably these stem layers can be easily embedded into exist-
ing mainstream vision models. Finally, we designed a novel
and simple model (referred to as CMNet) based on the results
of four sets of ablation experiments, which combines the
advantages of CNN and MetaFormer.

In Sect. 2, we present related works, including the current
development of CNN and Transformer, classical CNN-based
model ResNets, and classical TransFormer-based model
MetaFormers. In Sect. 3, according to the four main differ-
ences between CNN-based models and MetaFormer-based
models, we design the corresponding ablation experiments
and analyze the experimental results, which provide refer-
ence experiences for future visual model design. In Sect. 4,
we describe our novel model CMNet in detail, including the
design rationale, model composition, data computation pro-
cesses and scalability issues. In Sect. 5, we compare CMNet
with previous classical models, and demonstrate their image
classification accuracy on the ImageNet-1k dataset and the
specific training scheme of the model, we also discuss the

future research directions of CMNet. In Sect. 6, we sum-
marize the CMNet as well as the ablation experiments of
CNN-based models and MetaFormer-based models.

2 Related work
2.1 Status of CNN and transformer

Since the VIT [11] model demonstrated the potential of
Transformer [10] in processing vision tasks, the long-
standing dominance of CNN in the computer vision field was
shaken for the first time. After that, the two network backbone
architectures have always learned from each other and devel-
oped together. The following will introduce the current state
of model development of the two backbone architectures.

Because some transform-based models outperform the
regular CNN-based models currently, especially swin-
transformer [15], many researchers believe that Transformer
is the future mainstream of vision model backbone architec-
ture. However, Liu et al. [22] pointed out that by mimicking
the model design and training strategy of swin-transformer,
pure regular CNN models can get higher performance
than swin-transformer, and this work made researchers
start thinking again about the capability of convolution.
Unlike this work, we no longer compare a single model
(swin-transformer) but the whole back-bone architecture
(MetaFormer), and in addition, we propose three kinds of
sophisticated stem layers and a novel model: CMNet.

Due to the long-standing dominance of regular CNN-
based models in processing image tasks, many works
have attempted to use convolution operations to improve
transform-based models. On the other hand, the functions
of Token Mixer and Channel MLP in Transfomer can
be easily replaced by variants of convolution, specifically,
depth-separable convolution [24] can easy instead of Token
Mixer in MetaFormer to compute spatial information, and
point-wise convolution [25] can easy instead of Channel
MLP in MetaFormer to compute channel information, which
allows convolutional operations to be easily embedded in
the Transfomer architecture. For example, ConvMixer [23]
uses depth-separable convolution instead of self-attention,
and point-wise convolution instead of Channel MLP. This
simple pure convolutional network can achieve good per-
formance as well. In order to mimic the property that the
self-attention mechanism can acquire global computational
receptive fields, the LKA mechanism in VAN [26] increases
the receptive field by using large convolution kernels, depth-
wise separable convolutions, and dilated convolutions during
computation, and obtain very good performance. These
works prove that CNN-based models and MetaFormer -based
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models can learn from each other, and in general, models that
incorporate both architectures will get better performance.

2.2 ResNet

The proposal of Deep Residual Network (ResNet [5]) is a
milestone event in the history of CV. ResNet achieved the
first place in five competitions such as image classification,
detection, etc. in the year of publication in 2015. Until today,
residual connections are still frequently seen in various state-
of-the-art models. In addition, there are many variants based
on ResNet, among which the well-known model are ResNeXt
[27], SENet [33], SKNet [28], CBAM [29], etc. As a classical
model in regular CNN-based models, ResNet has been used
as a baseline model in many works. By adjusting the depth
and width of the network, there are many scaled versions of
ResNet, and in this paper, we use ResNet18 as the baseline
model, which is most similar to our proposed model CMNet
in terms of computational complexity.

2.3 MetaFormer

MetaFormer [21] uses the backbone structure as a key factor
for the Transformer to be effective, as shown in Fig. 1a. Most
of the Transfomer-based models follow this structure, only
the operations in the token Mixer are different, for exam-
ple, in Transfomer [10], it is a self-attention operation; in
MetaFomer [21], it is a pool operation; in VAN [26], it is
a LKA operation; in MLP-mixer [20], it is a multi-layer
perception and so on. Whatever the operation is, the spatial
information is computed in the Token Mixer. And Channel
MLP mainly does computation on channel information.

3 Comparison studies between CNN-based
models and MetaFormer-based models

We designed four ablation experiments using ImageNet-1k to
demonstrate which differences between regular CNN-based
models and MetaFormer-based models are more beneficial
to improving the accuracy of image classification. For this
purpose, we ensure that the models in each set of experi-
ments have similar computational complexity by adjusting
the depth of networks. Moreover, we use the same simple
training strategy which is the cosine learning rate (starting
learning rate of 0.01, final learning rate of 0.0001, and 150
epochs of training rounds) in experiments. As for four abla-
tion experiments, first, we investigate which is better, the
way to compute spatial and channel information together in
a regular CNN or the way to compute spatial and channel

@ Springer

information separately in a Transformer. Second, we inves-
tigate the effect of the residual connection method in regular
CNN and the more detailed residual connection method in
Transformer on the model. Third, the computation of reg-
ular CNN is local and the computation of TransFormer is
global. We simulate the global receptive fields in Transformer
by increasing the size of convolutional kernel to investi-
gate which is more suitable for image processing. Fourth,
observing that regular CNN can extract more information
than Transformer in the stem layer, we try to investigate the
impact on network classification results by designing a new
stem layer to extract rich multi-scale features in the shal-
low layer of the model. We analyze these experiments and
draw four observations, which are presented and discussed
in detail below.

3.1 Separate computing of spatial information
and channel information is more effective

In regular CNN-based models, a convolution operation can
compute both spatial information and channel information,
however, in MetaFormer, spatial information is computed
by Token Mixer while channel information is computed by
Channel MLP. Therefore, this set of ablation experiments
was designed to explore which is the more reasonable way
to calculate. In the convolution operation, a combination of
depth-wise convolution and point-wise convolution can be
easily implemented to calculate spatial information and chan-
nel information separately, which is used in many works [7,
30]. But they did not discuss which combination is the most
reasonable, so we designed a set of ablation experiments with
resnetl8 [5] as the baseline, using different combinations
of depth-wise convolution and point-wise convolution to
replace the regular convolution blocks in resnet18, as shown
in Fig. 2.

Figure 2a depict a basic block of baseline model resnet18
[5]. In order to replace the two regular convolutions in the
baseline block, Fig. 2b first goes through two depth-wise
convolutions and then two point-wise convolutions. Figure 2¢
goes through two serial combinations of depth-wise convolu-
tion and point-wise convolution. Figure 2d goes through two
parallel combinations of depth-wise convolution and point-
wise convolution. Using these four blocks to perform ablation
experiments while ensuring that the rest of the model is iden-
tical. The experimental results are shown in Table 1.

The results prove that under the premise that the para-
metric quantities of the models are similar, higher accuracy
can be obtained by computing spatial information and chan-
nel information separately, where block(d) can achieve the
highest accuracy.
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Fig. 2 Four ways to replace CNNs with depth-wise convolutions and point-wise convolutions

Table 1 Topl accuracy of the

models in Fig. 2 on ImageNet-1K (@ (b) (© ()
Train accuracy 0.744 0.777 0.778 0.794
Val accuracy 0.677 0.696 0.699 0.711

3.2 Residual connection method
of MetaFormer-based models are sensitive
to learning rate

MetaFormer-based models is connected by residuals in every
computation of spatial and channel information, which is
more detailed than the residuals of regular CNN-based
models. Therefore, we designed ablation experiments to
investigate which residual connection is the best way, and
the experimental design is as Fig. 3.

Figure 3arepresents a block of ResNet18 where a residual
connection contains two regular CNN operations in between.
Figure 3b represents a block of MetaFormer where residual
connections exist each time spatial information and channel
information are computed. Figure 3c represents a block using
depth-wise convolution as the operation to compute spatial
information in Token Mixer and point-wise convolution as
the operation to compute channel information in Channel
MLP. When training the model with different residual con-
nection methods (Fig. 3a, c), we found that the model using
residual Fig. 3¢ is more sensitive to the learning rate com-
pared with Fig. 3a, and it is easy to cause training failure
when the learning rate is too large, therefore, if the residual
Fig. 3cis used in a model, it should be matched with a smaller

(a) (b) ()

xXm
S 3X3 DWconv
Token Mixer BN relu
3X3 Conv \
BN relu
3X3 Conv XN
BN MLP Mixer 1X1 PWconv
BN relu

relu

Fig. 3 Different ways of connecting residuals

training learning rate. In addition, we explore the impact on
the model when adding the number of depth-wise convolu-
tion or point-wise convolution is m or n. The experimental
results are shown in Fig. 4.

As is seen in Fig. 4 the residual connection of regular
CNN-based models can obtain higher accuracy. However,
a (ResNetl18) and c(m = 2, n = 2) are compared, and the

@ Springer
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Trainaccuracy Valaccuracy
a(ResNet18) | 0.744 0.677 .
c(m=2, n=2) | 0.746 0.676 Imags
¢(m=2, n=3) | 0.667 0.002
c¢(m=3,n=2) | 0.692 0.001
¢(m=3,n=3) | 0.691 0.002
Fig.4 Topl accuracy of the models in Fig. 3 on ImageNet-1K
Branch_1 Branch_2 Branch_3 Branch_4
Table 2 Topl accuracy of the models in Fig. 3¢ with different size of
o . ] cony Cony dilated_conv dilated_conv
convolutional kernel on ImageNet-1K k=3, s=2,p=1 k=11, s=2,p=5 k=7, 522, i
. d=3, p=9 d=4, p=16
Train Val maxpool maxpool . #
accuracy accuracy ‘ k=3,5=2,p=1 k=3,8=2,p=1 dilated_conv dilated_conv
Fig. 3¢ (m=2,n=2,k=3) 0.746 0.676 k=7, s=2, k=9, s=2,
d=3, p=9 d=4, p=16
Fig. 3¢ (m=2,n=2,k=5) 0.746 0.677
Fig. 3¢ m=2,n=2,k=7) 0.748 0.680 Concat
Fig. 3¢ m=2,n=2,k=9) 0.746 0.679 L 3 J
Fig. 3¢ (m=2,n=2,k=11) 0.747 0.681 ‘ ‘ feature maps
information

difference in the accuracy of image classification that can
be obtained by the models corresponding to the two residual
connection methods is not significant.

Noteworthy, when using the residual connection of
MetaFormer, if there are more network layers (more than
twice) between a residual connection, it can easily lead to
model training failure. For example, the training accuracy
and validation accuracy of c(m =2,n=3),c(m = 3,n=2)
and c(m = 3, n = 3) are vastly different.

3.3 ltis effective to use large convolution kernels
to simulate the self-attention mechanism

In regular CNN-based models, since VGG [3] advocated the
use of small size convolutional kernels(3*3), a large amount
of work has followed this guideline to choose the use of
small convolutional kernels when designing models, and
few have used large-sized convolutional kernels. The Token
Mixer in VIT [11] has recently implemented a self-attention
mechanism, which included a property to compute global
information. Some work [23, 31] has simulated the property
by designing a large convolutional kernel to obtain a large
computational receptive field, and has obtained good results.
Informed by this finding, in this part of the exploration, we
experiment to increase the size of the depth-wise convolution
kernel in model Fig. 3c and obtained the results in Table 2.
Experimental results demonstrate that better accuracy can
be obtained using large convolutional kernels than small con-
volutional kernels. Our explanation for this is that small
convolution kernels extract texture information due to the
small computational receptive field, which has been demon-
strated in ZFNet [2]. Large convolutional kernels can extract
semantic information better due to the larger computational
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Fig.5 The stem a layer in CMNet

receptive field, which is more useful for certain tasks that
rely on semantic information. Therefore, the size of the con-
volutional kernel cannot be generalized, and it is dependent
on whether the task to be handled by the model relies more
on semantic information or on texture information.

3.4 Extracting more detailed features in the stem
layers is important

A major difference between Metaformer-based models and
regular CNN-based models is that the processing of the
Metaformer stem layers is more aggressive. This means that
MetaFormer easily loses a lot of information in the stem lay-
ers, which is detrimental to the subsequent feature extraction.
Some works try to mimic regular CNN-based models in the
stem layers of Metaformer-based models. For example, Xiao
etal. [32] replaced the stem layers in MetaFormer with 5 reg-
ular convolutions(k = 3, s = 2 or 1). This attempt not only
helped the model to obtain higher accuracy, but also helped
the model to be trained more stably. Informed by this finding,
we designed three kinds of more sophisticated stem layers,
which can incorporate the attention mechanism into the stem
layers and can extract the features of different receptive fields,
as shown in Fig. 5.

As can be seen from the initial version of the stem layer
in CMNet(referred as stem a), four copies of the original
image data are fed into each of the four branches, and each
branch is combined with different kinds of layers to guarantee
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step 1: | t1 = branchs(x)

step 2: | t2 =V(t1)

step 3: | attention_tensor = sigmoid(fc2(fe1(t2)))
step 4: | output = attention vector * t1

Fig.6 Pseudocode for stem b layer

different sizes of computational receptive field and the same
downsampling multiplicity. Specifically, Branch 1 consists of
a convolutional layer (k = 3, s = 2, p = 1) and a maxpooling
(k =3,s =2, p=1). Branch 2 has a similar structure as
Branch 1, except that the size of the kernel in the convolution
is replaced by 11 and the padding by 5. Branch 3 is created
by stacking two dilated convolutions (k=7,s=2,p=9,d =
3) to obtain a larger computational receptive field. Branch 4
is similar in structure to Branch 3, except that the parameters
in the dilated convolution are replaced with (k =9,s =2,d
=4, p = 16). The computational receptive field of the four
branches are 7 * 7, 15 * 15,55 * 55 and 97 * 97, respectively.

By this combination, the branches with small computa-
tional receptive fields can better extract texture information,
and the branches with large computational receptive fields
can better extract semantic information. Finally, the com-
putational results of the four branches are concatenated in
channel dimension to obtain a set of feature maps as the
input of the downstream structure of the model.

In order to integrate attention mechanism into stem layers
to improve model performance, we change the contribution
of the four branches from the same to variable and introduce
the attention mechanism in the channel dimension. This leads
to an improved version of the stem a which is referred to as
stem b as shown in Fig. 5.

Consider that texture information and semantic informa-
tion are in different proportions in the image, and in the
steam layer, the branch with smaller computational recep-
tive fields is better at extracting texture information, and the
branch with larger computational receptive fields is better
at extracting semantic information, so it is reasonable to let
the model learn by itself which branch is more important.
Further, each feature map channel can also redistribute the
importance by multiplying an attention tensor. Specifically,
as shown in Fig. 6, we define a vector V of four learnable
parameters v1, v2,v3, v4, with the same initial values of 1e-2,
which can be updated iteratively by network training in order
to learn which branch is more important. After introducing
these parameters for adaptive learning, we can describe the
operation of the algorithm in Fig. 6 as follows. x denotes an
image. The four sets of feature maps obtained after feeding x
into each of the four branches are collectively referred to as
t1. The four sets of feature maps represented by t1 are mul-
tiplied by V(v1, v2, v3, v4), respectively, to redistribute the
branch importance, and obtain new feature maps (t2). As for
redistributing channel importance, t2 will be sent to two fully
connected layers(fcl, fc2) and a sigmoid function in order to

Table 3 Pseudocode for stem c layer

Step 1: t1 = branchs(x)

Step 2: t2 = GlobalAvgPool(tl)

Step 3: t3 = t2.transpose(0, 2)

Step 4: t4 = softmax(fc2(fcl(x))).transpose(0,2)
Step 5: attention vector = sigmoid(fc4(fc3(t4)))
Step 6: value = (attention tensor * t1).transpose(0,

1).reshape(B, 96, 56,56)

compute the attention tensor, which is similar to SENet [33].
Finally, attention tensor multiplied by t1 to obtain an output.

Furthermore, in addition to initializing the vector V, we
can also calculate the importance of branches by using the
neural network layer, we designed another more sophisti-
cated stem layers that can take into account the attention
mechanism in both the branch and channel dimensions which
is referred to as stem c. stem ¢ can help the network learn
important features faster and better and eventually improve
the performance of the model. The pseudocode is as shown
in Table 3.

In Table 3, x denotes an image with shape(B = b, C = 3,
H =224, W = 224), where B denotes the batch size for each
batch gradient descent operation, C the channel dimension,
H the image height, and W the image width. Four copies of
x are fed into each of the four branches to obtain four sets of
feature maps of shape (b, 32, 56, 56), and they are stacked
into a set of tensor tl of shape (4, b, 32, 56, 56). Then, t1
undergoes global average pooling in spatial dimension to
obtain tensor t2 of shape (4, b, 32). Next, transpose the first
and third dimensions of t2 to obtain tensor t3 with shape (32,
b, 4), and feed t3 into two fully connected neural network
layers (fcl, fc2) and a softmax function to learn the impor-
tance of the four branches, and then transpose back to tensor
t4 with shape (4, b, 32). Next, feed t4 into two other fully
connected layers (fc3, fc4) and a sigmoid function to learn
the importance of each channel to obtain an attention tensor,
which has computed the attention of both branch and chan-
nel dimensions, and then this attention tensor is multiplied
with t1 and transposed to the first and second dimensions to
obtain a tensor of shape (b, 4, 32, 56, 56), and finally reshape
it into the value of (b, 96, 56, 56) as the output result.

In order to prove the effectiveness of our designed three
kinds of stem layers, we take resnet18 as the baseline model
and replace the stem layers of resnet18 with stem a, stem b
and stem c, respectively, the experimental results are shown
in Table 4.

As shown in Table 4, we designed three kinds of stem
layers to achieve higher verification accuracy compared to
ResNet18, with stem c achieving the highest verification
accuracy (68.6%), an improvement of 0.9% compared to
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Table 4 The accuracy of
ResNet18 with different stem Resnet18 Stema Stem b Stem ¢
layers
Train accuracy 0.744 0.732 0.733 0.733
Val accuracy 0.677 0.680 0.685 0.686

ResNet18. This result illustrates that extracting rich multi-
scale information in the stem layers of the network is
beneficial to the model for better processing of image infor-
mation. The presence of branches with a large computational
receptive field in the stem layers of our design can help
the network to extract semantic information early, instead
of stacking network layers to extract semantic information
in the deeper layers of the model as in the case of regular
CNN:s. In terms of human visual habits, when people observe
image data, they first obtain some semantic information at the
object level, and only when they look further carefully will
they consider some texture, color, structure and other textural
information. This is actually the opposite order of extracting
image features by regular CNNs. And our proposed method
of extracting image features by stem layers is more like the
human visual habit.

4 The architecture of CMNet

Based on the experimental findings described in Section 3, we
marry the strengths of both CNN and MetaFormer models to
conceive anovel, yet simple backbone architecture dubbed as
CMNet. This model adopts Fig. 2d as the block of the model,
as such it can process images more efficiently compared to
a regular CNN block. Considering the effect on sensitivity
to model training hyperparameters, in our designed model
CMNet, the residual connection of Fig. 3a will be used in the
block of the model. As for convolution kernel size, because
the improvement of large convolution kernels in image classi-
fication is not obvious, and considering that large convolution
kernels will increase the complexity of the model, we still use
small convolution kernels(3*3) in the model CMNet. This
model adopts stem b as the stem layer of the model, although
the experimental results of stem c are a little bit better than
stem b, considering the computational complexity, stem c is
not used in CMNet, as shown in Fig. 7.

Specifically, in the stem layers, we use stem b to extract
more detailed features and perform quadruple downsampling
of the spatial dimension while increasing the dimension of
the channel. On the one hand, stem b could extract texture
features and semantic features at the same time by different
computational receptive field in branches. On the other hand,
stem b could learn the branch importance by parameters v,
and learn the channel importance by two fully connected lay-
ers and sigmoid function. This means that sfem b integrates
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attention mechanisms into both spatial and channel dimen-
sions.

In term of S2C (space to channel), the operation purpose is
to transfer the feature information from spatial dimensional
to channel dimensional. Specifically, the four elements in the
upper-left corner of the feature map are used as four start-
ing points, and interval sampling to obtain four sub-features,
and then the four sub-features are stack in the channel dimen-
sion, then through a point-wise convolution to obtain the final
output. In terms of feature map shape, the result after S2C
operation is two times downsampled in the spatial dimension
and two times upsampled in the channel dimension than the
input feature map.

As for stage, we designed the model with a total of four
stages, each of which consists of many blocks (Fig. 2d), and
during the computation, the size of the features map is not
changed in a stage, but perform two-fold downsampling of
the spatial dimension by an S2C (space to channel) structure
between each stage. In a block, there exists a residual con-
nection that contains two calculations of spatial and channel
information within the connection, where DWconv (depth-
wise convolution) responses for compute spatial information
of input, and PWConv (point-wise convolution) responses
for compute channel information. It is worth noting that each
calculation of spatial information and channel information is
performed separately and in parallel. The result after each
convolution operation is subjected to BN (batch normaliza-
tion) and fed to the activation function (ReLU).

In the top layer, we use a global average pooling operation
to downscale the feature maps computed by the upper layer
network into feature vectors, and then compute the feature
vectors through a fully connected layer and output the final
classification results.

In term of scaled models, the entire model can be scaled
by adjusting the number of blocks and channels in each stage,
and the model can be adapted to other vision tasks by modi-
fying the top layer design. The following Table 5 shows one
of our recommended model scaling strategies. To represent
the computational complexity of the model, we computed the
number of parameters and floating point operations (FLOPs)
of the model, where the unit M of parameters is 1 x 100
and the unit G of FLOPs is 1 x 10°. The specific parameters
and FLOPs calculation formula for regular CNNs and fully
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Fig.7 CMNet: the novel and simple backbone architecture for vision
task. k denotes the kernel size of convolution, s the stride of convolution,

p the padding before convolution, d the dilate ratio of dilated convo-
lution, v the parameters to learn branches importance, (batch, channel,

Table 5 The scaled version of

height, weight) the shape of the input tensor

CMNet: b denotes the number of CMNet-tiny CMNet-small CMNet-base CMNet-large CMNet-huge
blocks in a stage, s denotes the
shape of the output, and the Stage 1 b=1 b=2 b=2 b=4 b=4
values in the shape denote the s= s = s = s = s =
channels, feature map height and (64,56,56) (96,56,56) (128,56,56) (128,56,56) (160,56,56)
feature map width, respectively Stage 2 b=1 b=2 b=2 b=4 b=12
s = s = s= s = s =
(128,28,28) (192,28,28) (256,28,28) (256,28,28) (320,28,28)
Stage 3 b=1 b=2 b=6 b=24 b =36
s = s = s = s = s =
(256,14,14) (384,14,14) (512,14,14) (512,14,14) (640,14,14)
Stage 4 b=1 b=2 b=2 b=4 b=4
s = s = (768,7,7) s = s = s =
(512,7,7) (1024,7,7) (1024,7,7) (1280,7,7)
Parameters 1.9 5.6 11.7 26.0 52.0
M)
FLOPs (G) 0.3 0.9 2.0 4.7 10.5

connected layers is as follows:

param,,, = (kw * kn * Cin) * Cout *+ Cout
paramg, = (nin * Nout) + Rout

FLOPscony = [2 * (kw * kn * Cin) * Cout + Cout]
*H x W

FLOPsge = 2 * (nin * Nout) + Nout

In above formula, W and H denote the weight and height
of input feature maps, respectively, k,, and k; the convo-
lutional kernel weight and height, respectively, c;, and ¢,y
the number of channels of the input feature map before con-
volution and the number of channels of the output feature

map after convolution, respectively. n;, and n,,; the number
of input features and output features of the fully connected
layer, respectively.

5 Experiments and discussions

To verify the performance of CMNet, we designed a set of
comparison experiments using the ImageNet-1k dataset for
image classification task with some classical models with
similar computational complexity. The training strategy and
experimental results are as follows.
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Table 6 Experimental results of

CMNet and classical models on Model Params. (M) FLOPs. (G) Top-1 Acc (%) Top-5 Acc (%)

imagenet-1k
ResNet18 11.69 1.8 71.21 90.82
DenseNet169 14.30 34 76.25 93.27
Xception 22.86 8.4 79.00 94.55
EfficientNet-B2 9.2 9.2 80.15 94.93
RegNetY-1.6GF 11.2 1.6 78.73 92.75
ConViT-Ti + 10 2.0 76.75 90.17
PoolFormer-S12 11.9 2.0 77.27 91.69
CMNet-tiny 4.9 0.7 76.11 88.99
CMNet-small 9.1 1.3 78.29 90.21
CMNet-base 11.7 2.0 80.08 93.70
CMNet-big 33.9 6.3 81.09 94.65
CMNet-huge 50.4 9.1 83.77 95.51

5.1 Dataset

ImageNet [34] is a computer vision system recognition
project built by computer scientists to simulate the human
recognition system. It provides datasets for several classi-
cal computer vision tasks such as image classification and
target detection. ImageNet-1k is a subset of the ImageNet
database, commonly referred to as ISLVRC 2012 (ImageNet
Large Scale Visual Recognition Challenge) [35], and it is
one of the most well-known datasets for image classifica-
tion tasks and has been used as a standard dataset in many
works for model performance comparisons. The dataset has
1281167 labeled training images, 50,000 validation images
and 10,000 training images, with a total of 1000 categories.

5.2 Training setting

The model training setting we used mostly follows [36],
which mainly includes dataset augmentation and train-
ing scheme. As for augment the training data, we adopt
cutmix [37], mixup [38], repeated augmentation [39], label-
smoothing [40], random erasing [41] random clipping and
random horizontal flipping. In term of training scheme, we
use Adam optimizer, the batch size is set to 1024, the num-
ber of training epochs is 600, the learning rate uses Cosine
descent strategy [42] and Warm-Up mechanism [43], where
the initial learning rate is 0.01 and the number of warm-up
epochs is 5, Exponential moving average (EMA) [44] was
also used during training. As for the training device, we used
eight Tesla V100 GPUs and trained CMNet for seven days,
finally, we report the top-1 accuracy in the ImageNet-1k val-
idation dataset.
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5.3 Experiment results

As shown in Table 6, we compare classical models with
similar computational complexity, such as ResNetl8 [5],
DenseNet169 [6], xception [30], EfficientNet-B2 [45],
RegNetY-1.6GF [46], ConViT-Ti+ [12] and PoolFormer-S12
[21]. The experimental results prove that CMNet achieves the
best validation accuracy compared to these seven classical
models with similar computational complexity.

From the table, we can find that CMNet can obtain the
highest classification accuracy compared with the previ-
ous classical models with similar computational complexity.
First, because of the presence of the stem b layer, CMNet
can extract rich multi-scale features at the early stage of the
network than other classical models, which is important for
the subsequent computation. Second, compared with regu-
lar CNN, depth-wise convolution can save a large number
of parameters, and parallel execution with point-wise convo-
lution can perform feature extraction more efficiently while
preserving the inductive bias of convolution. Finally, inspired
by the attention mechanism in Transformer, we incorporate
the attention mechanism into the branch and channel of the
stem b layer, which is helpful for selecting important fea-
tures. Combining the advantages of CNN and TransFormer,
the effectiveness of CMNet can be expected.

To further study the generalization performance of the
model, we verified it on the CIFAR-100 data set and com-
pared it with other models. We found that the performance
of CMNet is still excellent, as shown in Table 7. Com-
pared with the previous SOTA model, CMNet can get better
performance under the premise of similar parameters and
computational complexity. Especially CMNet-tiny, the num-
ber of parameters is less than half of ResNetl8, but the
accuracy is higher. Compared with the previous SOTA model,
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Table 7 Experimental results of

CMNet and classical models on Model Params. (M) FLOPs. (G) Top-1 Acc (%) Top-5 Acc (%)

CIFAR-100
ResNet18 11.69 1.8 77.69 93.49
DenseNet169 14.30 34 80.48 93.27
Xception 22.86 8.4 80.00 94.02
CMNet-tiny 4.9 0.7 78.12 93.94
CMNet-small 9.1 1.3 83.20 94.60
CMNet-base 11.7 2.0 84.08 96.72
CMNet-big 339 6.3 88.04 97.68
CMNet-huge 50.4 9.1 90.77 97.89

CMNet can get better performance under the premise of sim-
ilar parameters and computational complexity. Especially
CMNet-tiny, the number of parameters is less than half of
ResNet18, but the accuracy is higher.

5.4 Future work

In future, we will continue to explore the performance of
CMNet from the following aspects.

5.4.1 Testing the impact of scaling models on performance

Due to the limited training resources, the computational com-
plexity of our experimental CMNet-base model is smaller
than that of the existing SOTA models, the number of parame-
ters is only about 0.2 times that of the SOTA models [47-50].
Therefore, a future experimental direction is to increase the
computational complexity of CMNet by increasing the num-
ber of blocks and channels in each stage of the model, and to
test the performance of the scaled-up model on imgenet-1k
in order to explore the highest accuracy that can be achieved
by scaling CMNet.

5.4.2 Exploring the performance of CMNet as a backbone
on other visual tasks

Specifically, we use the part of CMNet with the top layer
removed as a feature extractor for images, and use the
extracted features due to other classical computer vision
tasks, such as object detection of images and semantic seg-
mentation. In this way, we test the robustness of CMNet
as a backbone for vision tasks. We look forward to seeing
CMNets becoming a general model. By the way, trying to
improve model performance by pre-training CMNet with an
additional large dataset before the training task is also a direc-
tion worth exploring.

5.4.3 Continue to explore the stem layer

In CMNet, we design three kinds of sophisticated stem lay-
ers (stem a, stem b and stem c) to help the model extract
rich features. In fact, the stem layers can be made deeper.
For example, in CMNet, each branch contains only two lay-
ers, we can make the stem layer deeper by increasing the
number of layers in each branch. In addition, the stem layer
in CMNet implements quadruple downsampling, and it also
makes sense to explore more downsampling in the stem layer.
In addition, for multi-object detection, a task that is sensitive
to multi-scale features, we have reasons to believe that the
stem layers we designed are more helpful for the model to
improve detection accuracy.

6 Conclusion

In this paper, we analyzed and identified four main differ-
ences between regular CNN-based models and MetaFormer-
based models in the design of backbone architecture. We
designed four sets of ablation experiments to evaluate which
is more beneficial to processing images and subsequently
draw four observations based on the experimental results,
which can be serve references for designing the vision model
backbone architecture. They are: (1) Separate computing of
spatial information and channel information is more effec-
tive. (2) MetaFormer’s residual connection method is more
sensitive to learning rate.

(3) It is effective to use large convolution kernels to
simulate the self-attention mechanism. (4) Extracting more
detailed features in the stem layers is important. Notably, to
satisfy the principle (4) we design three kinds of sophisticated
stem layers, which can be easily embedded into the existing
classical model and help the model to extract multi-scale
features. Finally, based on these ablation experiments obser-
vations, we design a novel and simple model: CMNet, which
exhibits sufficiently competitive experimental results com-
pared to previous classical models of similar computational
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complexity. We also discussed in details potential research
topics and directions to inform and inspire future research.
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