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We study the dynamics of the non-local Lotka–
Volterra system ut = Duuxx + u(1 − φ ∗ u − αv), vt =
Dvvxx + v(1 − φ ∗ v − βu), where a star denotes the
spatial convolution and the kernel φ is a top hat
function. We initially focus on the case of small, equal
diffusivities (D = Du = Dv � 1) together with weak
interspecies interaction (α, β � 1), and specifically
α,β � D. This can then be extended to consider small,
but unequal, diffusivities and weak interactions, with
now α,β � Du, Dv � 1. Finally, we are able to develop
the theory for the situation when the diffusivities
remain small, but the interactions become stronger.
In each case, we find that u and v independently
develop into periodic spatial patterns that consist of
separated humps on an O(1) time scale, and that
these patterns become quasi-steady on a time scale
proportional to the inverse diffusivity. These then
interact on a longer time scale proportional to the
inverse interaction scale, and approach a meta-stable
state. Finally, a stable steady state is achieved on a
much longer timescale, which is exponentially large
relative to the preceding time scales. We are able to
quantify this interaction process by determining a
planar dynamical system that governs the temporal
evolution of the separation between the two periodic
arrays of humps on these sequentially algebraically
and then exponentially long time scales. We find that,
once the humps no longer overlap, the subsequent
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dynamics lead to a symmetric disposition of the humps, occurring on the exponentially long
time scale. Numerical solutions of the full evolution problem cannot access the behaviour on
this final extreme time scale, but it can be fully explored through the dynamical system.

1. Introduction
In this paper, we study the simplest and most natural extension of the classical Lotka–Volterra
population competition model to account for non-local effects, which are naturally present in the
respective saturation terms. In particular, we study the case where intraspecies competition is
non-local, while interspecies competition is local. A biological example might be two species of
birds for which intraspecies competition for species-specific resources occurs over some spatial
range, but interspecies competition occurs locally through competition for nesting sites.

The effect of the two non-local terms is to introduce two additional non-local length scales into
the model, and we restrict attention to the simplest case when these two length scales are equal,
so the two non-local ranges are close for both species. In population modelling terms, it should
be expected that, in general, the kernel associated with the non-local effects is non-negative,
symmetric and non-increasing with distance from its origin. With this in mind, we focus our
attention here on the compactly supported top-hat kernel, as the simplest canonical representative
of kernels that have these features. This simplicity allows us to develop both a qualitative and
quantitative, asymptotic description of the dynamics of the solution, whose qualitative features
(hump formation, hump sliding, metastability of edge touching hump states and subsequent
separation on an exponentially long time scale to a final asymptotically stable state), which have
previously been unidentified, are expected to remain relevant for other localized kernels that are
less amenable to this type of analysis.

Previous studies of non-local systems of reaction–diffusion equations that model interacting
populations have used many different functional forms for the interaction kernels and the local
interaction terms (see [1–5] and references therein for some examples), and usually focus on
linear stability analysis of steady states and numerical results on pattern formation. The results
presented in [2], which are for a more general form of the equations studied below, are of
particular relevance, since they note the existence of ‘half-cosine’ solutions, which are consistent
with the results presented below and in [6]. The focus of the present paper is on the long time
dynamics of the periodic solutions that develop on an O(1) time scale and the later, exponentially
slow dynamics that are not computationally accessible.

In dimensionless variables, with lengths made dimensionless on the non-local length scale, the
coupled non-local reaction–diffusion system the we consider is

ut = Duuxx + u(1 − J(u)(x, t) − αv) (1.1)

and
vt = Dvvxx + v(1 − J(v)(x, t) − βu), (1.2)

for, with T> 0,
(x, t) ∈ DT = {(x, t) ∈ R

2 : x ∈ R, t ∈ (0, T]}, (1.3)

where, with the top-hat kernel,

φ(y) =
{

1, |y| ≤ 1
2 ,

0, |y|> 1
2 ,

(1.4)

we have, for any h ∈ C(DT),

J(h)(x, t) ≡ (φ ∗ h)(x, t) =
∫ x+(1/2)

x−(1/2)
h(y, t) dy ∀(x, t) ∈ DT. (1.5)

The dimensionless diffusivities, Du and Dv , measure the ratio of the diffusive length scales
(based on the population growth time scale) to the non-local length scale, while the non-negative
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parameters α and β measure the respective strengths of resource competition between the two
species for u and v, respectively. The effects of the non-local structure compared with the effects
of diffusion are most pronounced when Du and Dv are small, so that the non-local length scale
is much larger than the diffusive length scale, and it is this situation which the present paper
principally addresses, in a regime far away from weakly nonlinear limits, and which addresses
the fully nonlinear interaction between non-locality, diffusion and competition in the underlying
non-local PDEs. Specifically, we consider the initial value problem formed from equations (1.1)
and (1.2) with initial conditions,

u(x, 0) = u0(x) (1.6)

and
v(x, 0) = v0(x), (1.7)

for x ∈ R, and boundary conditions,

u(x, t), v(x, t) → 0 as |x| → ∞, uniformly for t ∈ [0, T]. (1.8)

Here, u0, v0 : R → R are non-trivial, non-negative, continuous and have compact support.
Throughout, we consider classical solutions, with u, v ∈ C(DT) ∩ C1,2(DT), and we will refer to
this Cauchy problem as (IVP).

We now define
D = max{Du, Dv}. (1.9)

The principal focus of the paper will be the consideration of (IVP) when D is small, and formally
α,β = o(D) as D → 0, with particular attention to the large-t structure that emerges. To begin with,
it is readily established, via the parabolic maximum principle on DT (see, for example, [7]) that,
for any solution to (IVP),

u(x, t), v(x, t) ≥ 0 ∀ (x, t) ∈ DT, (1.10)

while the parabolic comparison theorem then determines that,

u(x, t), v(x, t) ≤ (supy∈R
(u0(y)) + supy∈R

(v0(y))) et ∀ (x, t) ∈ DT. (1.11)

The above a priori bounds on solutions to (IVP) consequently guarantee the uniqueness and
existence of a global (on D∞) solution to (IVP).

In relation to the study of (IVP), it is first important to recall the key salient features from the
detailed study of the associated evolution problem for the scalar non-local Fisher–Kolmogorov
equation, with top-hat kernel, referred to as (IBVP) in [6], and given by,

wt = Dwxx + w(1 − J(w)(x, t)), (x, t) ∈ D∞, (1.12)

w(x, 0) = w0(x), x ∈ R (1.13)

and w(x, t) → 0 as |x| → ∞ uniformly for t ∈ [0, T], any T> 0, (1.14)

with w0 = u0 or v0. In [6], it has been established that (IBVP) has a global solution w : D∞ → R,
which is unique, and the nature of this solution has been examined in detail. In relation to the
present paper, it is the structure of the large-t form of the solution to (IBVP), and in particular,
when the dimensionless diffusion coefficient D is small, that is crucial. To summarize the results of [6],
let w : D∞ → R be the solution to (IBVP), then, for t ≥ O(D−1) there are three spatial regions in
which the structure distinctly develops (see figures 3.1 and 3.2 of [6]), namely,

— Core region: |x| = o(D1/2t). In this region, a steady and stationary non-negative periodic
state develops, with spatial wavelength λ≈ 0.7, and in particular

w(x, t) ∼ Fp(x − x0, λ, D), (1.15)

with x0 a constant (with |x0| ≤ 1
2λ) depending upon the initial data. For even initial data,

x0 = 0 or 1
2λ.
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— Wavefront transition regions: |x| = 2D1/2t + O(1). In these symmetric regions, a wavefront
propagates outwards into the unstable zero equilibrium state, with propagation speed
v(t) ∼ 2D1/2. This wavefront has a temporally periodic structure, with period Tp(t) ∼
λ/2D1/2, and accommodates, via periodic shedding at the rear, the formation of the
stationary periodic structure that is left behind.

— Far-field regions: |x| � 2D1/2t + O(1). In these symmetric regions, the final spatial decay
to the zero equilibrium state takes place, and in particular,

w(x, t) ∼ w±∞
(Dt)1/2 e−((x2−4Dt2)/4Dt), (1.16)

with w±∞ positive constants related to the initial data.

In the above, we have, from [6], for each wavelength λ ∈ (1/2 + O(
√

D), 1 − O(D)),

Fp(x, λ, D) ∼
⎧⎨
⎩

π
(2λ−1) cos

(
2πx

2λ−1

)
, 0 ≤ |x|< a(λ)

E(x, D), a(λ)< |x| ≤ 1
2λ,

(1.17)

as D → 0 over one spatial wavelength λ, with E(x, D), as given in [6], being exponentially small in
D as D → 0, and

a(λ) = 1
2

(
λ− 1

2

)
. (1.18)

It should also be noted, from [6], that the gradient and curvature discontinuities at |x| = a(λ) are
smoothed out across passive thin edge regions of spatial thickness O(D1/4).

We now turn our attention back to (IVP). Specifically, we will consider the asymptotic structure
of the solution to (IVP) in detail when,

α =ψ(D)α and β =ψ(D)β, (1.19)

with ψ(D) = o(D) as D → 0, and α,β = O(1).
The paper is structured as follows. In §2, we consider the asymptotic solution of (IVP)

when Du = Dv ≡ D � 1, with α,β = o(D) as D → 0. We show that a periodic solution develops,
consisting of separated cosine humps in both u and v, which then interact over long time scales.
We find that on these long time scales the leading order dynamics are controlled by an
autonomous planar dynamical system, which indicates that once the humps have become non-
overlapping, the dynamics of the subsequent separation are on an exponentially long time scale.
The qualitatively similar asymptotic behaviour when Du �= Dv is discussed in appendix A. In
§3, we consider how this asymptotic theory is modified when O(D) ≤ α, β ≤ O(1). The theory
developed in §§2 and 3 is compared with numerical solutions of (IVP) in §4, and found to be in
good agreement. We conclude in §5.

2. Equal diffusivities: asymptotic solution to (IVP) asD→ 0withψ (D)= o(D)
In this section, we consider the asymptotic solution to (IVP) as D → 0, with formally ψ(D) = o(D),
in the case when Du = Dv = D. In fact, we will see later that the theory developed in this section
remains accurate up to ψ(D) = O(D) as D → 0. Also results for Du �= Dv are qualitatively similar,
and we present a summary in appendix A. In this limit, the structure of the solution develops on
a number of distinguished time scales, which we address in turn.
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(a) 0≤ t �ψ (D)−1

We start in what we label as region I, where 0 ≤ t �ψ(D)−1 and x ∈ R, as D → 0. In this region,
we write the solution to (IVP) as,

u(x, t; D) = uI(x, t; D) + O(ψ(D)) (2.1)

and

v(x, t; D) = vI(x, t; D) + O(ψ(D)), (2.2)

where we determine uI and vI so that these approximations remain uniform for (x, t) ∈ R ×
[0, o(ψ(D)−1)) as D → 0. On substituting into (IVP), the most structured balance is achieved
when both of uI and vI satisfy, independently, the problem (IBVP), with w0 = u0 and w0 = v0,
respectively. The detailed structure of each of uI and vI then follows from [6], and the summary
provided in the introduction to the present paper. In particular, we observe, from (1.15) to (1.18),
that there are constants xu and xv , depending upon u0 and v0, respectively, and independent of D,
as D → 0, for which,

uI(x, t; D) ∼ Fp(x − xu, λ, D) (2.3)

and

vI(x, t; D) ∼ Fp(x − xv , λ, D), (2.4)

with t ≥ O(D−1) and |x| = o(D1/2t), as D → 0. Here, following [6], λ≈ 0.7, while xv ∈ [− 1
2λ, 1

2λ) and
(xu − xv) ∈ [− 1

2λ, 1
2λ). We observe, from (2.1) to (2.4), that both u and v develop, as D → 0, into two

identical spatially periodic steady states, with wavelength λ≈ 0.7, and each consisting of discrete
symmetric cosine humps, with support length 2a(λ) = λ− 1

2 , and each pair of humps separated
by a dead region of length 1

2 , in which the periodic profile is exponentially small in D as D → 0
(for further details, see [6]). This final periodic steady state develops on the time scale t = O(D−1),
with the phase difference between that representing u and that representing v being (xu − xv). On
considering the terms at O(ψ(D)) in expansions (2.1) and (2.2), we find that both terms have spatial
L∞ magnitude of O(t) when t is large. We thus conclude that both of the expansions (2.1) and (2.2)
become non-uniform when t is large, and in particular, on the scale

t = O(ψ(D)−1). (2.5)

On this long time scale, each of the respective periodic arrays of identical discrete humps remain
fully coherent, with now just a slow change in the phase between the two periodic arrays taking
place on and beyond the long time scale given in (2.5). It is this evolution in phase that we now
consider.

(b) t ≥ O(ψ (D)−1)
In this section, we introduce region II, in which now t ≥ O(ψ(D)−1) and x ∈ R, as D → 0. We
anticipate that on this long time scale, the periodic arrays propagate in permanent form until
the phase shift reaches an equilibrium state and a final steady state is reached. Thus we introduce
the scaled time coordinate τ =ψ(D)t ≥ O(1) and expand in region II in the form,

u(x, τ ; D) ∼ Fp(x − su(τ ), λ, D) (2.6)

and

v(x, τ ; D) ∼ Fp(x − sv(τ ), λ, D), (2.7)

as D → 0, with x ∈ R and su, sv : (0, ∞) → R to be determined, while, from above, λ≈ 0.7. We next
rewrite equations (1.1) and (1.2) in terms of τ , and substitute from (2.6) and (2.7), recalling that
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Fp is an exact steady state of each equation when ᾱ= β̄ = 0. Using the spatial periodicity, we can
take,

sv(0) = xv ∈
[
−1

2
λ,

1
2
λ

)
with (su(0) − sv(0)) = (xu − xv) ∈

[
−1

2
λ,

1
2
λ

)
, (2.8)

and restrict attention to the dynamics of the first (relative to the spatial origin) cosine hump in v
and its closest neighbouring cosine hump in u. We obtain, at leading order,

(F′
p(x − su, λ, D))2s′

u = ᾱF′
p(x − su, λ, D)Fp(x − su, λ, D)Fp(x − sv , λ, D) (2.9)

and

(F′
p(x − sv), λ, D)2s′

v = β̄F′
p(x − sv , λ, D)Fp(x − sv , λ, D)Fp(x − su, λ, D), (2.10)

for x ∈ R and τ > 0. To obtain the evolution equations governing su(τ ) and sv(τ ), we now
integrate each of the above equations over one spatial wavelength, after which we obtain the
two-dimensional, autonomous, dynamical system,

s′
u = ᾱH(su − sv , D) (2.11)

and

s′
v = −β̄H(su − sv , D), (2.12)

for τ > 0, where H ∈ C1(R), is periodic with principal wavelength λ, and is given by,

H(Y, D) = 1
c

∫Y+(1/2)λ

Y−(1/2)λ
F′

p(w − Y, λ, D)Fp(w − Y, λ, D)Fp(w, λ, D) dw, (2.13)

for Y ∈ R. Here, we note, using the evenness property of Fp, that H is an odd function, while the
constant c is given by,

c =
∫ (1/2)λ

−(1/2)λ
(F′

p(l, λ, D))2 dl. (2.14)

In considering this dynamical system, it is convenient to introduce new dependent variables by
the linear transformation,

	= su − sv and S = (β̄su + ᾱsv)(ᾱ + β̄)−1, (2.15)

in terms of which the dynamical system becomes,

	′ = (ᾱ + β̄)H(	, D) (2.16)

and

S′ = 0, (2.17)

for τ > 0. We note that 	 measures the displacement on the x-axis between the centres of the
neighbouring humps in, respectively, u and v, while S is the point on the x-axis which divides
the line segment joining the peak locations of these respective neighbouring humps in the ratio ᾱ
to β̄.
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We can now construct the leading order asymptotic form of H(	, D) as D → 0 for	 ∈ [− 1
2λ, 1

2λ]
via use of the detailed asymptotic structure of Fp(Y, λ, D) as D → 0, uniform over one wavelength
Y ∈ [− 1

2λ, 1
2λ], which was obtained in [6] (subsection 5.1). After considerable detailed, but

straightforward, calculation, we obtain, as D → 0,

H(	, D) ∼

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
3π

(
1 + cos

(
2π	
2λ−1

))
sin

(
2π	
2λ−1

)
for 	 ∈ A(D),

sgn(	)Ψ∞ γ (|	|)2

(2λ−1)3/2π
D E(|	|, D) for |	| ∈ B(D),

2 sgn(	)Ψ∞ γ ((1/2)λ)2

(2λ−1)3/2π
D E( 1

2λ, D)

sinh
(
γ ((1/2)λ)(|	|−(1/2)λ)

D1/2

)
for |	| ∈ C(D),

(2.18)

with,

E(	, D) = exp
[
− 1

D1/2

{
Φ

(
1
4

)
−Φ

(
λ− 1

4
−	

)}]
(2.19)

and

A(D) =
(

−
(
λ− 1

2

)
{1 − O(D1/4)},

(
λ− 1

2

)
{1 − O(D1/4)}

)
, (2.20)

B(D) =
((
λ− 1

2

)
{1 + O(D1/4)}, 1

2
λ{1 − O(D1/2)}

)
(2.21)

and C(D) =
(

1
2
λ{1 − O(D1/2)}, 1

2
λ

]
. (2.22)

In (2.19), Φ : [0, 1
4 ] → R is given by, for λ ∈ [ 5

8 , 1),

Φ(s) = (2λ− 1)
π

{
cos

(
π (1 − 4s)
4(2λ− 1)

)
− cos

(
π

4(2λ− 1)

)}
∀ s ∈

[
0,

1
4

]
, (2.23)

while, for λ ∈ ( 1
2 , 5

8 ),

Φ(s) =

⎧⎪⎨
⎪⎩

2λ−1
π

{
cos

(
π(1−4s)
4(2λ−1)

)
+ 1

}
, s ∈

(
5
4 − 2λ, 1

4

]
,

0, s ∈
[
0, 5

4 − 2λ
]

.
(2.24)

In addition,

γ (	) =Φ ′
(
λ− 1

4
−	

)
∀ |	| ∈ B(D). (2.25)

We remark that Φ(s) is non-decreasing with s ∈ [0, 1
4 ], and Φ(0) = 0. Significantly, we see that, as

D → 0, H is O(1) when	 ∈ A(D), but undergoes a rapid transition about	= ±(λ− 1
2 ), to become

exponentially small when |	| ∈ B(D) ∪ C(D). It is important to note here that in this transition
region , when 	= (λ− 1

2 )(1 ± O(D1/4)), a calculation using the form for Fp in the edge layer, as
detailed in [6], determines that H(	, D) = O(D3/4), and is strictly positive. Specifically, writing

	=
(
λ− 1

2

)
+ (2λ− 1)1/2D1/4	, (2.26)

with 	= O(1), and using the detailed structure of Fp in the edge region (see [6], §5.1) to compute
(2.13), we obtain, after some lengthy but straightforward calculation, that

H(	, D) ∼ D3/4

π4(2λ− 1)3/2 I(	), (2.27)

as D → 0 with 	= O(1). Here, the parameter free function I : R → R is given by,

I(X) =
∫∞

−∞
|Ψ ′(p)|Ψ (p)Ψ (X − p) dp ∀ X ∈ R, (2.28)

with Ψ : R → R being the parameter free function defined in [6] (§5.1).
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Figure 1. The function H(	, D) that appears on the right-hand side of (2.16), plotted for various values of λ and D= 10−3.
We tookΨ∞ = 1, since, as discussed in [6], this O(1) quantity is hard to determine numerically, and does not affect the form
of the function outside the regions where it is exponentially small.

Returning to (2.16) and (2.17), we observe that a decoupling has taken place. Equation (2.17),
with initial conditions (2.8), immediately gives,

S(τ ) = S0 ≡ (β̄xu + ᾱxv)(ᾱ + β̄)−1 ∀ τ > 0, (2.29)

while (2.16) remains as a scalar autonomous dynamical system governing the temporal dynamics
of 	(τ ), subject to the initial condition,

	(0) =	0 ≡ (xu − xv) ∈
[
−1

2
λ,

1
2
λ

]
. (2.30)

The phase line diagram for this scalar dynamical system is shown in figure 1, using (2.18).
equation (2.29) determines that the point on the x-axis that divides the line segment joining the
respective peak locations of the humps in u and v in the ratio ᾱ to β̄ remains stationary at its initial
location inherited from region I.

We now consider the dynamical system for 	(τ ). It follows from (2.18), the initial condition
(2.30) and figure 1 that we need only consider	 ∈ [− 1

2λ, 1
2λ]. On this interval, the scalar dynamical

system has exactly three equilibrium points, at 	= 0 and 	=	± ≡ ± 1
2λ, each of which is

hyperbolic. The equilibrium point at the origin is temporally unstable, while those at ± 1
2λ are

both asymptotically stable. However, since H is exponentially small in D at each point with
|	| ∈ ((λ− 1

2 ) + O((2λ− 1)1/2D1/4), 1
2λ), the time scale in τ for motion along this part of the phase

line is exponentially long in D as D → 0, and so each such point can be regarded as a metastable
pseudo-equilibrium point on the time scale τ = O(1) (figure 2). By contrast, those points on the
phase line with 	 ∈ (−(λ− 1

2 ) + O((2λ− 1)1/2D1/4), (λ− 1
2 ) − O((2λ− 1)1/2D1/4)) have H = O(1),

and so motion along this part of the phase line takes place, relatively, much more rapidly, on
the scale τ = O(1). It is significant to note that the transition between this, relatively, fast and
exponentially slow evolution in 	(τ ), occurs at 	∼ ±(λ− 1

2 ), as D → 0, which corresponds to the
configuration when neighbouring humps in u and v, respectively, are support edge touching. The
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Figure 2. The functionH(	, D) that appears on the right-hand side of (2.16), plotted forλ= 0.7 andD= 10−3. This illustrates
the behaviour of H for	 ∈ B(D), where it is exponentially small.

fast dynamics occurs when these humps are overlapping, while the exponentially slow dynamics
occur when their respective support intervals become separated.

We are now able to describe the evolution of	(τ ) from the initial condition (2.30). This depends
wholly on 	0 ≡ (xu − xv), which is inherited from the evolution in region I, and depends only on
the initial data u0 and v0, as D → 0, with, in all circumstances, 	0 ∈ [− 1

2λ, 1
2λ]. We have

— When 	0 = 0, 	(τ ) = 0 for all τ ≥ 0.
— When 	0 ∈ (0, (λ− 1

2 )), 	(τ ) increases at an O(1) rate with increasing τ = O(1)+, until
τ = O(D−(1/2)), when	(τ ) = (λ− 1

2 ) ± O((2λ− 1)1/2D1/4). On this algebraically large time
scale in τ , of O(D−(1/2)), 	(τ ) continues to increase but now at the algebraically slow rate
of O(D3/4), with increasing τ , until τ � D−(1/2), and 	(τ ) has moved away from the
edge touching displacement λ− 1

2 , and the two respective humps in u and v become
separated, but not fully separated. The separation process now moves into its very slow
final stage, with 	(τ ) still increasing with τ , but now at an exponentially slow rate, as
D → 0. Ultimately, 	(τ ) approaches its final equilibrium value of 1

2λ, corresponding
to the humps in u and v being fully separated and equally spaced from each
other.

— When 	0 ∈ [λ− 1
2 , 1

2λ), 	(τ ) increases very slowly, on an exponentially long time scale in
τ , and at an exponentially slow rate with τ , as D → 0. Ultimately, 	(τ ) approaches its final
equilibrium value of 1

2λ, corresponding to the humps in u and v being fully separated
and equally spaced from each other.

— When 	0 = 1
2λ, 	(τ ) = 1

2λ for all τ ≥ 0.
— When 	0 ∈ [− 1

2λ, 0), the behaviour of 	(τ ) is precisely antisymmetric to the cases
outlined above.

This completes the asymptotic solution to (IVP) as D → 0. In appendix A, we show that it is
straightforward to extend this analysis to the case where the diffusivities of the two species are
small but not equal, with qualitatively similar results.
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3. Extensions whenα andβ are of O(1) as D→ 0
We here consider (IVP) when the diffusion rates Du and Dv are small, and possibly unequal (with
D again defined as in (1.9)), but now both α and β are of O(1), and so ψ(D) = O(1) as D → 0. As
we will see in §4, numerical solutions suggest that spatially periodic hump formation also occurs
in this case with, on a time scale of t = O(D−1),

u(x, t; D) ∼ Fp(x − xu, λ, D) (3.1)

and

v(x, t; D) ∼ Fp(x − xv , λ, D), (3.2)

as D → 0 with x ∈ R, with xu ∈ [− 1
2λ, 1

2λ) and xv within a wavelength of xu. The process of hump
formation and their dynamics is more complex in this case, and happens when t = O(D−1) so that
the respective periodic profiles move to a position with humps touching, when 	0 ≡ xu − xv =
±(λ− 1

2 ) or fully separated, when |	0| ∈ ((λ− 1
2 ), 1

2λ]. Since the respective humps are now fully
formed and, crucially, not overlapping, the dynamics on the time scale t � D−1, is again on an
exponentially long time scale as D → 0, with,

u(x, t; D) ∼ Fp(x − su(t), λ, D) (3.3)

and

v(x, t; D) ∼ Fp(x − sv(t), λ, D), (3.4)

as D → 0, with x ∈ R and su, sv : (O(D−1), ∞) → R to be determined by the dynamical system,

	t = αH(	, Dv) + βH(	, Du) (3.5)

and

St = αβ

(α + β)
(H(	, Dv) − H(	, Du)), (3.6)

with t>O(D−1). Here |	| ∈ C(D) and S remain as defined earlier, and H is as given in (2.18), being
exponentially small in D as D → 0. Thus, in all cases the solution evolves at an exponentially slow
rate as D → 0, as before, with 	(t) approaching the final respective equilibrium position of ± 1

2λ

monotonically at this exponentially slow rate.

4. Numerical solutions of (IVP)
We now consider numerical solutions of (IVP) when D is small. These have been computed using
MATLAB to implement a finite difference method with a uniform spatial grid. We truncate the
infinite domain of solution and solve instead for 0 ≤ x ≤ L, choosing to apply periodic boundary
conditions at x = 0 and x = L. In §4(a), this allows us to focus on a single wavelength of the
interaction of the spatially periodic solutions that we studied in §2. In subsequent subsections,
the domain of solution is much longer, and we ensure that the spatial extent of the region where
the solution is not small does not include either x = 0 or x = L, so that the boundary conditions do
not affect the solution, with one exception, which we note below.

The non-local integral is evaluated using the trapezium rule. Time stepping is by either
the explicit midpoint method or, if the timestep chosen is too large for numerical stability, a
semi-implicit method, with the diffusion terms discretised using the Crank–Nicolson method.
This guarantees second order accuracy in time. In order to accommodate both the rapid initial
development of the solution (hump formation) and the subsequent slower development (hump
sliding), we use adaptive timestepping. We adjust the timestep so that the maximum change in
either u or v over one timestep is no larger than 10−2. As with most one-dimensional reaction–
diffusion problems, there is no great technical challenge involved in computing these numerical
solutions.
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Figure 3. A comparison between the behaviour of the hump separation, 	, as a function of τ = Dt, determined from
numerical solution of (2.16), shown by a broken line in the upper panel and from the full numerical solution of (IVP) on a domain
of length 0.7 with periodic boundary conditions (solid line). The remaining three panels show the positions of the humps at
various times (u as a blue line, v a black line), calculated from the full IVP, in each case with D= 10−5, α= 2 × 10−5 and
β = 10−5 and illustrate the slow separation of the humps on an O(D−1) time scale.

(a) Dynamics withα,β � 1
Figures 3 and 4 show the numerical solution of (IVP) on a periodic domain of length L = 0.7, the
typical wavelength of solutions generated from localized initial conditions on an infinite domain.
In these calculations, we have used the time variable τ = Dt, so in relation to the theory of §2, this
is equivalent to setting ψ(D) = D, and the formal validity of the theory then requires both α and
β to be taken as small.
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Figure 4. A comparison between the behaviour of the hump separation, 	, as a function of τ = Dt, determined from
numerical solution of (2.16), shown by a broken line in the upper panel and from the full numerical solution of (IVP) on a domain
of length 0.7 with periodic boundary conditions (solid line). The remaining three panels show the positions of the humps at
various times (u as a blue line, v a black line), calculated from the full IVP, in each case with D= 10−7, α= 2 × 10−7 and
β = 10−7.

The initial conditions were taken as u(x, 0) = Fp(x, λ, D), v(x, 0) = Fp(x + s0, λ, D), where Fp is the
stable, steady periodic solution of the non-local Fisher–KPP equation (determined numerically)
and s0 is the initial hump separation. The development of a steady periodic solution from more
general initial conditions is, because of the weak coupling, at leading order, the same as for two
independent non-local Fisher–KPP equations, as described in [6]. By first studying these initial
conditions, we are able to focus on the dynamics of the sliding humps and confirm the results
of §2.
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Figure 5. The numerical solution of (IVP) with Du = Dv = 10−5, α = 0.002, β = 0.001 and equal initial data. The solution
is shown when t = 50, 283, 516 and 750, with u drawn as a blue line and v a black line.

Numerical solutions are shown for an initial separation s0 = 0.025, ᾱ= 2 and β̄ = 1 in figures 3
(with D = 10−5) and 4 (with D = 10−7). Although the theory presented in §2 is only strictly
valid for α, β = o(D), and hence (since, for convenience, here we have taken ψ(D) = D) ᾱ,
β̄ small, we find that we can verify the theoretical results even for the O(1) values used
in figures 3 and 4 (and naturally for smaller values as well). These demonstrate that the
humps do indeed slide across each other on and beyond an O(D−1) time scale until the
region of overlap becomes sufficiently small, when there is a drastic slowing down of the rate
of separation. Moreover, the upper panels of the figures, in which the separation, 	, of the
humps is plotted as a function of τ = Dt, show that the quantitative form of the separation
dynamics is in excellent agreement with the asymptotic theory presented in §2. The separation
shown as a broken line in the upper panels is calculated by solving the autonomous, first
order ordinary differential equation (2.16) numerically using ode45 in MATLAB. As expected, the
agreement between the asymptotic theory and the full numerical solution improves as D becomes
smaller.
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Figure 6. The numerical solution of (IVP) with Du = Dv = 10−5, α = 0.2, β = 0.1 and equal initial data. The solution is
shown when t = 50, 283, 516 and 750, with u drawn as a blue line and v a black line.

(b) Dynamics withα,β = O(1)
When the coupling parameters, α and β, are much greater than D � 1, the initial development
of the solution of (IVP) is more complex than that described in §2 but, as we showed in §3,
once the solution develops to the point where uv is everywhere sufficiently small, the dynamics
are exponentially slow. In this Section, we therefore give some examples of how the solutions
segregate over an O(1) time scale. We present some solutions at representative times during the
evolution.1 In each case, we have chosen Du = Dv = 10−5.

(i) Symmetric initial conditions

We consider localized initial conditions of the form

u0(x) = v0(x) = a e−k(x−(1/2)L)2
, (4.1)

1These are best appreciated by watching the videos that can be found at electronic supplementary material (https://doi.org/
10.6084/m9.figshare.c.6825659).

https://doi.org/10.6084/m9.figshare.c.6825659
https://doi.org/10.6084/m9.figshare.c.6825659
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Figure 7. The numerical solution of (IVP) with Du = Dv = 10−5, α= 0.2, β = 0.1 and separation parameter x0 = 0.025.
The solution is shown when t = 50, 283, 516 and 750, with u drawn as a blue line and v a black line.

with a = 10−3 and k = 100. If Du = Dv and α= β, (IVP) is completely symmetric, and u(x, t) =
v(x, t) for all t ≥ 0. We break the symmetry by taking α �= β. Figure 5 shows the solution for α =
0.002 and β = 0.001. Although the solution remains symmetric about the midpoint of the domain,
x = 6, as the wavefronts spread out and leave behind them a sequence of humps, the initially
overlapping humps slide apart on a time scale significantly faster than O(D−1). Once they no
longer overlap, we expect that, as predicted by the theory of §3, they continue to slide apart,
but on an exponentially long time scale, which is not observable using any standard numerical
solution method, so the humps appear to stick to each other in an edge touching position. In the
central hump, which must remain symmetric, since α > β, u is suppressed and v dominates.

Figure 6 shows the solution when α and β are each increased by a factor of 100. Now
u is completely excluded in the neighbourhood of the midpoint of the domain, x = 6. In the
region behind the wavefronts, the humps are separated and, in the solutions shown, of unequal
height and spacing. Over an O(D−1) time scale, the heights of the humps adjust to be equal
and the humps themselves equally spaced, but the spacing 	, which we have seen adjusts on
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Figure 8. The numerical solution of (IVP) with Du = 1.25 × 10−6, Dv = 2 × 10−5, α= 0.025, β = 0.2 and separation
parameter x0 = 0.025. The solution is shown when t = 50, 283, 516 and 750, with u drawn as a blue line and v a black line.

an exponentially long time scale, remains uneven in our numerical solution for all practically
realisable computation times.

(ii) Asymmetric initial conditions

Figure 7 shows the numerical solution of (IVP) with α= 0.2 and β = 0.1, with asymmetric initial
conditions

u0(x) = a e−k(x−(1/2)x0−(1/2)L)2
and v0(x) = a e−k(x+(1/2)x0−(1/2)L)2

, (4.2)

and separation x0 = 0.025. The initial interaction of u and v causes the humps to separate rapidly,
and subsequent humps are formed so that they are just touching. We again predict that these will
separate and become equally spaced on an exponentially long time scale.
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(iii) Unequal diffusivities, Du �= Dv
Figure 8 shows the solution of (IVP) when the diffusivites of the species differ by a factor of 16. The
values of α and β have been chosen to be consistent with the previous figures in this subsection.
Since we have taken Dv >Du, we would expect humps in v to be created faster than those in u.
This is indeed what we can see in figure 8, with humps in v filling the domain of the numerical
solution before the humps in u. However, we note that the final state is qualitatively similar, with
a sequence of edge touching humps, and this fills the domain at a later time as the wavefronts in
u continue to propagate. This is the one simulation presented here on a long domain where the
periodic boundary condition does have a small effect, at least on v, but this allows us to see the
slower spread of humps in u more clearly.

5. Conclusion
In this paper, we have studied the long time dynamics of the interaction of periodic structures
which emerge as separated localized humps in the solution of an initial value problem for the
non-local Lotka–Volterra equations with a top hat kernel and weak inter-species interactions. We
have shown that, on an O(1) time scale, the patterns that form are determined by the dynamics of
the non-local Fisher–KPP equations that govern each individual species in isolation. We were then
able to determine how the weak interaction of the two species controls the subsequent long time
dynamics, which involves the separation of the humps in the solution, and is readily observable
in numerical solutions until the humps are just edge-touching. The subsequent separation of the
humps is exponentially slow, and not computationally accessible, but eventually leads to the
symmetric disposition of the humps. For stronger interactions, the initial dynamics are coupled
between the species, and lead to their mutual exclusion, but even in this case, once the humps that
develop no longer overlap, the subsequent separation dynamics remain similarly exponentially
slow.

There are many extensions of this system whose behaviour we will study in this series of
papers, including: dynamics in two spatial dimensions; the effect of different kernel length scales;
finite domain size; small, not necessarily compact, perturbations of the kernel. We are pursuing a
similar programme of study of the non-local Fisher–KPP equation (see [6,8,9]).
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Appendix A. Modified theory for (IVP) with small but unequal diffusion rates
In this appendix, we modify the asymptotic theory developed in §2 to account for the situation
when the diffusion rates of u and v are small but not equal. The details in region I remain
unchanged, except that, in equations relating to functional forms for u or v, the occurrence of D is
replaced by Du or Dv respectively. In region II, firstly expansions (2.6) and (2.7) have D replaced by
Du and Dv , respectively, with 	(τ ) and S(τ ) defined as in (2.15). However, the dynamical system
determining 	(τ ) and S(τ ) is modified to,

	′ = ᾱH(	, Dv) + β̄H(	, Du) (A 1)

and

S′ = ᾱβ̄

(ᾱ + β̄)
(H(	, Dv) − H(	, Du)), (A 2)



18

royalsocietypublishing.org/journal/rspa
Proc.R.Soc.A479:20230381

..........................................................

for τ > 0, with H given by (2.18). The qualitative dynamics of the modified autonomous one-
dimensional dynamical system (A 1), with initial condition (2.30), determines that 	(τ ) again has
the structural dynamics detailed in §2, and we do not repeat the details here. Thereafter, S(τ ) is
determined by quadrature as,

S(τ ) = ᾱβ̄

(ᾱ + β̄)

∫	(τ )

	0

(H(l, Dv) − H(l, Du))
(ᾱH(l, Dv) + β̄H(l, Du)

) dl + S0 ∀ τ ≥ 0. (A 3)

We observe that, on the exponentially long time scale, as D → 0, we have

S(τ ) → S∞ ≡ ᾱβ̄

(ᾱ + β̄)

∫ (1/2)λ

	0

(H(l, Dv) − H(l, Du))
(ᾱH(l, Dv) + β̄H(l, Du)

) dl + S0 as τ → ∞. (A 4)
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