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 The concept of smart cities has gained traction to enhance citizens’ quality of 

life amidst rapid urbanization. Integration of the internet of things (IoT) is a 

key component that allows for gathering real-time data to inform decision-

making and drive innovation in urban planning and management. However, 

managing the amount of data generated and the IoT devices rapid growth 

poses a challenge that leads to network management, interoperability, 

security, and scalability issues in smart cities. To overcome such problems, 

integrating software define networking (SDN) in IoT provides a flexible, 

scalable, and efficient network architecture that can better support the unique 

demands of IoT devices and applications. Motivated by the extensive research 

efforts in the software defined internet of things (SDIoT), this paper aims to 

review SDIoT implementation in smart cities. It first introduces the 

underlying technology along with various practical applications of SDIoT. 

The comprehension of SDIoT in smart cities focus on IoT application 

requirements, including interoperability, scalability, low latency requirement, 

handling of big data, security, and privacy, energy consumption, quality of 

service (QoS), and task offloading. The paper concludes by discussing the 

future research directions that need to be examined in greater depth. 
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1. INTRODUCTION  

In recent years, the internet of things (IoT) has garnered significant interest from both academia and 

industry, largely driven by the increasing demand for IoT devices. This trend has become a key component of 

the broader shift towards digital transformation, as IoT enables the integration of the digital and physical 

realms. Benefiting from this transformation, a wide range of smart devices and ecosystems has been introduced 

in the market, including homes, vehicles, transportation, health care, and industrial products. It is estimated 

that by 2030, the economic value IoT could generate is between $5.5 trillion to $2.6 trillion globally, including 

products and services [1]. 

With the rapid development of IoT, significant research efforts have been made toward active 

development and deployment to address its limitation. The major critical success in IoT depends on 

interoperability and open access between different platforms [2]. Each IoT platform solution offers a distinct 

infrastructure, devices, application programming interfaces (APIs), and data format. As a result, this creates a 

challenge for closed ecosystem platforms to work with each other. Furthermore, IoT devices come from 

heterogeneous network environments [3]. This environment and the vertical fragmented network platform add to 

the complexity of supporting the large-scale IoT network. Thus, both interoperability and supporting 

https://creativecommons.org/licenses/by-sa/4.0/
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heterogeneous network plays a vital role in the scalability of IoT. With an increase in connected IoT devices, the 

large amount of data generated presents another challenge for today’s networks to handle efficiently [4]. As a 

result, new ways to filter, classify, and selecting only required data are needed before transmitting to centralized 

cloud storage. It involves not only data management but also the security and privacy of the data [5].  

Software-define internet of things (SDIoT) architecture has been proposed for effective network 

resource management [6]. With the advancement of IoT, it is crucial to manage the large scale of the network 

resources. Software define networking (SDN) is a technology that can respond to these IoT requirements by 

providing centralized control and an overview of the whole network. The centralized control enables network 

resources to be optimized effectively and adjust dynamically while ensuring interoperability across a 

heterogenous IoT network. SDN provides a layered framework by separating the data and the control plane to 

facilitate network resource administration, traffic management, network evolution, and flexible network 

programmability. The flexibility of SDN to manage the network has been seen as one of the key enablers in 

solving IoT challenges, especially in managing the complexity of IoT networks [7].  

This review performs a detailed study of the literature available on the SDIoT paradigm. It focuses on 

how SDN and IoT can collaborate by leveraging the advantages of SDN into IoT. Furthermore, this study 

includes a comprehensive discussion of requirements based on existing works done based on smart cities IoT 

applications. The key contribution of this review is as: 

- Present the foundation of SDIoT by individually reviewing relevant literature on IoT, SDN, and SDIoT.  

- Discuss, analyze, and evaluate current implementation efforts of SDIoT to address IoT application 

requirements in smart cities. 

- Present open research challenges and future research directions to provide a roadmap for future research. 

 

 

2. METHOD 

The review process [8] involves three sequential steps: identification, scanning, and eligibility testing 

to identify and narrow down the search results. The search strategy is based on a combination of keywords; we 

used the following combination of keywords as the search string: i) “software defined networking” OR “SDN”; 

ii) “internet of things” OR “IOT”; and iii) “smart cities”. The search string is used for articles between 2019 

and 2023 in databases such as Web of Science, Elsevier’s Scopus, IEEE, MDPI, ACM Digital Library, and 

Google Scholar. Figure 1 summarizes all steps, including the number of papers identified through database 

search, removing duplicate and non-conforming papers and lastly, removing papers that are not related in the 

eligibility testing. After this final step, we selected 29 papers to be included in this review. 

 

 

 
 

Figure 1. Article selection diagram. N represents the number of papers 

 

 

3. UNDERLYING TECHNOLOGY 

This section discusses the fundamental technologies that serve as the foundation for SDIoT for 

effective smart cities implementation. It covers the architecture of IoT, SDN, and SDIoT. Understanding these 

foundational technologies provides valuable insights into how SDIoT empowers smart city initiatives, enabling 

them to leverage data-driven solutions, optimize resource management, and elevate the overall quality of life 

for urban residents. 

 

3.1.  Internet of things 

IoT is an interconnected network of physical objects such as devices, vehicles, buildings, and other 

items that have been outfitted with sensors, software, and network connectivity, allowing them to collect and 

share data. This technology has the potential to revolutionize industries and our daily lives by allowing for 

more informed decisions, increasing efficiency and productivity, and improving the quality of life. 

International bodies such as the institute of electrical and electronics engineers (IEEE) plays an important role 

through their research, standards, and education initiatives on IoT [9]. Furthermore, IEEE has a working group, 
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participating in various areas such as generating IoT-related standards for architecture and framework, quality 

of experience (QoE) and quality of service (QoS) performance, protocol, and test specifications. In addition, 

when adopted, these standards will guarantee interoperability, security, and reliability in designing and 

deploying IoT systems [10]. 

Generally, IoT focuses on various sensors and smart devices that offer a wide range of connectivity 

and network capabilities. As a result, a significant amount of data will be generated, requiring massive storage 

and processing power [11]. Figure 2 depicts three main components in IoT architecture: the perception, 

network, and application layers. First, sensors or actuators in the perception layer gather data from the physical 

world. Next, the collected data will be filtered, pre-processed, and analyzed in real-time if the gateways are 

capable. Otherwise, the data will be routed to the next destination, the application layer, which typically 

consists of higher storage and computation facilities such as cloud computing. Finally, in the application layer, 

IoT applications frequently use the cloud and the services it provides to store and process data for IoT 

applications. Examples of IoT applications are smart transportation, smart campus, precision farming, 

hospitals. and monitoring videos, utilizing these data to provide desirable services for end customers. 

 

 

 
 

Figure 2. IoT architecture 

 

 

2.2.  Software defined networking 

The core concept of SDN is network programmability, which sets it apart from traditional networks. 

This approach divides the network hardware and software, allowing the network hardware to be generalized 

and the network control software to be separated from the implementation devices [12]. By isolating the control 

plane from the network devices, SDN enables the centralization of data control through an external software 

entity known as the SDN controller. This controller can initiate, regulate, alter, and oversee network behavior 

through open interfaces in a dynamic manner. SDN's overall architecture comprises four planes: forwarding, 

management, control, and application planes, as illustrated in Figure 3. 

The forwarding plane, also known as the data plane or data path, handles and forwards packets. The 

forwarding plane provides routing, switching, packet transformation, and filtering functions [13]. Furthermore, 

it manages packets in the data stream in accordance with the instructions received from the control plane. The 

data packets can be forwarded, discarded, or modified depending on the action required. The data plane 

presents a forwarding table that forwards the incoming packets to a network device. Typically, the forwarding 

plane is where control plane services and applications terminate. Network devices such as switches and routers 

can be implemented in hardware or software, either physical or virtual.  

The management plane [14] is responsible for configuring, monitoring, and maintaining network 

devices, such as determining the network device’s status. In addition, it provides intelligent provisioning and 

orchestration systems for entire network management. It ensures the network is running optimally by 

communicating with the network devices. Typically, the management plane is more concerned with the 

operational plane of the device than the forwarding plane. 

The control plane determines how network devices should send packets and pushes those decisions 

down to network devices for execution [15]. Typically, the control plane is more concerned with the forwarding 

plane than the operational plane of the device. The control plane may be interested in operational-plane data, 

such as a particular port’s current status or capabilities. The primary responsibility of the control plane is to 

fine-tune the forwarding tables residing in the forwarding plane based on the network topology or external 

service demands. SDN controllers have three interfaces to facilitate communication: northbound toward the 

application plane, southbound toward the forwarding plane, and eastbound toward other SDN controllers [16]. 

The application plane hosts applications and services that determine network behavior. This can 

encompass a range of business applications that manage and optimize various services. To achieve their 
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specific network requirements and behavior, each application communicates directly with the SDN controller 

through NBIs [17]. Moreover, services within the application plane may offer their services to other 

applications and services through the service interface. Some example of applications in this layer include 

network provisioning, path reservation, and network topology discovery. 
 

 

 
 

Figure 3. SDN architecture 
 
 

2.3.  Software defined internet of things 

SDIoT extends the SDN approach to collect and aggregate data from the IoT perception layer. Compared 

with the traditional IoT architecture (access, network, and application layer), the SDIoT architecture will have 

facilities for managing the security and network resources with a centralized control plane. SDIoT is built on the 

traditional IoT protocol stack, with improvisations of the control plane in the network layer. Its architecture 

comprises four main components: the forwarding, control, application, and management plane [18]. 

Figure 4 depicts the SDIoT architecture. It emphasizes the importance of separating services provided 

in the control plane from those in the forwarding plane [19]. The control plane is responsible for managing 

network traffic, while the data plane defines the mechanisms for forwarding traffic to the intended destination. 

This separation ensures that the applications in the management layer interact efficiently with the control plane 

and collaborate effectively. Additionally, it enables network administrators to define how the control process 

should be governed by both the SDN controller and human users. 
 
 

 
 

Figure 4. SDIoT architecture 
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4. SDIOT IN SMART CITIES  

This section reviews recent works on smart cities based on SDIoT approaches to address IoT 

application requirements. The criteria of IoT application requirements include interoperability, scalability, low 

latency, handling of big data, security and privacy, energy consumption, QoS, and task offloading. Table 1 

summarizes the criteria description.  

 

 

Table 1. Smart cities iot application requirement criteria 
Criteria Description 

Interoperability (C1) The ease of exchanging information among heterogeneous software and hardware. 

Scalability (C2) The IoT ecosystems need to manage the ever-increasing load of work or the possibility of expanding 

them to deal with that load successfully. 
Low latency (C3) Prioritizing low latency applications with limited resources. 

Handling of big data (C4) Data duplication and redundancy, which will create unnecessary storage loads. 

Security and privacy (C5) Secure IoT infrastructure where multiple users, devices, and service provider participate in a single 
platform. 

Energy consumption (C6) Manage and optimize energy consumption without compromising IoT services. 

QoS (C7) Classification and prioritizing certain types of IoT network traffic receive priority treatment over others. 
Task Offloading (C8) To meet service level requirements, it is crucial to handle continuous offloading services seamlessly, 

which involves a smooth transition from task commitment to either the edge or cloud network and 

reconnecting as needed. 

 

 

Smart city [20] is a modern urban area that uses different devices, especially IoT, to collect specific 

data. With real-time data, urban infrastructure can be managed for energy consumption, traffic congestion 

reduction, sanitation services, lighting, and parking management [21]. Several recent works have been done 

based on SDIoT architecture to mitigate IoT application requirements in smart cities. Table 2 provides a brief 

comparison of the articles under review. 

 

 

Table 2. Recent work addressing IoT application requirement with SDIoT 

Author 
Criteria 

C1 C2 C3 C4 C5 C6 C7 C8 

Alassery [22]    ✓  ✓   
Fawwaz et al. [20]  ✓    ✓   

Sellami et al. [23]   ✓   ✓   

Lin et al. [24]   ✓   ✓   
Chen and Chen [25]  ✓  ✓ ✓ ✓    

Kumar et al. [26]        ✓ 

Babbar et al. [27]  ✓ ✓      
Keshari et al. [28]   ✓ ✓      

Babbar et al. [29]   ✓    ✓   

Khazael et al. [30]   ✓   ✓   
Eghbali and Lighvan [31]   ✓ ✓  ✓   

Lv et al. [32]  ✓  ✓   ✓  
Ke et al. [33]   ✓   ✓   

Peyman et al. [34]  ✓  ✓     

Yang [17]   ✓   ✓   
Cao et al. [35] ✓      ✓  

Li et al. [36] ✓      ✓  

Silva et al. [37]     ✓    
El-Garoui et al. [38] ✓     ✓   

Xu et al. [39]     ✓ ✓  ✓ 

Zhang [40]  ✓  ✓     
Gheisari et al. [41]  ✓   ✓    

Alsmadi et al. [42]     ✓ ✓   

Lin et al. [43]  ✓      ✓ 

Lin et al. [44]  ✓ ✓      

Guo et al. [45]   ✓      ✓ 

Liu et al. [46]   ✓   ✓   
Rego et al. [47] ✓     ✓   

Chaudhary et al. [48]     ✓ ✓ ✓  

 

 

To manage the massive amount of data, smart cities require efficient, fast, and intelligent data analysis 

[22], [48]. This process requires compute-intensive devices near the end user to make fast decision, especially 

for latency-aware applications such as traffic control and public safety. Furthermore, fast decisions can be 

archived without human interaction by integrating machine learning algorithms [45], [49], [50] into the smart 
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cities platform. Another significant aspect of smart cities is managing the overall network resources. With the 

massive scale of an urban area, a centralized control that can oversee the whole network is desirable [27]. For 

example, traffic lights and other traffic control systems can be connected to a central network, which manages 

and optimize traffic flow and reduce congestion.  

Several notable works are worth highlighting based on SDIoT architecture to mitigate IoT application 

requirements in smart cities. To address the interoperability, El-Garoui et al. [38] proposed an SDN-based 

routing protocol that combines SDN’s flexibility with Naive Bayes prediction to improve delay by predicting 

destination node location and periodically gathering network node statistics. The simulation results show that 

the routing scheme outperforms comparative protocols. Meanwhile, Kumar et al. [26] proposed software-

defined control-enabled deep reinforcement learning (SDDRL), a traffic-light scheduling framework that uses 

machine learning algorithm to balance traffic flow and prevent congestion in dense regions. The simulation 

shows the effectiveness of SDDRL compared to other algorithms. However, both solutions require high CPU 

and storage usage. 

In order to address the scalability, Babbar et al. [29] proposed a multiple distributed controller load 

balancing algorithm (MDCLB) to solve load unbalancing on an immense-scale SDN-IoT for smart cities. 

Simulation results showed lower CPU utilization compared to other load-balancing algorithms. Meanwhile, 

Eghbali and Lighvan [31] proposed a hierarchical SDN-based approach for load balancing and data 

management between IoT devices in a single domain and different network clusters. The simulation shows 

improved processing performance, task distribution, and network resource usage. However, energy 

consumption was not considered in both works. 

Keshari et al. [28] proposed an intelligent differential evolution and whale optimization (DEWO) 

algorithm to optimize SDN controller placement in smart cities networks for minimum latency by minimizing 

link failure and evaluating end-to-end delay. The simulation results show minimum delays for both average 

and worst-case scenarios. Meanwhile, Babbar et al. [29] proposed a dynamic QoS-aware load balancing switch 

migration algorithm (LBSMT) to efficiently improve throughput, response time, CPU, and memory utilization 

in ITS communication. The simulation shows promising results compared to existing schemes, but the 

proposed approach may be complex in a dense network. Both works aimed to address the low latency 

requirement. However, the possibility of applying both approaches in real environments is still an open issue. 

Alassery [22], proposed a priority packets deadline first (PPDF) scheme to address the handling of 

big data, focusing on emergency applications in smart cities. The scheme goal is to reduce waiting time, end-

to-end delay, packet loss and energy consumption. PPDF prioritises packets between controllers and 

destination nodes by starting with the earliest deadline. The proposed scheme effectively manages network 

resources by facilitating the transfer of priority information between source and destination nodes, while also 

ensuring access to nodes through the time-division multiple access medium access control (TDMA MAC) 

protocol. 

Alsmadi et al. [42], proposed an SDIoT framework with the counter-based DDoS attack detection (C-

DAD) application, which efficiently detects DDoS attacks with less CPU and memory resources consumption 

through SDN. On the other hand, Chaudhary et al. [48], introduced a blockchain-based secure energy trading 

(BEST) scheme for electric vehicles (EVs), using SDN to transfer requests to a global controller while 

validating them through miner nodes in a distributed manner. BEST increases security, imposes minimal 

overheads, and ensures resilience against the single point of failure, although it is complex to implement in 

dense networks. Both works aimed to address the security and privacy requirement. 

In order to address energy consumption, Khazael et al. [30] proposed an architecture that integrates a 

publish-subscribe pattern with SDN for urban monitoring applications to address IoT energy consumption. The 

architecture supports Tesla complicated event definition language, QoS requirements, and improves distributed 

processing and complex event detection. Simulation results show improvements in data traffic and energy 

consumption compared to baseline methods. Meanwhile, Yang [17] introduced the wavelet neural network 

(WNN) model for network traffic estimation in smart transportation based on SDN. WNN integrates wavelet 

decomposition and artificial neural network (ANN) model to break down network traffic into components for 

training, with an optimization function to decrease estimation error. The proposed scheme has low estimation 

error but requires high CPU and storage usage. 

Cao et al. [35] proposed a fog computing and SDN-based 5G internet of vehicles (IoV) architecture 

that guarantees QoS via an improved optimization algorithm. This modal considers service delay, task 

execution stability, energy consumption, and load balancing in the IoV environment. The experiment shows 

that the algorithm outperforms similar approaches, but its practical application is an open issue. On the other 

hand, Li et al. [36] introduced a three-layer hierarchy control framework for SDN-IoV based on mobile-edge 

computing (MEC) to minimize the delay between switches and controllers. A Louvain algorithm-based 

controller placement policy was proposed to optimize controller location, achieving better delay and load 
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balance index than two baseline methods, but without considering energy consumption. Both mentioned works 

aimed to address QoS. 

To address the task offloading, Lin et al. [43] proposed a grid-based model integrated with SDN to 

identify the traffic-congestion probability in a transportation network. The proposed model employs an 

algorithm that can be solved in polynomial time and utilises time-expanded network technology. This enables 

the model to identify the grids that impact the probability of traffic congestion and determine an optimal path 

that takes congestion into account. The simulation shows that the proposed model efficiently detects and 

predicts possible traffic congestion and can accurately determining an optimal routing path. 

 

 

5. FUTURE RESEARCH DIRECTION 

While the integration of SDIoT in smart cities has yielded numerous benefits, there are still several 

challenges and issues that need to be addressed to fully integrate SDN into IoT applications. This section 

focuses on identifying major challenges and discussing new ideas and guidelines that should be explored by 

the research community. By addressing these issues, we can pave the way for a more robust and efficient 

integration of SDN and IoT, further enhancing the capabilities of smart cities. 

 

5.1.  Interoperability 

For any network architecture that involves managing the exchange of information between diverse 

IoT devices, platforms, and systems, interoperability is essential. Recently, the number of IoT solutions 

providers increased rapidly, each platform having its own preferred operating systems, architecture, 

programming language, and data structure. This dissimilarity is a challenge to create cross-platform and cross-

domain IoT applications. For this reason, the SDIoT should provide interoperability at the platform level by 

providing some cross-platform functions. This cross-platform function will act as a bridge to integrate all IoT 

platforms available in the network. 

 

5.2.  Scalability 

In any network architecture designed to support IoT ecosystems, scalability is a crucial factor. The 

system must be able to handle an increasing number of workloads from software, hardware, and networks 

while maintaining the QoS for each service. It is known that the number of connected things is increasing, 

which may interrupt existing services and causes network bottleneck due to the massive quantity of data 

generated. For this reason, SDIoT should guarantee scalability by applying some mechanisms such as load 

balancing and prioritizing types of service. 

 

5.3.  Low latency 

Each IoT service has its requirement for low latency and high reliability. In an IoT ecosystem, limited 

network resources must be managed efficiently and assigned accordingly to multiple IoT services. The system 

must guarantee all IoT services are given the required network resources to function without interruption. For 

this reason, it is necessary to develop algorithms that optimize the usage of network resources and prioritize 

IoT services. These measures ensure that each IoT service can operate without interruption. 

 

5.4.  Handling of big data 

In an IoT environment, the amount of data collected from real-time sensors is huge. This massive 

amount of data has to be managed efficiently in terms of processing and data storage. Obtaining sufficient and 

high-quality data are crucial to ensure the accuracy of the later stage of data processing and analytic operations. 

For this reason, future works must address resolving unnecessary data, such as duplication and redundancy to 

optimize the storage usage in SDIoT. 

 

5.5.  Security and privacy 

Security is a crucial concern in SDIoT due to the complexity of its architecture. The involvement of 

multiple users, IoT devices, and data in the network creates potential security vulnerabilities that must be 

addressed. To ensure communication security, various mechanisms such as cryptography, hash functions, and 

blockchain can be deployed using a hierarchical structure. These measures help to mitigate the risks of potential 

security breaches. 

 

5.6.  Energy consumption 

The complexity of SDIoT, with its multiple layers and distributed systems, comes with a significant 

energy consumption and increased costs. To overcome this challenge, future work should focus on developing 

new protocols or optimizing existing ones that prioritize energy efficiency without sacrificing the performance 
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of IoT services. By addressing this issue, we can minimize the environmental impact of SDIoT deployments 

and make them more economically viable in the long run. 

 

5.7.  Quality of service 

QoS is an important network aspect that guarantees its capability to run high-priority IoT applications. 

By prioritizing the transmission of data types, QoS regulates network resources to meet the needs of numerous 

data transmissions. To ensure an acceptable level of QoS for high-priority IoT applications, QoS approaches 

such as traffic classification and traffic shaping must exist at every layer of the SDIoT architecture. 

 

5.8.  Task offloading 

Task offloading plays a crucial role in enhancing system performance and conserving local resources 

by transferring computational tasks from IoT devices to SDIoT infrastructure. To ensure successful offloading, 

it is imperative to carefully evaluate and consider factors like network connectivity, resource availability, and 

time constraints associated with each task. By taking these aspects into account, efficient task offloading 

strategies can be developed, enabling optimal utilization of resources and maximizing the overall performance 

of SDIoT systems.  

 

 

6. CONCLUSION 

As the number of data generated and IoT devices in smart cities continues to grow, both pose 

significant challenges for network resource management, data processing, storage, and analysis, which can 

affect the overall efficiency and effectiveness of the smart city ecosystem. However, SDN presents a promising 

solution to mitigate these problems. By enabling centralized network management, SDN can help to optimize 

network resources, enhance network scalability and flexibility, and improve data security and privacy in smart 

cities. With SDIoT, smart cities can overcome the challenges of growing data size and IoT devices to build 

more efficient and sustainable urban environments.  

This paper presents a review of SDIoT for IoT applications in smart cities. The study focuses on the 

SDIoT implementation to address challenges in IoT applications related to interoperability, scalability, latency, 

big data handling, security and privacy, energy consumption, QoS, and task offloading. In addition, this paper 

finally highlights open research challenges and future research directions for SDIoT in smart city. 
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