
This electronic thesis or dissertation has been 

downloaded from the King’s Research Portal at 

https://kclpure.kcl.ac.uk/portal/  

Take down policy 

If you believe that this document breaches copyright please contact librarypure@kcl.ac.uk providing 

details, and we will remove access to the work immediately and investigate your claim. 

END USER LICENCE AGREEMENT 

Unless another licence is stated on the immediately following page this work is licensed 

under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International 

licence. https://creativecommons.org/licenses/by-nc-nd/4.0/ 

You are free to copy, distribute and transmit the work

Under the following conditions: 

 Attribution: You must attribute the work in the manner specified by the author (but not in any
way that suggests that they endorse you or your use of the work).

 Non Commercial: You may not use this work for commercial purposes.

 No Derivative Works - You may not alter, transform, or build upon this work.

Any of these conditions can be waived if you receive permission from the author. Your fair dealings and 

other rights are in no way affected by the above. 

The copyright of this thesis rests with the author and no quotation from it or information derived from it 

may be published without proper acknowledgement. 

Development of a Microwave Imaging System for Brain Injury

Guo, Wei

Awarding institution:
King's College London

Download date: 08. Oct. 2023



1 
 

 

 

 

 

Development of a Microwave Imaging System for 

Brain Injury 

 

 

 

 

 

Department of Engineering 
 

Wei Guo 

 

King’s College London 
 
 
 

This dissertation is submitted for the degree of 
Doctor of Philosophy 

 



2 
 

Declaration 
I hereby certify that the contents of this dissertation are original and have not been 

submitted in whole or in part for consideration for any other degree or qualification in 

this or any other university, except for any particular references to the work of others. 

Except as otherwise noted in the text, everything in this dissertation is the result of my 

own work; it does not contain any material that was produced in partnership.  

Wei Guo 

Feb 2022 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



3 
 

Acknowledgement 
        This journey to the completion of my Ph.D. would not have been possible without 

the participation of many, to whom I owe deep gratitude. First and foremost, I extend 

my sincere appreciation to my supervisor, Dr. Panagiotis Kosmas, whose insightful 

guidance, patience, and innovation were fundamental to this effort. His knowledge and 

wisdom were crucial in shaping this study and driving me to excel. 

        My heartfelt thanks go to my fiancée whose unwavering support, belief, and love 

have been a source of unending strength. This achievement is as much yours as it is 

mine. To Kiki, our dog, I extend my gratitude for your companionship and for the 

comfort you brought in times both challenging and joyful. 

        I am deeply indebted to Syed, Pan, Eleonora, Olympia, Ioannis, and Navid for 

their immense support and contributions. Their teachings have been invaluable to my 

growth and progression. Last but not least, my profound thanks to my parents for their 

absolute and continuous support throughout this Ph.D. journey. Your unwavering belief 

in me was the backbone of this accomplishment. 

 

 

 

 

 

 

 

 

 

 

 



4 
 

Abstract 
This thesis presents the development of a microwave imaging (MWI) system for 

medical diagnostics, focusing on the design and optimisation of the antenna system. 

MWI technology offers several advantages over traditional imaging modalities, 

including safe radiation, compact and portable setups, low cost and real-time diagnosis. 

An efficient antenna operating within the desired MWI frequency spectrum is critical 

to the success of the MWI system. 

The challenges of designing antennas for MWI systems are significant, and the 

research presented in [1]–[88] highlights the need for compact antennas due to the 

degree of ill-posedness of the inverse algorithm and the impact of the number and 

position of observations. A trade-off exists between penetration depth and imaging 

resolution, which necessitates an antenna operating at a compromised frequency. This 

frequency varies based on the dielectric properties of the brain tissue, requiring a 

wideband antenna operating at multiple frequencies. The number of frequencies used 

also affects the ill-posedness of the inverse algorithm, further emphasising the need for 

a wideband antenna. Our research specifically aimed to improve the antenna design of 

an existing MWI system to combat these challenges. Our proposed designs focused on 

optimising the dimensions of the antenna structures to achieve efficient operation in the 

0.5 – 1.5 GHz frequency range, which is critical in microwave tomography. 

The research is based on a comprehensive comparison of various antenna designs 

proposed in the literature, considering their size, operating frequency range, surface 

current, gain and other performance characteristics. During the research process, 

numerous antenna types were investigated but ultimately only printed monopole and 

aperture-coupled antenna were chosen due to their suitability for brain stroke detection. 

This thesis focuses on the design and optimisation of the antenna system, with a 

particular emphasis on the printed monopole edge-coupled antenna (ECA) and 

aperture-coupled antenna (ACA). The thesis begins by describing the optimisation and 

dimensions of the proposed spear-shaped patch antennas using CST simulations. The 

performances of the proposed antennas were then compared by studying their radiation 

characteristics and transmission levels in the desired frequency range.  
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Various factors that affect the performance of our MWI system, including the 

detection capability of helmet-shaped vs headband-shaped scanners, the imaging 

sensitivity of edge-coupled arrays vs aperture-coupled arrays, and the effect of various 

absorbers and optimal antenna numbers in MWI scanners, were evaluated. The results 

showed that helmets with three rings of arrays exhibited higher transmission level 

differences between brains with and without targets. The effect of the absorber on the 

transmission level was minor. The transmission levels of the ECA arrays were higher 

than those of the ACA arrays. The imaging quality of ACA arrays was higher than ECA 

arrays due to the lower relative error and residual in ACA arrays. The 12-element 

antenna array is the optimal configuration for achieving the best imaging performance, 

compared to 8-element or 16-element antenna array. The return loss in simulation and 

experiments were also compared, with results suggesting good agreement between the 

two.  

In addition to the primary contribution, the research also benefits from 

collaboration and interaction with other team members. This interdisciplinary 

teamwork informed the optimisation of the antenna design, further enhancing the 

performance of the microwave imaging system. Throughout this research, the author 

was involved in several aspects of the development of the MWI system, including 

simulation, experimentation and validation through the reconstruction algorithm. The 

author's focus on the team was on the antenna, including design, optimisation, feeding 

method and fabrication. 
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Chapter 1 Introduction 

1.1 Overview and Motivation 

       Microwave imaging (MWI) technology has been proposed as a promising modality 

for medical diagnostics because it relies on the potential to discriminate the dielectric 

properties between healthy and abnormal tissues [1]–[3]. In head imaging to detect 

stroke or haemorrhage, for example, MWI systems can feature safe radiation, compact 

and portable setups, low cost and real-time diagnosis [3]–[7]. These are important 

advantages relative to standard detection methods such as computed tomography (CT) 

and magnetic resonance imaging (MRI). Portable MWI brain scanners can be deployed 

easily in an ambulance, and their low power levels (between 0 – 20 dBm) make these 

scanners suitable for continuous monitoring purposes [8]–[10]. 

       MWI for brain stroke utilises microwaves with low frequency, typically ranging 

from 0.3 GHz to 10.0 GHz [11]–[17], which can penetrate biological tissues with non-

ionising radiation. Therefore, it is safe and convenient for brain stroke patients. 

Microwave imaging devices that are small and portable can be developed for 

continuous monitoring and used as an effective supplement to mature technologies, 

such as CT and MRI. Continuous monitoring is required to observe stroke areas once a 

brain stroke is detected. CT and MRI devices are bulky, and CT utilises ionising 

radiation, so they can’t be used for continuous monitoring purposes [9], [10], [18]–[22]. 

In addition, microwave imaging technology has a high data acquisition speed and a low 

cost. This technology can usually collect data within milliseconds to seconds, which 

means its processing speed of this technology is limited only by the time needed for 

imaging reconstruction.  

       However, the penetration ability of microwaves is limited by the high attenuation 

of brain tissues [23]–[25]. Therefore, developing a good microwave imaging system 

that can solve the poor signal penetration problem is of vital importance. 

       Brain stroke is becoming one of the chief causes of dysfunction in the human brain 

and death worldwide [7], [8], [26]. There are two main types of brain stroke: ischemic, 

which occurs when the flow of blood is blocked, and haemorrhagic, which occurs when 
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a blood vessel bursts. From the onset of stroke symptoms, each type of brain stroke 

requires timely and accurate (but different) treatment [22], [27]–[29]. An MWI method 

must take advantage of the inherent dielectric property contrast between the healthy 

brain and the stroke-affected tissue to produce a reliable diagnosis of the stroke type. 

To this end, MWI techniques based on either qualitative or quantitative approaches are 

currently being employed by various groups worldwide [30]–[33].  

1.2 Literature Review 

1.2.1 Microwave Imaging for Brain Stroke Detection 

       Early studies of medical microwave applications primarily focused on its 

therapeutic use. T. England, H. Cook and other researchers measured the dielectric 

properties of the body tissues and found it feasible to determine the characteristics in 

various parts of body using microwaves in 1951 [23]. Microwaves were first used in 

medical imaging in the 1970s. The Walter Reed Army Institute of Research(WRAIR, 

Silver Spring, MD, USA), L.E. Larsen and J.H. Jacobi quantified the effect of body 

tissue exposure to microwaves and rapidly applied this technique to their dosimetry 

project, calling it “the best hope for non-invasive dosimetry analysis of bio-systems 

exposed to microwave radiation” [34]. During the initial studies, microwaves were 

viewed as factors impacting body tissues, potentially resulting in modifications of the 

tissues’ functions [35]–[37]. On the other hand, the microwave was used for medical 

detection purpose, which surpassed their dosimetry framework and is now considered 

as the triggering event of medical microwave imaging [38]–[41]. 

 

Figure 1.1 Early imaging experiment setup by Larsen and Jacobi [34]. 
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       Larsen and Jacobi successfully conducted microwave imaging detection 

experiments in 1979 for the first time on canine kidneys, which consist of high-water 

content tissues with a relative permittivity close to 80 [34]. With a simple experiment 

protocol, in which two antennas arranged confronting each other transmitted and 

received signals simultaneously in water, they obtained a clear microwave image with 

a good spatial resolution. Such good reconstruction of the spatial resolution was the 

result of applying the immersion technique, which provided four major favourable 

effects compared to operating in air. The first effect was improved spatial resolution, 

estimated at one and a half wavelengths. The second benefit was less reflection at the 

boundary of the organ; hence, more microwave signals penetrated the organ. Third, 

immersing in liquid led to strong attenuation of parasitic propagation outside the organ, 

resulting in lower mutual coupling between antennas and a reduction in undesired 

propagation outside the organ. The fourth advantage was that immersing in liquid 

decreased the operation wavelength from 77 mm in air to 8.5 mm in water, resulting in 

reduced antenna dimensions in same scenario. However, as a very early prototype, their 

imaging system required a lot of optimisations. The major drawback was the long 

duration, as it took approximately 4.5 hours. In addition, this early-stage study imaged 

an isolated animal organ, did not consider the complicated surrounding tissues and their 

system did not apply to human tissues, which have quite different relative permittivity. 

Despite these drawbacks, their experiments on animal tissue were considered the 

triggering point of experimental medical microwave imaging applications. 

 

Figure 1.2 An experimental setup of breast imaging system by Islam et al. [42]. 

Since this first experimental trial, a series of medical applications has been studied. 

Breast imaging is one of the most widely investigated medical applications [42]–[47], 

[47], [48]. The objective of breast imaging is to detect cancer and tumour based on the 

relatively high dielectric property contrast between breast tumour and healthy fat tissues, 
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which makes tumour stand out from healthy tissues. Two main methods have been 

applied to breast imaging. The first method is radar-based method [43]–[45], according 

to which various approaches have been used for breast imaging. These include confocal 

imaging approach, the Tissue Sensitive Adaptive Radar algorithm approach, the space-

time beamforming approach and the multi-static adaptive microwave imaging approach. 

Tomographic technique has also been used for breast imaging by reconstructing the 

dielectric properties of breast area [46]–[48]. The tomographic approaches include 

Newton-type iterative algorithms, the Newton-type conjugate gradient method, the 

Gauss–Newton reconstruction, the distorted Born iterative method, and the CSI method 

[49]–[51]. 

Bone microwave imaging has been studied for detecting leukaemia in bone 

marrow and osteoporosis by imaging the dielectric property of bone [52], [53]. 

Leukaemia causes a significant increase in cellular population, which leads to increased 

relative permittivity and decreased conductivity by a factor of 2. In contrast, 

osteoporosis leads to a decreased number of cells in bone. Based on changes in 

dielectric property, the quantitative tomographic approach is used for bone imaging. 

Soft tissue and joint imaging are another microwave imaging technique applications 

[54]. Injuries of soft tissues are not detectable by X-ray. However, due to the existence 

of dielectric contrast, these abnormalities are detectable by microwave imaging 

technique although it might be difficult to pronounce a significant dielectric property 

difference between injuries and healthy tissues as the dielectric property contrast 

between heathy tissues and bones is higher. Heart imaging has also been investigated 

to detect any pathological conditions based on the dielectric property of myocardial 

tissues, which are strongly dependent on the blood flow of coronary [55].  

               

                                    (a)                                                         (b)  

Figure 1.3 Brain detection experimental setup (a) An early experimental setup of 
cerebral edema by James and Martin. [56] (b) Recent radar and tomographic brain 
detection scanner by N.Ghavami et al. [57]. 
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        Another important microwave imaging application is brain imaging, which is used 

to detect haemorrhagic or ischemic strokes based on blocked or burst blood vessels [56]. 

The first experimental work on brain tissue microwave imaging dates back to 1982, by 

James and Martin. They demonstrated the microwave imaging technique on detection 

and monitoring of cerebral oedema. Other studies followed, but most were conducted 

on simplified models or phantoms. Further and deeper studies on brain stroke imaging 

are currently being conducted around the world [4], [11], [57]–[61]. Many other 

biomedical body imaging applications are being studied based on the dielectric 

properties of various body tissues, showing the great potential of microwave imaging. 

      This emerging modality is still in its early days and much research needs to be 

carried out before clinical systems become widespread. A few critical challenges are 

being faced in the development of microwave imaging systems. Some of the key 

challenges are: 1) Complex layers of brain structure; 2) Requirement of matching 

medium; 3) Emergence of surface waves and multipath signals; 4) Need for a compact, 

robust and efficient antenna; and 5) Image resolution issues. We will thoroughly discuss 

the challenges in Chapter 2. 

We proposed the final goal of designing a compact, novel and efficient microwave 

tomography system. Our prototype comprises of a compact printed monopole that 

exhibits a wideband response when immersed in an appropriate medium, thereby 

allowing us to work with multiple frequencies which is particularly useful in image 

reconstruction to address the ill-posed inverse problem. Our antenna operates in the 0.5 

– 1.5 GHz frequency range, which can address image resolution (high frequency) and 

penetration depth (low frequency) issues. We have also studied the performance of our 

antenna in an array form with various coupling media to address the key challenges 

posed by the excitation of surface waves and multipath signal propagation. 

  

1.2.2 Brain Stroke and Brain Phantom Preparation 

Stroke is a leading cause of death and disability in developed countries, affecting 

approximately 16 million people worldwide each year, with 6 million deaths and 

another 6 million people becoming disabled [62]–[64]. Stroke is characterised by a 

sudden neurological disability caused by a disruption of blood flow to the brain and is 

mainly classified into two categories: ischemic and haemorrhagic. Eight percent of 

strokes are ischemic and 20% of them are haemorrhagic[28], [60], [62]. 
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 In developed countries, only 2–5% of ischemic stroke patients can be diagnosed 

and treated in time [63], [65]. Currently, MRI and CT are the available imaging 

modalities for diagnosing stroke, but they are not easily accessible or affordable for 

patients in rural hospitals and can only be performed once the patient is admitted to the 

hospital. According to European yearly statistics, the cost for around 0.8 million stroke 

patients have reached 60 billion euro [66]. The World Stroke Organisation (WSO) 

reports that reliable and affordable medical imaging systems are inaccessible to about 

75% of the world’s population [62]. Furthermore, existing imaging systems are often 

very bulky. Time is critical when it comes to beginning reperfusion to limit or reverse 

neurological disability. However, CT scans can be problematic due to radiation 

exposure and the risk of cancer [22]. MRI is a more expensive and less widely available 

option, while ultrasound imaging requires expertise and is time-consuming [21]. 

Although PET imaging has been used to assess the ischemic penumbra, it is not widely 

utilised [20]. Therefore, there is an urgent need for a portable, non-ionising, low-cost 

and highly accurate imaging system for the detection of stroke [1]. 

           

(a)                                   (b) 

Figure 1.4 Post-treatment NCCT scans of two AIS patients with manual segmentations 
of haemorrhage and ischemic infarct super-imposed. Red: ischemic infarct, green: 
haemorrhage [28].  

Phantoms, which mimic the dielectric and structural characteristics of the human 

skull and brain, offer effective, simple-to-make, and inexpensive testbeds for 

experimental validation before clinical trials. In the paper by Hakala et al. [59], two 

phantom models were used for simulation and experimental study. The first phantom, 

called Phantom I, was a planar layer model resembling the brain. The second phantom, 

called Phantom II, was a hemisphere layer model resembling the head. The dimensions 

and dielectric properties of the layers were equal to those of the measurement phantom. 

In both models, the thickness of the cerebrospinal fluid (CSF) layer was gradually 

increased from 2.0 mm to 3.8 mm, with a step of 0.25 mm. The simulation results were 
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evaluated based on antenna reflection coefficients S11 and time domain impedance 

results, as well as 2D power flow representations to illustrate propagation in the vicinity 

and inside the tissues within the selected dB range. Proper phantom preparation is 

crucial for accurate microwave sensing of brain water and the detection of brain 

abnormalities. 

In a previous study by David et al.[9], an anthropomorphic phantom was used for 

the head. The phantom was a single-cavity container obtained through 3D printing in 

clear resin. It was filled with an alcohol–water mixture with a small percentage of 

sodium chloride to increase conductivity and mimic the dielectric properties of brain 

tissues. To simulate a stroke, a capsule-shaped balloon was employed, and a support 

was used to affix the capsule in the desired position. Different types of strokes exhibit 

distinct dielectric properties in the microwave frequency spectrum, and the target was 

filled or emptied with water–alcohol–sodium chloride mixtures, achieving the 

properties of haemorrhagic or ischemic stroke. The paper included a table with the 

corresponding dielectric parameters at 1.0 GHz (relative permittivity and conductivity) 

for the different liquid mixtures. The properties of the liquids were measured using the 

Keysight dielectric probe 85070D and the Keysight N1500A materials measurement 

software suite. 

In a recent study by A. T. Mubasher [67], a 3-D voxel model of the human head 

was derived from 2-D MRI images at a 1 mm interval, and the layers of fat, skin, 

muscular parts, and skull were united to construct the exterior of the phantom. The brain 

part was subdivided into dura, CSF, grey matter, white matter, cerebellum and spinal 

cord portions, with separate volumetric binary models created for each subdivision. 

Tissue-mimicking materials were then developed using a combination of gelatine, 

water, agar, corn flour, propylene glycol, sodium azide and sodium chloride to fabricate 

low-cost tissue-equivalent materials such as grey matter, white matter, blood, dura, CSF, 

cerebellum, spinal cord, and eyes. Electrical properties were measured using a dielectric 

probe HP85070 with the help of a network analyser over a frequency band of 0.5 – 4.0 

GHz. Comparisons between the actual electrical properties and the developed tissue-

mimicking materials showed reasonable similarities. The whole phantom development 

procedure was exhibited in a series of photographs taken during different fabrication 

steps. The developed phantom demonstrated stability in terms of electrical properties, 

with only a 10 – 15% decrease observed after several months; it tended to reach stable 
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values. Overall, the developed brain phantom offers a valuable tool for testing and 

optimising medical imaging and neurophysiological techniques. 

In conclusion, the development of realistic phantoms for brain stroke detection is 

a crucial step in advancing research in this area. The use of 3D printing technology and 

tissue-mimicking materials enables the creation of phantoms with realistic electrical 

properties and anatomy. By following careful fabrication procedures and selecting 

appropriate materials, researchers can create phantoms that closely mimic the 

properties of human tissue. These phantoms can be used for a range of applications, 

including the testing of medical devices and imaging techniques. The advancements in 

phantom fabrication techniques and materials discussed in this literature review offer a 

promising avenue for continued research in the field of brain stroke detection. 

1.2.3 Experimental Setup 

As one of the most important applications of medical microwave imaging, the 

diagnosis of the brain area has attracted people’s attention widely due to the large 

contrast in dielectric property between brain tissues and water from early studies. 

Existing imaging systems can be categorised into two types according to their algorithm 

type: classification and image reconstruction.  

The objective of classification systems is to diagnose the type of abnormality in a 

patients’ brain (either ischemic or haemorrhagic, either brain stroke or traumatic injury) 

and indicate of a rough location of the abnormalities. For example, Medfield 

Diagnostics developed a portable classification imaging system called Stroke Finder 

[67]. The system comprises 8 slot antennas working at 0.4 GHz to 2.0 GHz, which can 

be adjusted to the individual head accordingly. They are designed to fit this system into 

an ambulance to diagnose the occurrence or non-occurrence of brain bleeding.  

Preclinical tests began in 2008, and the system has undergone trials on over 100 

volunteers.  
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Figure 1.5 A microwave imaging system prototype proposed by Persson et al. [67]. 

Recently, several microwave imaging system prototypes have been designed and 

described in the literature. A promising MWI system was developed at Chalmers 

University [3]. This prototype system consists of 10 triangular patch antennas mounted 

inside a bicycle helmet. A brain phantom with the same properties as a realistic brain 

was created by mixing sugar, salt, water and agar. Plastic bags filled with coupling 

liquid were put between antenna and brain phantom. The MWI system operates 

between and 0.8 GHz and 1.5 GHz, and stroke detection was performed by measuring 

the scattering matrix and inputting the matrix into a machine-learning algorithm based 

on training. This paper pointed out that distance and conductivity together determine at 

which frequency the maximum transmission was obtained. 

Another MWI system was developed at the University of Queensland to detect 

intracranial hematomas [6]. This detection system comprises 16 corrugated and tapered 

slot antennas in a ring and operates between 1.0 GHz and 2.0 GHz (low microwave 

frequencies can penetrate the human head due to their longer wavelengths as described 

by the author). The antennas were in the air and no matching medium was employed. 

The distance of neighbouring antennas was chosen to have a mutual coupling lower 

than 20 dB over the band 1.0 – 4.0 GHz, and the stroke imaging relies only on 

monostatic data. 

More recently, another system prototype has been developed, the “BRIM G2” at 

EM Tensor [5]; it was meant for imaging purposes as well. This system comprised 177 

ceramic-loaded rectangular waveguide antennas mounted on a semi-spherical stainless-

steel chamber. The antennas were evenly spaced on eight rings, at different heights. 

The working frequency was 1.0 GHz. The matching medium was a mixture of glycerine 

and water. The large number of antennas employed in this system ensured the 

likelihood that it would acquire all the available information content for imaging 
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purposes. However, this had some obvious drawbacks, at least in terms of cost and 

portability. 

Another type of imaging system deployed an inverse scattering algorithm to 

reconstruct a detailed image of the whole brain area. The EM Tensor company 

constructed an imaging chamber comprising five rings of 32 waveguide antennas, 

resulting from research conducted since the mid-1990s. They applied an iterative 

nonlinear algorithm to estimate the dielectric properties of patients’ brain tissues. After 

finishing their initial assessment, they are now conducting preclinical trails. 

      

          (a)                                                            (b) 

Figure 1.6 Experimental setup illustration: (a)Multi-slice microwave-based head 
imaging system [6]; (b) EM Tensor imaging chamber [5]. 

On the other hand, there are many other classification methods. For example, 

current imaging systems can be classified by their usage, whether they are intended for 

monitoring purposes, quick diagnosis or accurate detection. Imaging systems for 

monitoring purposes need comparatively fast, low spatial resolution. An imaging 

system for quick diagnosis needs a result that is highly accurate, but that has low spatial 

resolution and features good classification. Imaging system focusing on accurate 

detection demand more precise and robust imaging results for the brain area.  

Previous studies have demonstrated the potential of microwave imaging. Some of 

their prototypes were even tested by hundreds of volunteers. However, there is much 

room for improvement including increasing spatial resolution, reducing processing time, 

etc. There is long way to go before a robust microwave imaging system is developed. 

Our preliminary study mainly focused on constructing a portable imaging system with 

8, 12 or 16 antennas immersed in a glycerine–water mixture to reconstruct brain images 

using our previously developed algorithms. 
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1.3 Challenges of Optimising Microwave Imaging System 

1.3.1 Frequency-dependent Dielectric Property  

Accurately distinguishing between healthy and abnormal tissues in the brain can 

be challenging due to the subtle differences in these tissues and the presence of multiple 

tissue types, which create a complex scattering environment [25]. The frequency-

dependent nature of tissues can also hinder accurate imaging. Researchers have devised 

several strategies to address this issue, such as using broadband microwave frequencies 

and advanced signal processing algorithms [68]. To achieve accurate reconstruction 

through algorithm, it is essential to model the frequency-dependent dielectric properties 

of the tissues, which requires the use of advanced mathematical models to account for 

complex scattering and absorption phenomena. 

Kramers–Kronig relations [69] dictate that permittivity or conductivity vary 

independently with frequency. Modelling a material with a constant relative 

permittivity can lead to errors, which can result in an inaccurate model response for our 

finite-difference time-domain simulations [70]–[72]. The relations for dielectrics 

provide necessary connections among permittivity, conductivity and frequency; they 

are given as:  

ε′(f) − ε∞ =
2
π

 �
xε"(x)
x2 − f2

dx
∞

0
 

ε"(f) − σs/ωε∞ =
−2f
π
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x2 − f2
dx

∞

0
 

, where ε′(f) is related to the refractive index, ε"(f) is associated with the absorption or 

gain coefficient and x is the angular optical frequency variable, running through the 

whole integration range.  

In recent studies, the Debye model and Cole–Cole model have commonly been 

used to model the frequency-dependent nature of brain tissues [72], [73]. The N-pole 

Debye model is described as follows: 
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, where ε𝑜𝑜 is the free-space permittivity, ω is the angular frequency, ε𝑠𝑠  is the static 

relative permittivity, ε∞ is the high frequency permittivity, ∆εi = ε𝑠𝑠 - ε∞ is the change 

in relative permittivity due to the Debye pole and τ𝑖𝑖 is the i-th relaxation time constant 

and 𝜎𝜎 the static ionic conductivity. The N-term Cole–Cole model is defined by: 
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, which has the same parameter definitions as the Debye model, but with an additional 

exponent parameter that allows for broadening the i-th dispersion. Although this 

exponent term provides more accurate model to the material permittivity, the Cole-Cole 

model is difficult to implement due to the challenge of applying Fourier transform to it.  

        For this study, the approximations of the Debye model of various brain tissues 

were obtained from the Gabriel & Gabriel database over a broad range of frequencies 

[25]. This database contains anatomically accurate MRI-derived numerical phantoms 

that are commonly used for brain detection and treatment applications. The brain tissues 

in these phantoms have realistic and ultra-wideband dielectric properties. 

1.3.2 Spurious Radiation Issue of Printed Monopole Antenna 

Spurious radiation in edge-fed printed monopole antennas can be a critical issue 

in microwave imaging systems designed for brain stroke detection [74]–[77]. In 

microwave imaging systems, it is crucial to achieve high accuracy and resolution to 

ensure effective diagnosis and treatment. Spurious radiation can lead to imaging 

artifacts and lower the signal-to-noise ratio, which can impair the accuracy of the 

system. Edge-fed patch antennas are more prone to spurious radiation due to the 

presence of discontinuities in the feed network. This can result in unwanted radiation 

from the feed network, leading to higher sidelobe levels and reduced imaging quality. 

Aperture-coupled feeding methods provide an effective solution to this problem, 

as they minimise spurious radiation in patch antennas [78]–[81]. The use of a symmetric 

aperture that is centred under the patch ensures that the electric field coupling from the 

feed line to the radiating patch is purely perpendicular to the patch surface. This reduces 

cross-polarisation and leads to lower sidelobe levels. Additionally, the ground plane 
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that separates the patch and the feed line helps to minimise spurious radiation by 

reducing the coupling between the patch and the feed network. 

For a microwave imaging system designed for brain stroke detection, the 

elimination of spurious radiation is crucial to achieving high accuracy and resolution. 

The use of aperture-coupled feeding methods can provide better isolation between the 

feed line and the radiating patch, reducing the impact of spurious radiation. This, in 

turn, can improve imaging quality and enhance the diagnostic accuracy of the system. 

Furthermore, the higher directivity and lower cross-polarisation achieved by aperture-

coupled antennas make them well-suited for precise beam steering, which can be useful 

in detecting the location and extent of a brain stroke. 

1.3.3 Substrate of Antenna 

The selection of the substrate is a crucial step in the design of antennas. The 

substrate is an essential part of the antenna structure and contributes significantly to the 

radiative properties of the antenna. The substrate material affects the antenna’s 

radiation efficiency, impedance bandwidth, and directivity [77], [81]–[83]. Hence, it is 

important to choose the substrate material wisely based on the application requirements. 

One of the key factors in selecting the substrate is the dielectric constant. A lower 

dielectric constant is desirable, as it promotes fringing fields and hence radiation. A 

substrate with a low dielectric constant reduces the capacitance between the patch and 

the ground plane, which in turn increases the antenna’s radiation efficiency. Generally, 

a lower dielectric constant is preferred, because it can promote fringing fields and lead 

to better radiation. However, if the dielectric constant is too low, this can result in 

increased surface wave losses and reduced bandwidth, which can adversely affect the 

antenna's performance. Hence, selecting a substrate with an optimal dielectric constant 

requires finding a balance between promoting fringing fields and minimising losses to 

ensure that the antenna operates with high efficiency across a broad range of 

frequencies.  

The thickness of the substrate is also a critical factor in antenna design. A thicker 

substrate increases the antenna’s impedance bandwidth, which is beneficial for 

broadband applications. However, using a thick substrate can cause impedance 

mismatch issues, which can lead to reduced radiation efficiency. In addition, a thick 
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substrate can also lead to reduced accuracy in reconstruction, as antennas are 

approximated infinitely thin in the reconstruction algorithm.  

Another critical factor in substrate selection is loss tangent. A high loss tangent 

leads to increased losses and reduced efficiency, particularly at higher frequencies. 

Therefore, it is crucial to select a substrate with a low loss tangent to achieve better 

performance. 

The selection of the substrate is a crucial step in antenna design. The choice of 

substrate material depends on the specific application requirements, and a careful 

evaluation of the different factors discussed above can help in selecting the most 

appropriate substrate for the antenna design.  

1.3.4 Optimal Frequency for Microwave Imaging 

In microwave imaging for brain tissue property reconstruction, the selection of an 

optimal frequency range is a critical aspect of the design process.  

Although higher frequencies can offer enhanced resolution, several factors limit 

their ability to reconstruct brain tissue properties accurately. One such limitation is 

attenuation, which increases with frequency. Specifically, the tissues absorb higher-

frequency signals more readily, leading to weaker signals received by the antennas [23], 

[24], [43]. This increased attenuation negatively impacts penetration depth, making it 

challenging to image deeper brain structures using high-frequency signals. Another 

challenge associated with higher frequency signals is scattering caused by smaller tissue 

inhomogeneities. Such scattering can distort the signal, complicating the accurate 

reconstruction of tissue properties. This is particularly true in complex structures such 

as the brain, which exhibits considerable heterogeneity. Moreover, higher-frequency 

signals are generally more susceptible to noise, both from the imaging system and from 

external sources [84]. A low signal-to-noise ratio can lead to artifacts in the 

reconstructed images, making it difficult to accurately discern tissue properties. 

Lower frequency signals inherently possess longer wavelengths, which restrict the 

achievable spatial resolution [77], [85]. Consequently, accurately identifying and 

characterising small or closely spaced tissue structures in the brain may prove difficult. 

Additionally, the dielectric properties of biological tissues might not exhibit significant 

contrast at lower frequencies. This lack of contrast makes differentiating between 

various tissue types based on their electromagnetic properties challenging, potentially 
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impacting the effectiveness of microwave imaging techniques in distinguishing 

between healthy and pathological tissues. Furthermore, lower frequencies can lead to 

challenges in effectively coupling the microwave energy to the tissue due to the 

relatively large near-field region of the antennas compared with the dimensions of the 

imaging target, such as the brain. This factor can result in increased sensitivity to the 

positioning and design of the antennas. Lastly, lower frequency systems typically 

necessitate larger antennas and components, which can increase the overall size and 

complexity of the imaging system. This could limit the practicality of the system, 

especially for portable or wearable applications. Despite these limitations, lower-

frequency microwave signals (in the range of hundreds of MHz to a few GHz) are often 

favoured for imaging brain tissue properties. They offer better penetration depth and 

lower attenuation compared to higher-frequency signals. Ongoing research continues 

to explore different frequency bands and imaging techniques to improve microwave 

imaging performance for brain tissue reconstruction while addressing these limitations. 

In light of these challenges, selecting an appropriate frequency range for 

microwave brain imaging is crucial to achieving a balance between resolution, 

penetration depth, and signal quality. Frequencies higher than 1.5 GHz cannot be used 

due to low transmission levels in the inspected area, as high-frequency waves with 

shorter wavelengths can be easily absorbed or scattered by complex brain tissue. 

However, frequencies below 500 MHz do not provide sufficient image resolution for 

the imaging system. The frequency range of 0.5 GHz – 1.5 GHz is particularly 

promising, as it provides both good imaging resolution and sufficient penetration depth 

in brain tissue. Frequencies within this range are the primary focus of investigation in 

this study.  

1.3.5 Coupling Liquid  

The use of a coupling liquid in microwave imaging systems has many important 

functions. It can improve coupling efficiency, reduce mutual coupling, provide a stable 

interface between the antennas and the object being imaged, minimise the effects of 

reflections and scattering, and prevent antennas from overheating [39], [86]–[88]. In 

microwave imaging of biological tissues such as the brain, where there can be 

significant variations in tissue properties and geometry, the coupling liquid can play a 

crucial role in achieving accurate imaging results. However, the lossy nature of the 

coupling liquid can also attenuate microwave signals and affect the accuracy of the 
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imaging process. Thus, selecting the appropriate coupling liquid is critical to achieving 

optimal imaging performance. Additionally, optimising the antennas to work in the 

coupling liquid used in the imaging system is essential for achieving accurate 

microwave imaging of the brain area. 

1.4 Current Stage of Study in a Typical Evolutionary Timeline 

The evolution scheme of imaging modalities (ultrasound [12, 13], MRI [14], or 

PET [15]) follows the same timeline if we take a careful look at their history. 

Microwave imaging modality is no exception. 

 
Figure 1.7 Evolutionary timeline. 

At the start of the evolution scheme of imaging, there is usually great progress in 

fundamental theories; these theories are considered the foundation of the imaging 

modality. During this very early stage of evolution, researchers start seeking 

applications based on the foundational technology. Following the foundation discovery, 

several related applications emerge into one application, which is targeted at specific 

bio-medical issues and enters the concept maturation stage at time 𝑡𝑡1. The targeting 

process is achieved by preliminary investigation and a feasibility assessment of body 

tissues or animals. Successful validation of concept applications may result in early 

prototypes, which can be used as a clinical method on volunteers. At time 𝑡𝑡2 , 

application evolution enters the clinical acceptance stage, which focuses on the 

practical feasibility and optimisation of the technology. In this period, long-term, large-

scale and multicentre diagnoses are tested on representative patients. Third, commercial 

devices are manufactured and introduced in clinics at time 𝑡𝑡3. Diagnosis machines are 

upgraded thanks to clinical return.  
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In 1887, the existence of electromagnetic waves was demonstrated by Heinrich 

Hertz through experiments at submeter wavelengths. These wavelengths correspond to 

the lower-frequency part of the microwave spectrum, spanning from 300 MHz to 300 

GHz. From the discovery of microwaves, which is treated as 𝑡𝑡0 in a typical evolutional 

timeline, a series of applications was developed based on the microwave spectrum, 

including long-distance signalling, wireless powering, long-distance localising and 

short-distance sensing. With the short-distance microwave sensing application, 

investigators found a significant dielectric property contrast between healthy and 

cancerous body tissues. 

Exploiting this dielectric contrast, researchers proposed the application of medical 

microwave imaging, which is considered time 𝑡𝑡1. Evolution now moves to the second 

stage, the concept maturation stage. At this stage, dielectric contrasts of different parts 

of the body were measured, although there were inconsistencies across the various 

studies. Based on reported dielectric properties, researchers began to apply medical 

imaging to a specific part of the body, e.g., breast, lung and brain area, etc.  

Detecting the brain area is one of the most challenging tasks, as the head structure 

consists of many layers, including hair, skin, skull, grey matter, white matter, etc. The 

dielectric properties of the frontal lobe, parietal lobe, occipital lobe and temporal lobe 

vary from each other, and even the dielectric properties of tissues in one brain lobe are 

different. Due to the high complexity of the brain structure, a more accurate and 

sensitive microwave imaging system needs to be designed to detect the abnormalities 

inside brain area, i.e., we need to design a more effective antenna, model a more stable 

imaging setup and develop a more precise algorithm to perform accurate imaging of 

the brain area. Until now, researchers, including our team, have been engaged in 

detecting brain areas with microwave imaging. Hopefully, this evolution of microwave 

imaging applications will move to next stage soon. 

1.5 Contributions and Relevant Publications 

        The primary contribution of this research lies in the antenna design, which 

substantially impacts the overall performance of the microwave imaging system. 

Throughout the study, several antenna types were examined, such as antipodal Vivaldi, 
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dielectric resonator, microstrip antenna, and coplanar waveguide antenna, etc. However, 

these antennas exhibited suboptimal performance, as they were either too large or 

operated outside the desired frequency range. As a result, this thesis does not delve into 

the design and optimisation details for these antennas. 

        Instead, the focus of this thesis is on two antenna types that demonstrated superior 

performance in terms of their characteristics and imaging quality. These antennas were 

specifically designed and optimised to meet the requirements of the microwave 

tomography system, ensuring efficient operation within the desired frequency range 

and the delivery of high-quality imaging results. This research significantly contributes 

to the field of microwave imaging technology by concentrating on the development and 

optimisation of these two antenna types, ultimately enabling the creation of more 

efficient and effective imaging systems for a variety of applications. 

        In addition to the primary contribution, a notable secondary contribution of this 

research is the collaboration and interaction with other team members. This 

collaboration involved conducting experimental setup discussions, algorithm 

application, imaging scanner design, phantom preparation, and laboratory 

measurements. This interdisciplinary teamwork provided valuable insights that 

informed the optimisation of the antenna design, further enhancing the performance of 

the microwave imaging system.  

The thesis’ contributions are listed below: 

• A comprehensive research review on antenna design has been presented, covering 

various potential antenna types and designs for our microwave imaging systems. 

Antenna optimisation methods have been proposed to develop and validate the 

performance of antennas (Chapter 2). 

• Printed Monopole Antennas for microwave tomography in the operating frequency 

range of 0.5 - 1.5GHz have been designed and analysed, specifically for our microwave 

imaging system (Chapter 3). 

• A novel aperture-coupled feeding method is proposed, resulting in enhanced 

performance and versatility for microwave imaging (Chapter 4). 

• Simulations and results for 8, 12, and 16 element antenna arrays in immersed 

configuration are presented. Investigations into the optimal number of antennas in the 

array and transmission coefficient magnitude differences between scenarios with and 
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without targets are conducted to validate the feasibility of the antenna array (Chapter 

5). 

• Dielectric properties of brain areas are reconstructed using the existing DBIM imaging 

algorithm to validate the imaging capability of the antenna arrays and demonstrate their 

potential for practical applications in microwave imaging (Chapter 6). 
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1.6 Thesis Structure 

  The thesis is structured as follows: Chapter 1 provides an introduction, overview, 

and motivation for the study. It discusses the challenges of optimizing microwave 

imaging systems, such as frequency-dependent dielectric properties, spurious radiation 

issues, and substrate selection, and it reviews the current stage of research in the field. 

Chapter 2 delves into the background and methodology, exploring various current 

biomedical antennas for microwave imaging. The chapter also discusses antenna design 

techniques and optimisation methodologies, such as equivalent circuit models, 

impedance matching, and numerical analysis of scattering parameters. Chapter 3 

focuses on the design of a printed monopole patch antenna. This chapter evaluates the 

antenna's performance by analysing its reflection coefficient, radiation resistance, and 

radiation efficiency. It also compares the printed monopole antenna to microstrip 

antennas in terms of complex impedance and electric field distribution. In Chapter 4, 

the aperture-coupled fed antenna design is discussed and optimized. The chapter 

presents the initial prototype, equivalent circuit, and input impedance of the antenna. 

Various optimisation techniques are explored, and the performance of the aperture-

coupled antenna is compared to that of an edge-coupled antenna in terms of reflection 

coefficient, VSWR, and transmission coefficient. Chapter 5 studies the antenna array, 

analysing different microwave imaging scanners such as headband and helmet scanners. 

The chapter also covers the modelling of the head and blood target and compares the 

transmission levels between the headband and helmet scanners. Additionally, the 

chapter examines the performance of ECA and ACA arrays in imaging reconstruction 

using the DBIM-TwIST method. Chapter 6 investigates the experimental microwave 

imaging system, covering phantom preparation, calibration, and the use of a vector 

network analyser. The chapter presents experimental validation of the system and 

explores imaging reconstruction using experimental data to assess the system's 

effectiveness. Finally, Chapter 7 summarizes the key findings of the thesis and 

discusses potential avenues for further development in the field of microwave imaging 

systems, aiming to improve performance and broaden the range of applications. 
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Chapter 2 Background and Methodology 
With the increasing prevalence of brain disorders and the limitations of 

conventional techniques in detecting these conditions at early stages, microwave brain 

imaging has become an active area of research in recent years. This growth is primarily 

due to the advantages and improved detection rates offered by microwave brain 

imaging. To achieve these outcomes, specifically designed antennas are needed to 

satisfy the requirements of such systems, where an antenna array is typically used. 

These antennas need to comply with several criteria, including bandwidth, size, design 

complexity, and manufacturing cost, to make them suitable for these applications. 

Many studies in the literature have proposed antennas designed to meet these 

criteria, but no works have systematically classified and evaluated these antennas for 

use in microwave brain imaging [70]-[193]. This section presents a comprehensive 

study of the different antenna designs proposed for microwave brain imaging, with a 

thorough investigation of the antenna elements suggested for use in these systems. 

Antennas are classified by type and by improvements concerning operational 

bandwidth, size, radiation characteristics, and techniques used to achieve these 

enhancements. 

The goal is to identify the most suitable antennas that can effectively address the 

unique challenges associated with microwave brain imaging applications. To achieve 

this, we first present a comprehensive study of the different antenna types, such as 

Vivaldi, coplanar waveguide (CPW), probe-fed patch, aperture-coupled patch, printed 

Yagi, dielectric resonator (DR), and wearable textile antennas. We then investigate the 

design and optimisation methods used to improve their performance in terms of 

operational bandwidth, size, radiation characteristics, and manufacturing cost. These 

methods include impedance matching techniques, advanced numerical analysis for 

scattering parameter evaluation, power transfer efficiency analysis, and regular-shaped 

formula estimation. Additionally, we explore various simulation software tools used to 

validate the antenna designs and optimisation processes. 

By examining these design and optimisation methods, we aim to provide a 

qualitative evaluation of the antenna designs and compare their suitability for use in 

antenna arrays for microwave brain imaging. This evaluation will enable researchers 

and practitioners to make informed decisions when selecting the most appropriate 
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antennas for their microwave brain imaging systems, based on each antenna's 

performance, design complexity, and manufacturing cost. 

2.1 Biomedical Antennas for Microwave Imaging 

2.1.1 Vivaldi Antenna 

The Vivaldi antenna was first introduced by Gibson et al. over four decades ago 

in a coplanar configuration [89]. This designed Vivaldi antenna achieved a 10 dBi gain 

and a sidelobe level of -20 dB over a frequency range of 2.0 to 40.0 GHz. The Vivaldi 

antenna is also known as a tapered slot antenna due to its unique structure. In 1988, 

Vivaldi antenna is refined into an antipodal design to reduce beamwidth, sidelobes, 

back lobes, and return loss by Gazit [90]. Two flares are located on opposite sides of 

the substrate. This ultra-wideband antenna has garnered significant interest from 

researchers and has been explored for implementation in various microwave systems, 

including tomographic medical imaging, radar microwave imaging systems, astronomy 

and vehicular communication systems. 

 

Figure 2.1 A compact Vivaldi antenna by Hood et al. [91]. 

The Compact Antipodal-Vivaldi Antennas exhibit a remarkable ability to generate 

highly directional radiation patterns, characterized by substantial gain and minimal 

reflection loss. Nevertheless, their operational frequency range is generally constrained 

to frequencies above 3.0 GHz. In [92], Mahdi et al. present an innovative antenna 

design featuring dimensions of 40.0 mm × 60.0 mm × 0.508 mm, rendering it suitably 

compact for integration into imaging systems. However, this antenna design remains 

most effective for frequencies exceeding 3.4 GHz. In another study[91], an antenna 
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presented by Hoods et al., features a physical size of 39.4 mm by 36.9 mm as shown in 

Fig. 2.1. However, it exhibits an operational frequency that is notably higher than the 

3.1GHz.  

Some Antipodal-Vivaldi antennas are improved to work in our desired frequency 

ranges, but the dimensions of them get quite large. [93] reports an Antipodal-Vivaldi 

antenna with operation frequency between 0.73 GHz and over 20.0 GHz, but its 

dimension is 151.0 mm by 140.0 mm, which is far above our desired dimension.  

A Recent study by Biswas et al.. [94] presented a compact wideband antipodal 

Vivaldi antenna design inspired by the fern fractal leaf for microwave imaging 

applications. The proposed antenna was realized on a 0.8 mm FR4 substrate with a 

dimension of 50.8 mm × 62.0 mm and fed by an edge-fed microstrip line. The antenna 

showed excellent performance in terms of gain with a wide frequency range of 1.3 GHz 

to 20.0 GHz, making it suitable for microwave imaging systems. The use of the fern 

fractal leaf inspired design of the antenna provides a wider bandwidth than the 

previously reported antennas. Nonetheless, the end-fire radiation pattern contributes to 

the imaging system's lack of compactness, posing a challenge in terms of its 

miniaturisation potential. 

 

Figure 2.2 A large Vivaldi Antenna by Syed et al. [95]. 

Researchers investigated the antenna performance in coupling liquid.  In the paper 

[95] by Syed et al., an Antipodal-Vivaldi antenna was utilised for microwave imaging 

applications. The antenna covers a frequency range of 0.5 GHz to 4.0 GHz and has 

dimensions of 100.0 mm by 75.0 mm, as illustrated in Fig. 2.2. This antenna design 

demonstrates potential for use in various microwave imaging scenarios due to its wide 

frequency coverage and operation within our desired frequency band. 
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In another study, Wang et al. proposed and experimentally validated a compact 

slot-loaded antipodal Vivaldi antenna for monitoring liver microwave thermal ablation 

using microwave imaging [96]. This antenna design aimed to optimize electromagnetic 

power transfer to the human abdomen by operating in a coupling medium, achieving a 

working bandwidth ranging from 600 MHz to 3.0 GHz. Notably, the final design's 

dimensions (40.0 mm × 65.0 mm) were the most compact among antennas designed 

for similar biomedical applications within the same bandwidth. The researchers 

developed a coupling medium using a low-cost and easily accessible mixture of water, 

oil, dishwashing detergent, and guar gum. This material exhibited dielectric properties 

close to the target values, maintained stability over a week, and displayed 

reproducibility across different realizations. The measured S-parameters of the antenna 

demonstrated good agreement with simulation results, and the antenna exhibited 

favourable performance regarding mutual coupling when two antennas were positioned 

in close proximity, as in the MWI array configuration. While the slot-loaded antipodal 

Vivaldi antenna design presented by Wang et al. offers promising features such as 

compact size and a wide operational bandwidth, the end-fire radiation pattern may pose 

a challenge for the overall size of the scanner. The end-fire pattern, which directs the 

main radiation lobe along the antenna's longitudinal axis, may require additional 

spacing between elements in the array configuration, potentially increasing the 

scanner's size. This factor must be considered when evaluating the suitability of the 

antipodal Vivaldi antenna for specific microwave imaging applications, as the size 

constraints may outweigh the benefits of the compact aperture dimensions and broad 

bandwidth. 

Vivaldi antennas are known for their high gain, wideband, high front-to-back ratio, 

and high efficiency. However, they typically have a relatively large physical size, with 

dimensions often larger than 60.0 mm by 40.0 mm to operate within the frequency 

range of 0.5 GHz to 2.5 GHz. Additionally, the end-fire radiation pattern of the antenna 

often requires it to be positioned perpendicularly to the brain phantom, further 

increasing the overall size of the setup. The size limitations of Vivaldi antennas are 

main considerations for designing compact microwave imaging systems, particularly 

for portable and wearable medical diagnosis applications. 
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2.1.2 Microstrip Patch Antenna 

        Microstrip antennas, first conceived in the 1950s, have gained significant attention 

since the 1970s due to their low-profile, lightweight, low-cost, and easy integrability 

into arrays or microwave integrated circuits[97], [98]. These antennas consist of a 

metallic patch printed on a thin, grounded dielectric substrate, and can be fabricated 

using printed circuit techniques. They radiate a relatively broad beam broadside to the 

plane of the substrate, making them conformable and easily fabricated into linear or 

planar arrays. As a result, microstrip antennas have found a wide range of applications. 

        Despite their numerous advantages, microstrip antennas also exhibit some inherent 

limitations, including narrow bandwidth, spurious feed radiation, poor polarisation 

purity, limited power capacity, and tolerance problems[77], [81], [85]. As a result, 

much research and development have been focused on overcoming these drawbacks, 

leading to the development of dozens of variations in patch shape, feeding techniques, 

substrate configurations, and array geometries, as reviewed in [74], [74], [85], [99]–

[101]. This extensive variety of designs highlights the versatility of microstrip antennas, 

which likely surpasses that of any other type of antenna element. Furthermore, the 

development of accurate and versatile analytical models has facilitated a better 

understanding of the inherent limitations of microstrip antennas and has contributed to 

their design and optimisation. 

        The most widely studied conventional microstrip antennas exhibit variations 

primarily in their feeding techniques. These distinctions significantly impact the 

performance and characteristics of microstrip antennas. In this section, we will explore 

two traditional microstrip antenna types used in microwave imaging, focusing on the 

probe-fed antenna and aperture-coupled antenna, as these are the most extensively 

studied and documented in the field. Although edge-fed microstrip antennas are the 

most straightforward and simple to implement, they are rarely utilized due to their 

narrowband nature. To overcome this limitation, the ground plane of edge-coupled 

antennas is often modified, transforming them into monopole antennas. As such, we 

will discuss them in the printed monopole antenna section. By examining the unique 

features and characteristics of these two types, we aim to provide a better understanding 

of their suitability and performance in microwave imaging applications. 
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A. Coaxial Probe Fed Patch Antenna 

Probe-fed patch antennas have been extensively studied in recent years due to their 

low profile, ease of integration into arrays, and good radiation characteristics [102]–

[110].  

 

Figure 2.3 Dimension and return loss of a probe-fed patch antenna proposed by Aguilar 
et al. [105]. 

The miniaturisation of these antennas has been a focus of research. A study 

Aguilar et al.  investigates the design, simulation, and testing of slot-loaded, multiband, 

miniaturised probe-fed patch antennas for microwave breast imaging applications [105]. 

They present a method that exploits the dominant longitudinal mode and one or more 

higher-order modes of the patch to achieve multiband responses, while using a 

combination of slots to achieve miniaturisation without compromising the structure's 

symmetry. The study demonstrates the successful fabrication and experimental 

verification of dual-, tri-, and quad-band miniaturised patch antennas in a biocompatible 

immersion medium, exhibiting excellent agreement between measured and simulated 

resonant frequencies. The simulation and measurement return loss of the proposed 

quad-band antenna with compact dimensions of 33.0 mm by 32.0 mm, is illustrated in 

Fig. 2.3. Furthermore, the investigation explores the trade-off between miniaturisation 

via slot-loading and gain, as well as the effect of substrate dielectric constant and 

thickness on the gain of miniaturised patch antennas. Additionally, they present a 

computational study that highlights the feasibility of utilising an enclosed array with 

two miniaturised patch antenna designs for 3D microwave breast imaging systems, 

suggesting their suitability as array elements in applications requiring unidirectional 

radiation, environmental shielding, and dense spatial sampling of scattered fields. The 
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study's findings contribute valuable insights into the potential of miniaturised probe-

fed patch antennas in the field of microwave breast imaging. 

  

(a)                                                        (b) 

Figure 2.4 Dual-band probe-fed antenna: (a) antenna dimension, L = 29.0 mm and W 
= 28.0 mm; (b) simulated and measured return loss [106]. 

In another recent study conducted by Al-Joumayly et al. [106], the design and 

characterization of a probe-fed patch antenna for biocompatible applications were 

investigated. The antenna features a dimension of 29.0 mm by 28.0 mm as shown in 

Fig. 2.4 (a), was specifically designed to operate in an immersion medium consisting 

of safflower oil, which is known for its biocompatibility. To ensure optimal 

performance, the dielectric properties of the safflower oil were carefully characterized 

within the frequency range of 0.5 to 3.0 GHz, which is of interest for the application. 

The researchers utilized an Agilent 85070D dielectric probe kit and an E8364 vector 

network analyser (VNA) to measure the frequency-dependent complex permittivity of 

the safflower oil.  

Subsequently, they employed a single-pole Debye model to fit the obtained data, 

which allowed them to determine the Debye parameters essential for the preliminary 

antenna simulations. The dual-band response was obtained by exploiting the dominant 

mode and one higher-order mode of the patch antenna. Miniaturisation was achieved 

using a series of strategically placed slots, ensuring the structure's symmetry was 

maintained, resulting in similar and symmetric radiation patterns at both operational 

bands. They successfully fabricated and experimentally verified two prototypes in a 

biocompatible immersion medium, demonstrating the structure's suitability as an array 

element for multifrequency microwave breast imaging applications requiring high 

signal-to-noise ratios. This study contributes valuable insights into the design and 



42 
 
development of probe-fed, dual-band, miniaturised patch antennas for biocompatible 

applications like microwave breast imaging. By thoroughly characterizing the dielectric 

properties of the immersion medium and employing a single-pole Debye model, the 

researchers achieved a strong correlation between simulation and measurement data for 

the antenna as suggested in Fig. 2.4 (b). The proposed miniaturisation technique, using 

strategically placed slots, maintained the structure's symmetry while achieving a dual-

band response. The successful fabrication and experimental verification of the 

prototypes in a biocompatible medium highlight the antenna's potential as an array 

element for multifrequency microwave breast imaging applications that demand high 

signal-to-noise ratios. 

Some studies have been conducted specifically for microwave brain imaging. 

Rokunuzzaman et al. presented a 3-D edge-fed antenna for human head-imaging 

applications[107]. The antenna utilized a stacked patch with a folding technique for 

miniaturisation and achieved a resonance frequency of 2.65-2.91 GHz with an average 

gain of 6.6 dBi at 2.7 GHz. The antenna had a compact size of 25.0 mm by 25.0 mm 

by 10.5 mm and high directivity throughout the operating frequency range. A shorting 

wall was used to lower the resonance frequency while maintaining high gain. The 

proposed unidirectional antenna had a peak front-to-back ratio of 19 dB, making it 

suitable for highly directive applications. The antenna was constructed using air 

substrate and a 0.2-mm-thick copper sheet, and successfully detected a tumour in a 

human brain phantom through raster scanning imaging method of a 2-D plane. While 

the antenna had a compact size and high directivity throughout the operating frequency 

range, its frequency is considered too high for brain stroke microwave imaging 

applications. 

Miniaturising antenna often results in higher operation frequency. To minimise the 

antenna dimensions while maintaining the operational range within our desired 

frequency, researchers proposed antennas that are designated to operate in coupling 

liquid. Syed et al. presented a coaxial probe-fed slotted triangular patch antenna 

specifically designed for microwave tomography applications[108]. They introduced 

two antenna designs with dimensions of 51.0 mm × 40.0 mm and 29.0 mm × 28.0 mm, 

which incorporated slots to enhance impedance matching and minimize reflection 

coefficients. The study investigated the antenna's performance in free space and in the 

presence of a matching medium and imaging tank. The study also discussed the impact 
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of substrate on antenna performance. The study showed that utilizing FR-4 as a 

substrate significantly expanded the antenna's -5 dB bandwidth, while dielectric loading 

contributed to lowering the resonant frequency within the desired range. Furthermore, 

optimising the slot angle and distance from the triangular patch's bottom edge resulted 

in improved antenna matching across the 1.0 – 3.5 GHz bandwidth. Notably, a second 

resonance around 3.0 GHz was achieved by selecting appropriate values for these two 

parameters. The fabricated prototype exhibited good agreement between simulation and 

measurement, with discrepancies attributed to fabrication tolerances. The compact 

version of the antenna demonstrated the deepest resonance with FR-4 substrate, 

whereas RT6002 provided the most broadband operations. 

  

                     (a)                                       (b)                                      (c) 

Figure 2.5 A differentially probe fed patch antenna: (a) Size of fabricated antenna; (b) 
return loss for simulation and measurement; (c) realised gain and radiation efficiency 
for both simulation and experiment [109]. 

Researchers also investigated differential feeding method for minimising the 

antenna dimension. In a recent work by Wang et al., a novel miniaturised differentially 

fed patch antenna operating in half-mode using shorting pins on the patch edges is 

proposed [109]. The design features two shorted patches separated by a slot with an 

interdigital structure and is differentially fed by two probes close to the short-circuit 

edge. By applying the odd-even mode theory to investigate the capacitive slot's 

miniaturisation mechanism, the slow-wave effect of the interdigital structure further 

contributes to the antenna's size reduction. The resulting design showcases an electrical 

size of 43.5 mm by 30.0 mm, operating at 2.42 GHz, and achieves an impressive 90.6% 

size reduction compared to conventional square patch antennas. This fabricated S-band 

antenna is suitable for narrowband applications, demonstrating symmetrical radiation 

beams, low cross-polarisation levels, and narrowband characteristics. The simulated 

and measured 10 dB impedance bandwidths are 14.2 MHz (centred at 2.420 GHz) and 
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15.0 MHz (cantered at 2.402 GHz), respectively as illustrated in Fig. 2.5 (b). The 

simulated and measured peak gain values are 3.4 dBi and 2.7 dBi with an efficiency of 

73.6% and 62.7%, respectively as shown in Fig. 2.5 (c). The good agreement between 

the simulated and measured results indicates the effectiveness of the design, with 

discrepancies primarily due to processing and experimental errors. 

The probe fed patch antenna, featuring a small size, low profile, high radiation 

efficiency and narrow band, is well-suited for narrowband applications. However, these 

characteristics of presented antennas pose limitations for microwave imaging due to 

either a narrowband operation or functioning at frequencies beyond our desired range. 

Besides, the cross-polarisation issue of probe-fed antenna is proved more pronounced 

than edge-coupled and aperture-coupled antenna [111]. These limitations present a big 

challenge for microwave imaging applications, where a broader frequency band or a 

more suitable frequency range is required.  

B. Aperture-coupled Fed Patch Antenna 

       The development of microstrip antenna technology witnessed rapid progress in the 

late 1970s, and by the early 1980s, fundamental microstrip antenna elements and arrays 

were well-established in terms of design and modelling [98], [112], [113]. Researchers 

began focusing on enhancing performance features like bandwidth and increasing the 

technology's applications, including its integration into phased array systems. The use 

of single-layer substrates presented several limitations, including insufficient space for 

antenna elements, active circuitry, bias lines, and RF feed lines, as well as reduced 

bandwidth due to high permittivity. Researchers explored multi-layered substrates, and 

in 1984, the idea of combining geometries using a slot or aperture to couple a microstrip 

feed line to a resonant microstrip patch antenna emerged [79]. This led to the 

development of the first aperture-coupled microstrip antenna, which showed promising 

results in terms of impedance matching and radiation patterns, with minimal back 

radiation from the coupling aperture. 

        Aperture-coupled microstrip antennas have since exhibited numerous 

advantageous features and developments, including demonstrated impedance 

bandwidths ranging from 5% to 50%, independent selection of antenna and feed 

substrate materials, and a two-layer construction that shields the radiating aperture from 

the feed network. This feeding method offers increased substrate space for antenna 
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elements and feed lines, convenient integration for active arrays, theoretically zero 

cross-polarisation in principle planes, and a multitude of possible variations in patch 

shape, aperture shape, feed line type, and more. Furthermore, the technology has been 

extended to aperture-coupled microstrip line couplers, waveguide transitions, dielectric 

resonators, and other applications [78]–[80], [80], [112], [114]–[119].  

 

                                (a)                                                             (b) 

Figure 2.6 An aperture coupled antenna with switchable polarisation: (a) Schematic 
structure; (b) return loss of both linear- and circular-polarised mode in simulation and 
experiment [120].  

       In a recent study by Row et al, ring-slot-coupled designs with switchable 

polarisation  are presented and investigated [120]. The overall size of the proposed 

aperture-coupled antenna is 100.0 mm by 100.0 mm. By adjusting the stub length, the 

minimum axial ratio of the antenna can vary between 0.4 and 23.0 dB, enabling it to 

radiate either linear polarisation with high cross-polarisation levels or circular 

polarisation with a low axial ratio. The variation of the axial ratio against the stub length 

exhibits a periodic pattern. Moreover, good impedance matching is achievable for both 

linear and circular polarisation radiation. Two designs with polarisation switching 

between linear and circular are introduced, each requiring only one diode and a 

relatively simple DC-bias network compared to previously reported designs.  

        The proposed switchable polarisation microstrip antenna offers an operating 

bandwidth exceeding 4%, as determined by the CP 3 dB-axial-ratio bandwidth. Fig. 

2.6(b) shows the linear mode operates within the frequency range of 2.4 GHz to 2.6 

GHz, while the circular-polarized mode functions between 2.25 GHz and 2.65 GHz. 

This design demonstrates the versatility and adaptability of the antenna for various 
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applications by providing both linear and circular-polarised operation modes within 

different frequency bands. 

 

                               (a)                                                        (b) 

Figure 2.7 A wideband aperture coupled fed antenna: (a) Antenna structure (b) return 
loss in simulation and experiment [114].  

        Another study presents an innovative design and measurement results for aperture-

coupled fed wideband patch antennas, specifically tailored for nanosatellite 

applications [114]. These applications demand low-profile antennas, which often result 

in significant back radiation from the coupling aperture. The proposed design takes 

advantage of the resulting electric field distribution in the feeding strip line, boosting 

the electromagnetic coupling to the radiating element. This is achieved by enclosing the 

strip line feeding structure with vertical conductive walls, effectively creating a cavity. 

The proposed antenna dimension is 100.0 mm by 100.0 mm. The resulting antenna 

features a low profile of 0.08 λ0 at 2.0 GHz and demonstrates 3 dB gain and axial ratio 

bandwidths of 27% and 32%, respectively. The proposed antenna operates within a 

wide frequency range, from below 1.8 GHz to 2.5 GHz as shown in Fig. 2.7 (b). 

        This study also offers an in-depth analysis of the cavity resonances and 

demonstrates how they can be used to reduce interference in adjacent frequency bands. 

Furthermore, it proposes an elegant method of integrating this type of antenna into the 

satellite chassis, minimising the antenna extrusion on the satellite surface. This 

literature review emphasises the significance of aperture-coupled fed wideband patch 

antennas in nanosatellite applications. Since these systems operate within similar 

frequency bands with microwave imaging, the antenna's wide operating range and 

favourable properties such as low profile, high gain, and broad axial ratio bandwidths 

make it a promising candidate for integration into microwave imaging applications. 
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Figure 2.8 A compact aperture coupled fed resonator wideband antenna [121]. 

        Another study combines the aperture coupled feeding method and dielectric 

resonator antenna. They presented an innovative aperture-coupled stepped dielectric 

resonator (DR) ultrawideband (UWB) multiple-input–multiple-output (MIMO) 

antenna (UMA) design, which features a compact size of 30.0 mm by 25.0 mm and 

operates within a wide frequency range of 3.8 GHz to 10.5 GHz [121]. This antenna 

design demonstrates a unique approach by employing a stepped DR that resonates with 

quasi TEδ11x  mode at 5.4 GHz and quasi TE1δ1
y TE mode at 6.4 GHz, merging with 

aperture resonating bands to achieve UWB performance. The proposed orthogonal 

MIMO configuration allows the stepped DR to improve isolation in the higher 

frequency region, while a modified neutralisation line via a quarter-wavelength square 

patch enhances isolation in the desired lower frequency region. 

        Furthermore, the broadside radiating modes of the stepped DR and the dual 

artificial magnetic conductor (AMC), and PEC bands of the AMC reflector contribute 

to improved gain and radiation characteristics. An enhancement of 37.84% in gain 

stability within 2.3 dB variation (i.e., 4.2 – 6.5 dB) is achieved, demonstrating the 

antenna's superior performance. The group delay of the UMA is more stable than that 

of the UWB antenna (UA), effectively addressing the issue of phase linearity associated 

with multipath effects. This literature review emphasizes the significance of aperture-

coupled antennas in advancing UWB MIMO antenna designs, offering promising 

potential for various applications requiring compact, high-performance antennas with 

wide frequency coverage. 

        Numerous aperture-coupled antennas have been proposed and demonstrated to 

operate effectively within the frequency range commonly used for microwave imaging 

applications. However, the compact aperture-coupled antenna operates around 4.0 GHz, 

which is far beyond our desired frequency band. Others operating around 2.0 GHz are 
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relatively large, typically around 100.0 mm by 100.0 mm, making them challenging to 

adapt for use in multi-antenna arrays for improved image reconstruction. Despite these 

challenges, aperture-coupled antennas exhibit desirable features such as low spurious 

radiation, directive radiation, and potential to operate within our desired frequency 

range. In this paper, we will demonstrate the design of this type of antenna in coupling 

liquid and explore its potential for application in multi-antenna arrays for microwave 

imaging systems. 

2.1.3 Printed Monopole Antenna 

        The edge-fed printed monopole antennas, which offer a very large impedance 

bandwidth along with reasonably good radiation patterns in the azimuthal plane, have 

been extensively explored[70], [83], [122]–[129]. On the one hand, a printed monopole 

antenna can be viewed as a special case of a microstrip antenna configuration. In this 

case, a patch is fabricated on a dielectric substrate, commonly FR4, while the ground 

plane is shortened or modified. The area of the substrate without a ground plane backing 

can be considered as having air dielectric substrate εr =1 with its thickness extremely 

thick, which increases the effective length Leff of patch due to the fringing effect. An 

approximation for the effective length Leff  of a rectangular patch antenna can be 

expressed as follows[85]:  

Leff = L + ∆L 

∆L ≈ 0.412 h(εreff+0.3)
(εreff−0.258)

(wh+0.264)

(wh+0.8)
 

, where L is the actual length of patch, h is the substrate thickness, εreff is the effective 

dielectric constant, w the width of patch. As a result of the increased effective dielectric 

substrate, the effective length Leff of the printed monopole antenna is increased. This 

leads to the printed monopole antenna exhibiting a broader bandwidth compared to a 

conventional microstrip antenna with an infinite ground plane. 

        Alternatively, printed monopole antennas can be seen as a vertical monopole 

antenna. A monopole antenna usually consists of a vertical cylindrical wire mounted 

over the ground plane, whose bandwidth increases with increase in its diameter. A 

printed monopole antenna can be equated to a cylindrical monopole antenna with large 

effective diameter. This second analogy has been used to determine the lower band-
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edge frequency of all regular shapes of printed monopole antennas for various feed 

configurations[124]. 

 

Figure 2.9 A printed monopole antenna designed by Sheela et al. [130]. 

Printed monopole antennas are widely investigated in microwave imaging area. In 

the study by Sheela et al. [130], the authors designed and fabricated directional printed 

monopole antennas as shown in Fig. 2.9 for microwave breast imaging applications. 

The antennas have a compact size of 73.0 mm by 62.0 mm and operate within the 

frequency range of 1.4 GHz to 10.0 GHz. Despite the compact size of the printed 

monopole antennas, there is still room for improvement in their performance. Sheela et 

al. suggest that by modifying the ground using DGS, the performance of printed 

monopole antennas can be further improved, which could result in better antenna 

efficiency, gain, and directivity. Additionally, the lower band edge frequency of printed 

monopole antennas could be lowered to extend their operating frequency range and 

make them more versatile.  

Ojaroudi et al. proposed a novel compact edge-fed printed monopole antenna with 

multi resonance characteristics for use in circular cylindrical microwave imaging 

system applications [123]. The proposed antenna was designed with a rectangular slot 

and two horizontal T-shaped strips protruding inside the slot in the ground plane to 

enhance bandwidth. Additionally, two E-shaped slots with variable dimensions were 

used to excite additional resonances and achieve much wider impedance bandwidth, 

especially at the higher band. The fabricated antenna satisfied the 10-dB return loss 

requirement from 2.92 to 12.83 GHz and had a simple configuration with an ordinary 

square radiating patch and a small size of 12.0 mm by 18.0 mm. Although this proposed 
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printed monopole antenna has a compact size, its working frequency range is optimal 

for microwave imaging scanning in brain stroke detection.  

Syed presented an edge-fed printed monopole antenna design in [131] for 

microwave tomography applications. The antenna was fed by an edge-fed microstrip 

line with a length of 30.0 mm and a width of 24.0 mm. Its operation frequency ranges 

between 0.5 GHz and 2.5 GHz. The antenna exhibited good performance in terms of 

return loss and radiation patterns, and its compact size made it suitable for microwave 

tomography applications. 

 

                               (a)                                                         (b) 

Figure 2.10 A Wideband monopole antenna: (a) Schematic diagram of omnidirectional 
(semi-circular shaped patch) and directional antenna; (b) simulated and measured return 
loss[125]. 

In a recent study, Mobashsher et al. proposed both directional and omnidirectional 

wideband monopole antennas in [125]. They also investigated the influence of 

directionality on the image quality of microwave-based head imaging systems by 

designing and prototyping both directional and omnidirectional wideband antennas, 

with dimensions of 80.0 mm by 45.0 mm by 15.0 mm shown in Fig. 2.10 (a). Both 

antennas operate at a wide bandwidth from 1.25 to 2.4 GHz as illustrated in Fig. 2.10 

(b), which is typically used in microwave head imaging, and achieve a boresight 

average gain of 3.5 dBi. Additionally, the near-field radiation patterns and transient 

pulse performance in the near-field region along the boresight direction are measured 

and analysed.  

An experimental verification is conducted by imaging a realistic artificial head 

phantom with an emulated brain injury. The reconstructed images suggest that in the 

absence of multipath effects inside the head, the directional antenna offers 20% higher 

impulse fidelity and 4 dB more peak transient response compared to the omnidirectional 
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antenna. The quantitative analysis of the reconstructed images demonstrates that the 

directional antenna produces more focused images with fewer artifacts than the 

omnidirectional antenna. 

Several designs of printed monopole antennas have been proposed for use in 

medical imaging systems, each with its own advantages and limitations. While some 

proposed antennas operate at higher frequency bands, some have larger dimensions, 

others have lower gain and/or radiation efficiency. The wide working frequency band 

between 0.5 GHz – 2.5 GHz and compact size are major impairments that limit the 

dynamic range of the imaging system, which aims to detect weak backscatter from the 

target. Further research is required to address these limitations and optimise the design 

of printed monopole antennas for medical imaging applications, particularly for 

achieving high-performance characteristics such as wide bandwidth, high gain, and 

high radiation efficiency. 

 

2.1.4 Coplanar Waveguide (CPW) Antenna 

        In the last few decades, significant progress has been made in the development of 

coplanar waveguide (CPW) antennas, which were first introduced by C. P. Wen in 1969 

[132]. CPW antennas have gained prominence in microwave integrated circuits (MICs) 

and monolithic microwave integrated circuits (MMICs) due to their distinct advantages 

over conventional microstrip patch antennas. CPW antennas offer wider bandwidth, 

lower dispersion, and lower radiation loss, making them suitable for a range of 

microwave applications. Additionally, CPW antennas enable easy integration with 

active and passive components for impedance matching and gain improvement, as well 

as seamless incorporation with MMICs. The coplanar waveguide design, which 

positions all conducting elements on the same side of the dielectric substrate, 

overcomes the limitations of microstrip antennas by providing better accessibility to the 

ground planes and simplifying the connection process to other components. This unique 

configuration allows for improved performance, more compact designs, and greater 

flexibility in various microwave systems [132]–[144]. 
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                                         (a)                                           (b) 

Figure 2.11 A compact CPW antenna: (a) Fabricated antenna; (b) return loss in both 
simulation and measurement [135]. 

        A compact CPW-fed planar monopole antenna with triple-band operation for 

WiMAX/WLAN applications has been developed, featuring a size of 40.0 mm by 40.0 

mm by 0.8 mm [135]. The antenna consists of a pentagonal radiating patch with two 

bent slots printed on a 0.8 mm-thick FR4 substrate and is fed by a 50-ohm coplanar 

waveguide (CPW) transmission line. This design, compared to conventional CPW 

antennas, uses two bent slots to create dual stopbands. This tapered structure helps 

achieve a wider impedance bandwidth and good impedance matching across the 

operating bands. Figure 2.11 (b) illustrates the simulated and experimental return loss 

for the antenna as a function of frequency, showing a good agreement between the two. 

The antenna exhibits three distinct operating bands with 10 dB return loss at 

approximately 2.14 - 2.85 GHz, 3.29 - 4.08 GHz, and 5.02 - 6.09 GHz, corresponding 

to bandwidths of 28%, 21%, and 10%, respectively. For the lower operating band of 

2.4 – 2.7 GHz, the antenna gains ranges from 1.77 to 2.15 dBi. In the medium operating 

band of 3.3-3.8 GHz, the antenna gain varies between 1.72 and 2.47 dBi. The gain of 

highest operating band, which spans from 5.15 to 5.85 GHz, ranges from 2.52 to 4.13 

dBi. The antenna exhibits three distinct operating bands and stable gains, making it a 

versatile and efficient solution for WiMAX/WLAN applications. 
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                         (a)                                                           (b) 

Figure 2.12 A wideband CPW: (a) Structure of fabricated antenna; (b) return loss in 
both simulation and experiment [136]. 

        Numerous studies have focused on exploring methods to expand the operational 

bandwidth of CPW. A wideband CPW-fed rectangular monopole antenna, with a 

compact size of 41.0 mm by 23.0 mm by 0.5 mm has been proposed and designed  by 

Deng et al. [136]. The enhancement of the bandwidth is achieved through an M-shaped 

notch at the patch bottom, a tapered CPW ground outside the notch, and a T-shaped 

CPW ground inside the notch. This wideband antenna operates in the frequency range 

of 2.5 – 20.0 GHz, providing a versatile solution for various applications. Within its 

operation frequency band, the radiation efficiency of proposed antenna varies from 0.75 

to 0.97 and the gain ranges from 0.7 to 4.4 dBi across the frequency band. Compared 

to conventional CPW antennas, this design offers a compact size and an exceptionally 

wide operational bandwidth, making it a standout example in the CPW antenna 

landscape. 

         To modify resonant frequency and operation band of a miniaturised dual-band 

CPW-fed annular slot antenna, Chiang et al. proposed an arc-shaped tuning stub[137]. 

By modifying the angle of the arc-shaped tuning stub, the first-higher order resonant 

mode can be shifted to the lower frequency band, combining with the fundamental 

mode of the annular slot to achieve a broadband operation with a bandwidth of 3048 

MHz (78.4%). The miniaturised design features an embedded strip protruding from the 

ground plane into a slit, which reduces the centre frequencies of the two resonant bands 

by 60% and 44%, respectively. The prototype exhibits broadside radiation patterns with 

maximum peak antenna gains of 3.8 dBi and 5.1 dBi for the two resonant bands. The 

proposed CPW antennas showcase the potential for achieving broader bandwidth, 

shifted resonant frequency, and miniaturisation, making them a promising option for 

microwave imaging applications. 
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                                    (a)                                                       (b) 

Figure 2.13 A compact CPW operating in lossy coupling liquid: (a) Antenna structure; 
(b) return loss in simulation and experiment [145]. 

        In another study, Jafari et al. proposed a compact ultrawideband (UWB) antenna 

for near-field imaging operating in coupling liquid for microwave imaging [145]. The 

overall dimension of the antenna is 30.0 mm by 26.0 mm. The characteristics of the 

antenna operating in this medium and in the proximity of the human are through 

simulations and through measurements. They verified experimentally that the proposed 

printed tapered-square antenna achieves good impedance match from 3.4 to 9.9 GHz 

while operating in the coupling medium. They also proved that antenna near-field 

pattern in a multilayer body model is stable over the operating frequency band. 

        Researchers have been extensively exploring the potential of CPW antennas, 

demonstrating their diverse capabilities and applications. Some CPW antennas feature 

a compact size, making them suitable for space-constrained applications, while others 

boast wideband performance, enabling them to cover a broader range of frequencies. 

Certain designs can operate effectively in coupling liquids, and some provide methods 

for manipulating the operation frequency, allowing for greater flexibility. However, it 

is worth noting that the typical operation frequency of CPW antennas is usually beyond 

2 GHz, which may limit their applicability in microwave imaging applications. 

Nonetheless, the versatility of CPW-fed antennas continues to drive research and 

innovation in the field. 

2.1.5 Printed Yagi Antenna 

        Conventional Yagi antennas typically offer narrow bandwidth (<10%). In addition, 

in the process of Yagi-Uda antenna miniaturisation, the gain would decrease, and the 

resonant frequency would deviate as well. To improve its performance, researchers 

have developed the quasi-Yagi antenna structure, which offers improved performance 
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compared to traditional Yagi antennas, and proposed a compact printed Yagi antenna, 

which are known for their simple structure, ease of integration with microwave circuits, 

and high gain, making them ideal for wireless applications. The printed Yagi antennas 

typically consist of a dipole antenna acting as feed, which is called driven element. The 

directive elements are printed toward the end-fire direction to enhance the gain by 

directing electromagnetic energy in a specific direction.  

        Printed Yagi antennas offer several advantages in microwave imaging applications, 

such as their simple structure, lightweight design, high gain, and directionality, making 

them suitable for various wireless applications. They can be easily scaled to operate at 

different frequencies and provide focused electromagnetic energy in a specific direction, 

which enhances image clarity. However, they also have limitations including narrow 

bandwidth, lower gain for compact designs, complex optimisation processes, sensitivity 

to manufacturing tolerances, and limited polarisation  diversity [146]. Although printed 

Yagi antennas have demonstrated their benefits in numerous wireless applications, 

overcoming these limitations and balancing the necessary trade-offs remains a 

challenge for optimal performance in microwave imaging. 

       Recent advancements in printed Yagi antennas include compact designs featuring 

modified bowtie driven dipoles, broad-band planar Quasi-Yagi antennas, dielectric 

resonator-based Yagi antennas, hybrid Moxon-Yagi composite antennas, etc. [147] –

[151]. These designs present various trade-offs between bandwidth, gain, and size, with 

some offering exceptional fractional bandwidth but limited gain due to the utilisation 

of fewer directive elements. 

       Muhammad et al. presented a bandwidth enhancement approach for a printed Yagi 

bi-layer antenna operating at the S-band [146]. The antenna comprises ground planes, 

microstrip feedlines, driven elements, and directive elements on both top and bottom 

metalized layers. The bottom plane directive elements are offset towards the direction 

of propagation, aiming to maximize gain and bandwidth simultaneously. Elliptically 

shaped directive elements are introduced near the active dipole elements to achieve a 

broad bandwidth matched to 50 Ω input impedance. The proposed antenna design is 

analysed through full-wave electromagnetic simulations using CST Microwave Studio, 

and its performance is compared to a traditional Yagi antenna without the wide directive 

element. Operating in the frequency range of 2.6 - 4.3 GHz, the proposed antenna with 
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dimension of 140.0 mm by 60.0 mm, has a fractional bandwidth of 49.3%. Additionally, 

it has an average gain of over 7 dBi and maximum side-lobe levels of less than -10 dB, 

making it suitable for broadband RF applications. 

       A recent study presents a compact and wideband planar Yagi antenna designed for 

improved performance without increasing the antenna's physical size [152]. The 

reflector is capacitively coupled to the driven bowtie to create a lower resonance at its 

patch mode, thus enabling a compact design. Moreover, the antenna employs series 

capacitive loading to the bowtie, and the reflector is folded at both ends toward the 

bowtie, further contributing to its miniaturisation. The antenna measures 120.0 mm by 

100.0 mm and demonstrates a wide measured fractional bandwidth of 48% (0.69–1.12 

GHz), with peak gain and front-to-back ratio (FBR) values of 5.5 dBi and 10 dB, 

respectively. This compact planar Yagi antenna showcases a successful approach to 

achieving wide bandwidth and desirable performance characteristics. 

 

                                    (a)                                                          (b) 

Figure 2.14 A compact printed Yagi antenna (a) Antenna structure; (b) return loss in 
experiment and simulation [150]. 

        Fu et al. proposed a compact printed Yagi antenna with dimension of 104.0 mm 

by 72.5 mm [150]. The innovative aspect of the proposed antenna lies in its combination 

of planar Moxon and quasi-Yagi interleaved structures. The Moxon structure's compact 

size enables it to operate in the lower band, while the quasi-Yagi structure, sharing the 

same area, is designed for the higher band. This design allows for independent 

adjustment of the lower and higher frequency bands. Simulation and experiment results 

in Fig. 2.14 demonstrate that the fabricated antenna has a moderate gain of over 5 dB 

and a large front-to-back ratio of more than 15 dB in both the frequency band between 

902 and 928 MHz and 2.4-2.4835 GHz frequency band, with low cross-polarisation 

levels. 



57 
 

 

                             (a)                                                        (b) 

Figure 2.15 A compact Yagi Antenna for microwave breast imaging: (a) The printed 
quasi-Yagi antenna radiating against a three-layer breast; (b) return loss [151].  

        More recently, Kakoyiannis et al. presents a compact printed quasi-Yagi antenna 

with dimension of 42.0 mm by 42.0 mm, specifically intended for microwave breast 

imaging applications[151]. Operating in the 2.0 – 3.3 GHz range, the antenna offers a 

55% fractional bandwidth and a maximum gain of 5 dBi, demonstrating high efficiency.  

This antenna features a unidirectional driver-reflector pair and two closely spaced 

directors, which significantly enhance the operational bandwidth while maintaining a 

broadband front-to-back ratio (FBR) above 10 dB. 

        Yagi antennas provide several benefits for microwave imaging applications, 

including high gain, directionality, lightweight design, and scalability to different 

frequencies. These advantages allow for improved signal-to-noise ratio and image 

quality. However, they also face challenges such as narrow bandwidth, lower gain for 

compact designs, end-fire radiation pattern, and sensitivity to manufacturing tolerances. 

2.1.6 Dielectric Resonator (DR) Antenna 

       Dielectric resonators (DRs) have been employed as high-Q elements in microwave 

filter and oscillator designs since the 1960s. Recently, DRs have gained significant 

attention for their potential in microwave applications[111], [147], [153]–[157]. DRAs 

offer more degrees of freedom to designers compared to 2-D-type antennas like 

microstrip antennas or 1-D-type antennas such as monopole antennas. They possess 

several advantages, such as a small size, lightweight, low cost, ease of excitation, and 

relatively wide bandwidth compared to microstrip antennas. DRAs can be excited using 

various feeding schemes, including coaxial probe, coupling slot, microstrip line, 

coplanar waveguide, conformal strip, dielectric image guide, or metallic waveguide. 
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Typically, DRAs are operated in either fundamental broadside or end fire mode, with 

the former achieved by exciting the DRA with a displaced probe or a slot and the latter 

by axially feeding the DRA with a coaxial probe. Resonance frequencies of cylindrical 

DRAs are generally determined using approximate models or numerical methods, 

which is given as: 
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, where 𝐷𝐷𝑐𝑐 and h are the diameter and height of cylindrical DRA. Wideband and dual-

band antennas are extensively employed in modern wireless systems, and various 

techniques have been developed to design dual-mode and high-gain DRAs, often 

utilising higher-order modes, featuring simple structures that require a small area. 

 

                                      (a)                                              (b) 

Figure 2.16 A resonator antenna with parasitic elements (a) Fabricated DRA; (b) return 
loss in simulation and experiments [153]. 

        Liu et al. proposed parasitic elements to modify antenna characteristics [153]. The 

proposed pattern-reconfigurable cylindrical dielectric resonator antenna comprises five 

elements: a probe excitation, a ground plane, a cylindrical DR, four ortho-symmetric 

parasitic elements, and four corresponding p - i - n diodes. Measuring 60.0 mm by 60.0 

mm by 4.25 mm, this antenna design integrates four p - i - n diode switches and four 

parasitic elements, which enable the mode of the dielectric resonator to change when 

excited by the probe. As a result, the antenna's radiation patterns can focus energy in 

four specific directions, while minimising gain in other unwanted directions, without 

affecting the impedance bandwidth. The modified DRA cover a bandwidth of 870 MHz 

and achieve a high maximum gain of 9.74 dBi. A fully functional prototype has been 

designed, fabricated, and tested. The measured results for reflection coefficient, 
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radiation patterns, and realized gain confirm the effectiveness of the proposed pattern-

switching concept for cylindrical dielectric resonator antennas. Both simulations and 

experiments show that the antenna operates within the frequency range of 5.2 - 6.0 GHz 

as shown in Fig. 2.16(b). 

     

                            (a)                                          (b)                               (c)                                                   

Figure 2.17 A rectangular DRA (a) Antenna structure; (b) return loss; (c)E-plane and 
H-plane radiation pattern [154]. 

       Sun et al. applied two pairs of slabs symmetrically on the two opposite surfaces of 

rectangular DRA to obtain a wide-beam DRA [154]. The proposed rectangular 

dielectric resonator antenna (DRA) design has overall dimension of 80.0 mm by 80.0 

mm by 30.0 mm. It incorporates two pairs of higher-permittivity dielectric slabs 

symmetrically attached to two opposite surfaces of the DRA in a direction parallel to 

the feeding slot. This configuration reduces radiation from these surfaces and achieves 

wide E-plane beamwidths. By adjusting the sizes or permittivity of the slabs, the 

beamwidths are tuned. They also fold down two sides of the metal ground plane in a 

direction perpendicular to the feeding slot to broaden the H-plane beamwidths. 

Measured results show that the maximum E-plane and H-plane half-power beamwidths 

(HPBWs) are 210° and 137°, respectively, with gains over 2.2 dBi throughout the 

usable bandwidth from 3.02 to 3.26 GHz (7.6%). Both measured and simulated 

reflection coefficients indicate a good level of agreement, with the lowest points at 3.15 

GHz. The simulated impedance bandwidth is 7.6% (from 3.02 to 3.26 GHz), while the 

measured impedance bandwidth is 8.9% (from 3.01 to 3.29 GHz). The E-plane HPBWs 

of the proposed DRA range from 177° to 212° and H-plane HPBWs range from 120° 

to 146°. 
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                                             (a)                                                (b) 

Figure 2.18 A rectangular DRA operating at 0.93 GHz: (a) Antenna structure; (b) return 
loss in simulation [155].  

       Some researchers have been exploring and designing dielectric resonator antennas 

that operate around the 1 GHz frequency range, which is optimal for our microwave 

imaging application. One such example is a rectangular resonator with dimension of 

76.007 mm width, 76.007 mm length, and 84.452 mm height [155]. This antenna is 

built on an RT 5880 Duroid substrate, featuring a dielectric constant of 2.2 and 

dimensions of 175.0 mm by 175.0 mm by 1.6 mm. Supported by a 0.035 mm thick 

copper ground plane, the antenna employs a microstrip feed complemented by an 

additional U-shaped structure for feeding. The antenna's performance, as demonstrated 

in Fig. (b), exhibits a reflection coefficient of less than -10 dB within a frequency range 

of 890 MHz to 930 MHz, translating to an impedance bandwidth of 40 MHz. Despite 

the larger dimensions, the dielectric resonator antenna demonstrates potential for use in 

the desired frequency range around 1 GHz.  

    

                                                (a)                                    (b) 

Figure 2.19 A compact DRA for breast tumour detection: (a) Antenna structure; (b) 
return loss in simulation and experiment [156]. 
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        In a recent study, a DRA specially designated for near-field breast tumour 

detection has been reported in [156]. The proposed H-shaped ultrawideband (UWB) 

dielectric resonator is mounted on a vertical ground plane edge and features broadside 

radiation patterns. The DRA measures 14.0 mm in width, 18.3 mm in length, and 5.08 

mm in thickness, with a dielectric constant of 10.2. It is supported by a 30 by 25 mm 

RT6002 substrate with a dielectric constant of 2.94 and a thickness of 0.762 mm. A 

partially printed ground plane, measuring 11.0 mm by 30.0 mm, is located under the 

DRA. With an operational bandwidth ranging from 4.0 GHz to 10.0 GHz, the DR 

sensor is designed to attach directly to the skin without the need for a matching medium, 

scanning the entire breast. The wide half-power beamwidth reduces path loss, while the 

DR sensor's pulse-preserving performance ensures low distortion, constant gain 

characteristics, and high efficiency. The sensor's small footprint allows for additional 

sensors to be placed nearby or in contact with the breast skin. The compact DR sensor's 

suitability for breast tumour detection is demonstrated through frequency domain 

analyses and time domain analyses, which show accurate tumour response due to its 

compact size and excellent sensor characteristics. 

2.1.7 Wearable Textile Patch Antenna 

        In recent years, wearable textile patch antennas have attracted considerable 

attention due to their distinctive attributes [158]–[168]. Diverging from other antenna 

types, wearable textile patch antennas utilize textile materials as substrates. The 

lightweight and compact nature of these materials is essential for wearable applications, 

offering unique advantages over traditional antenna designs. Moreover, their low-cost 

and adaptable nature allow for seamless integration into various applications, such as 

wireless communication systems, environmental sensing, and health monitoring. 

        The development of wearable textile patch antennas presents unique challenges, 

including the need for conformal designs and low-profile arrangements, as well as 

addressing the impact of body-worn deployment on performance. Researchers have 

explored a range of materials and fabrication techniques, including Silicone-rubber 

[159], Fleece [163], Felt [160], Jeans [161] etc., to overcome these challenges while 

maintaining minimal degradation in near-body operation. Additionally, studies have 

examined the effects of Specific Absorption Rate (SAR) and bending schemes on 

wearable antenna performance [161], [164], [166], [167]. This critical area of research 

is instrumental in unlocking the full potential of wearable antennas for a diverse array 
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of applications, further highlighting the significance of these investigations in academic 

and practical contexts. 

        In a recent study [158], Lin et al. present the design of a novel low-profile 

ultrawideband textile antenna specifically tailored for wearable microwave medical 

imaging systems with dimension of 80.0 mm by 40.0 mm. The proposed antenna 

utilizes a monopole structure with two triangles and multiple parallel slots cut into the 

radiation patch, achieving an optimized ultrawide bandwidth and reduced antenna size. 

Polyester fabrics and conductive copper taffeta, readily available on the market, were 

chosen as materials to construct the antenna, ensuring its suitability for wearable 

applications that require flexible components conforming to human body curves. The 

measured results demonstrated that the fabricated antenna prototype could achieve a 

bandwidth of 109% from 1.198 to 4.055 GHz, with a realized gain of 2.9 dBi. 

Additionally, on-phantom measurements revealed that the antenna's operating 

bandwidth and realized gain remained relatively unaffected when in close proximity to 

human bodies. The antenna's applicability for microwave medical imaging was 

demonstrated by monitoring the recovery process of a bone fracture emulated by a 

body-mimicking phantom with a size-varying blood strip, showing significant variation 

in the time-domain reflection coefficient depending on the fracture size. 

 

Figure 2.20 Structure of hybrid silicone textile wearable antenna [159]. 

        Saied et al. present antenna design based on a rectangular planar monopole 

antenna structure [159], as shown in Fig. 2.6. The sensor's conducting material is made 

from a 0.1-mm-thick flexible conductive textile, Shieldex Zell, with a surface resistance 

of less than 0.02 Ω. The sensor's substrate comprises Shore A8 silicone rubber, chosen 

for its flexibility and stretchability without compromising structural integrity. The 

silicone rubber has a relative permittivity (𝜀𝜀𝑟𝑟) of 2.99, a loss tangent (tan δ) of 0.032, a 
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tensile strength of 218 psi, and a tear resistance of up to 20 ppi. The fabrication process 

involved creating a silicone rubber mould and layering the ground plane, rectangular 

monopole patch, and additional silicone rubber layers. The final dimension of 

fabricated antenna is 78.88 mm by 43.26 mm. The designed antenna achieved a dual 

resonant frequency, with one band ranging from 600 to 800 MHz and the other from 

1.8 to 2.09 GHz. Experimental results demonstrated the antenna’s capability to 

successfully capture and differentiate between brain atrophy and lateral ventricle 

enlargement, both of which are pathological effects commonly associated with 

neurodegenerative diseases. 

 

Figure 2.21 Full-textile PIFA: Top view of the original patch (left), bottom view of the 
ground (middle), and top view of the modified patch (right) [163]. 

 

       Ivsic et al. investigate Planar Inverted-F Antennas (PIFAs) made of woven 

conductive textiles and of patterns embroidered with conductive threads for body-

centric communication systems [163]. The antenna features a rectangular copper patch, 

copper ground and a fleece substrate as shown in Fig. 2.7. Dimension of modified 

antenna is 70.0 mm by 32.0 mm. The study focuses on the influence of conductive 

thread density and the effect of lockstitch on the antenna's resonant frequency. They 

also propose a metallic button as a transition between textile antennas and classical 

circuits, ultimately leading to the design of a wearable textile antenna. The measured 

return loss for the proposed full-textile antenna on the phantom demonstrates that the 

operation band ranges from 2.1 GHz to 2.6 GHz, with the antenna resonating at 2.25 

GHz.  

        Scarpello et al. present a washable wearable inset-fed microstrip patch antenna 

[168]. Developed on a CO/PES nonconductive textile substrate, the study compares the 

performance of two different conductive materials: Flectron, a copper-plated nylon 

fabric, and Electrodag, a conductive ink printed via a screen-printing technique. The 
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antenna's performance, including reflection coefficient and radiation efficiency, was 

assessed before and after applying a protective thermoplastic polyurethane (TPU) 

coating and after undergoing one, three, and six washing cycles. Results indicate that 

using conductive ink as the conductive layer provides a more stable resonance 

frequency, better matching, and more consistent radiation efficiency as the number of 

washing cycles increases compared to electro textile-based antennas. The proposed 

antenna has dimensions of 48.5 mm by 42.5 mm, designed for applications within the 

2.3 GHz to 2.5 GHz operational band and resonating at 2.4 GHz. This study 

demonstrates the feasibility of designing wearable and washable antennas with 

conductive ink on a textile substrate for various applications, maintaining stable 

performance despite moderate moisture regain and multiple washing cycles. 

        Wearable textile antennas offer several advantages in terms of flexibility, comfort, 

and cost-effectiveness. These antennas are designed using flexible textiles, allowing 

seamless integration into clothing while conforming to the wearer's body shape, 

resulting in a more comfortable and unobtrusive user experience. In addition, they are 

lightweight, compact, and robust, making them ideal for wearers who require minimal 

interference with their daily activities, while also being cost-effective due to their use 

of conductive fabric materials. Despite their low gain and efficiency, these antennas are 

advantageous because they can function effectively in close proximity to the human 

body. 

        Nonetheless, incorporating textile antennas into wearable applications poses 

significant challenges. Firstly, printing RF circuits directly onto textiles presents 

difficulties due to the roughness of fabrics, making it costly to print multiple layers of 

conductive ink, and limiting the use of screen-printable interface layers to relatively 

homogeneous fabrics. Secondly, the miniaturisation of mm-scale sensors requires 

extensive power reduction techniques and faces challenges in energy storage and data 

communication due to the limited energy storage density of charge accumulation 

components and reduced system size. Thirdly, the integration of off-the-shelf 

components onto soft, flexible, and breathable fabric substrates presents challenges in 

reliably attaching components directly to the textile, with flexible filament circuits 

being a practical solution. Fourthly, the unpredictable outcomes of field and power 

distributions over a wide variety of body and tissue types call for comprehensive multi-

physics models of tissues, organs, and bodies that match anatomic and molecular details 
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to address RF issues such as power attention, interference, noises, and body artifacts. 

Finally, while efforts to tackle integration, manufacturing, and sustainability challenges 

continue, the long-term reliability of RF and microwave components in wearable 

applications remains uncertain, with dynamic mechanical and environmental stresses 

imposing a time-dependent decay on component reliability. 

Different types of antennas have their advantages and disadvantages, and their 

performance can be compared based on specific requirements. In this case, we need a 

compact antenna measuring around 30mm by 30mm and operating between 0.5GHz-

1.5GHz for microwave imaging applications. We reviewed literature on various 

antenna types and created a table to showcase their potential for this application. 

Table 2.1 Comparative analysis of potential antennas for microwave imaging system 

Antenna 

Type 

Ref 

No. 

Dimension  

in mm 
Frequency in GHz Background Pros Cons 

Vivaldi 

[91] 36.9 × 39.4 3.1 – 10.6 Free space 

1. Wideband 

2. Directional 

radiation 

3. Low sidelobe levels 

4. Adaptability for 

array 

5. Good gain 

performance 

1. Relatively 

large size 

2. Complex 

structure 

3. End-fire 

radiation 

[96] 65.0 × 40.0  0.6 - 3.0 

Sunflower oil, 

distilled water,  

guar gum, 

dishwashing 

detergent 

[94] 62.0 × 50.8 1.3 – 20.0 Free space 

[95] 100.0 × 75.0 0.5 - 4.0 Water 

Probe fed 

Microstrip 

[109] 43.5 × 30.0 2.42 Free space 

1. Small size and low 

profile 

2. High radiation 

efficiency 

3. Well-suited for 

narrowband 

applications 

4. Simple and easy 

fabrication 

5. Good mechanical 

stability 

1. Limited 

bandwidth 

(narrowband 

operation) 

2. Operates 

beyond desired 

frequency 

range 

3. Pronounced 

cross-

polarisation   

4. Not ideal for 

broader 

frequency band 

operation 

[105] 33.0 × 32.0 2.4; 3.0 Free space 

[106] 29.0 × 28.0 1.3; 1.9; 2.8 Safflower oil 

[107] 25.0 × 25.0 2.65 - 2.91 

Direct coupling 

between 

antenna and 

tissue 

[108] 

29.0 × 28.0 2.5 
Glycerine with 

water 
51.0 × 40.0 1.3 

Aperture-

coupled fed 

Microstrip 

[120] 100.0 × 100.0 

Linear polarised 

2.4 – 2.6 
Free space 

1. Low spurious 

radiation 

2. Directive radiation 

1. Relatively 

large size 

2. Design 

complexity 
Circular polarised 

2.25 – 2.65 
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[114] 100.0 × 100.0 1.8 - 2.5 Free space 
3. Increased substrate 

space for antenna 

elements and feed 

lines 

4. Theoretically zero 

cross-polarisation 

3. Hard 

fabrication 

process 

[121] 30.0 × 25.0 3.8 – 10.5 Free space 

Printed 

Monopole 

[130] 72.0 × 63.0 1.4 – 10.0 Free space 
1. Light weight and 

compact 

2. Low cost and easy 

fabrication 

3. Wideband 

4. Easy integration 

with another circuitry 

1. Limited gain 

and efficiency 

2. Omni-

directional 

3. Spurious 

radiation 

[123] 18.0 × 12.0 2.92 – 18.30 Free space 

[131] 30.0 × 24.0 0.5 – 2.5 
Glycerine with 

water 

Coplanar 

waveguide 

[135] 40.0 × 40.0 

2.14 – 2.85 

3.29 – 4.08 

5.02 – 6.09 

Free space 1. Compact size 

2. Wideband 

performance 

3. Versatility in 

various applications 

4. Frequency 

manipulation 

5. Low radiation loss 

1. Increased 

dispersion 

2. Sensitivity 

to 

manufacturing 

3. Typical 

operation 

frequency 

beyond 2 GHz 

[136] 41.0 × 23.0 2.5 – 20.0 Free space 

[137] 70.0 × 70.0 2.5 – 5.2  Free space 

[145] 30.0 × 26.0 3.4 – 9.9 Free space 

Printed 

Yagi 

[146] 140.0 × 60.0 2.6 – 4.3 Free space 

1. High gain 

2. Directional pattern 

3. Light weight 

4. Scalability for 

various frequencies 

1. Large 

dimension 

2. lower gain 

for compact 

design 

3. End-fire 

radiation 

[152] 120.0 × 100.0 0.69 – 1.12 Free space 

[150] 104.0 × 72.5 
0.90 - 0.93 

2.40 - 2.48 
Free space 

[151] 42.0 × 42.0 2.0 – 3.3 
Free space/ 

Direct coupling  

Dielectric 

Resonator 

[153] 
60.0 × 60.0 

× 4.25 
5.2 – 6.0 Free space 

1. Enhancement 

technology for antenna 

2. Simple structure 

3. 3D design 

 

1. Hard to 

fabricate in lab 

[154] 
80.0 × 80.0 

× 30.0 
3.0 – 3.3 Free space 

[155] 
175.0 × 175.0 

× 84.5 
0.89 – 0.93 Free space 

[156] 
30.0 × 25.0 

× 5.0 
4.0 – 10.0 Free space 

Wearable 

textile 

[158] 80.0 × 40.0 1.2 - 4.1 Direct coupling 

1. Flexibility  

2. Capable of direct 

coupling in wearable 

application 

 

1. Unstable 

performance 

2. 

Miniaturisation 

challenges 

3. Long-term 

reliability 

[159] 78.9 × 43.3 
0.6 – 0.8 

1.8 – 2.1 
Direct coupling 

[163] 70.0 × 32.0 2.1 – 2.6 Direct coupling 

[168] 48.5 × 42.5 2.3 – 2.5 Direct coupling 
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2.2 Antenna Design Techniques and Optimisation Methodology 

2.2.1 Equivalent Circuit Models of Monopole Antennas 

Since the earliest work in the 1950s, there have been a variety of analytical 

methods on the research of microstrip antennas (MSA). The analytical methods for 

MSA used in general can be divided into two categories: the rigorous full-wave 

technology and the approximation method [85], [126], [169]–[171]. The full-wave 

solution is an effective and accurate technology for solving the complex modular form 

of MSA. However, the computation of this method is complex and will acquire more 

time. Additionally, it does not consider the inner relationship between frequency 

response and physical structure. On the other hand, the equivalent circuit method is one 

of the approximation methods, and it is relatively simple and fast. Adopting this 

technique, the MSA can be modelled to the equivalent capacitances and inductances in 

series or parallel connections. The frequency characteristics can be predicted according 

to the concept of the LC resonant circuit. In a lossy antenna system where the 

inductance, capacitance, radiation resistance and loss resistance are distributed along 

the antenna structure, an equivalent circuit effectively captures the characteristics of the 

system. Designing a precise equivalent circuit for the antennas and figuring out the 

value of each distributed element are difficult tasks because there are just a few 

measurable factors (scattering matrix and antenna efficiency). We approximated the 

antenna loss in the original antenna array using a lumped resistor at each antenna port 

(connected in series or parallel). 

As shown in Figure 2.6, the patch element can be seen as a parallel connection of 

a capacitor and an inductor, and the array of aperture elements is represented by a series 

LC circuit, where the conducting element provides the inductance and the inter-element 

spacing represents the capacitance. From this simple analysis, it is easy to show that the 

resonant frequency is given by f = 1
2𝜋𝜋√𝐿𝐿𝐿𝐿

. The fractional bandwidth is defined as the 

difference between the lower and upper frequencies at -10 dB, which is proportional to 

BW   ∝ �L
C
.                                                                               
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Thus, increasing the length of the conducting element can reduce the resonant 

frequency and improve the bandwidth. A lower resonant frequency can also be achieved 

by increasing the capacitance; however, this results in narrower bandwidth.  

 

   Patch element MSA            Aperture element MSA 

Figure 2.22 Equivalent circuit models of typical MSAs 

2.2.2 Impedance Matching Method 

The signal generator presents a generator impedance, which is Zg =  Rg + jXg, 

where Zg is the antenna impedance, Rg is the antenna resistance and Xg is the antenna 

reactance. The power delivered to the antenna for radiation Pr is:  

Pr =
1
2

|Ig|2Rr =  
Vg2

2
[

Rr

�Rr + RL + Rg�
2

+ �XA + Xg�
2] 

, where Ig is the current developed in the loop, Rr is the resistance of radiation, Vg is 

the peak generator voltage, RL is the loss resistance of the antenna and XA is the antenna 

reactance. The maximum power delivered to the antenna when the conjugate 

impedance of the generator matches the conjugate antenna impedance, i.e., Rr + RL =

Rg and Xg = −XA. For our imaging system, the conjugate impedance of the generator 

is 50 + 0j. Therefore, the antenna efficiency is maximised when the real part of antenna 

impedance is 50 Ohms and imaginary part of antenna impedance is 0. 
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                                                                     (a) 

 

                                                          (b)  

 

                                                                (c) 

Figure 2.23 Equivalent circuit model of typical patch antennas: (a) Circuit illustration; 
(b) parameters in the circuit; (c) 𝑆𝑆11 of the circuit. 

        The resistance, which is the real part of input impedance on the Smith chart, 

comprises loss resistance RL and radiation resistance Rr. The power consumed by loss 

resistance is converted to heat, representing a waste of transmitter power. These heat-

producing loss resistances comprise feedline loss resistance RLf, patch loss resistance 

RLp, ground strip loss resistance RLgs, ground plane loss resistance RLgp and is given 

as 

RL = RLf + RLp + RLgs + RLgp. 

The power consumed by radiation resistance is converted to radio waves, the 

desired function of the antenna. The radiation resistance Rr  is a joint effort of all 

radiating components. Similar to loss resistance, radiation resistance can be expressed 

as: 

Rr = Rrf + Rrp + Rrgs + Rrgp = R − RL. 
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One of the main methods we applied to assess and thus optimise the antenna full-

wave electromagnetic simulation software. We used Keysight Advanced Design 

System (ADS) to calculate the impedance and the equivalent circuit. For example, the 

equivalent circuit of a typical monopole antenna is illustrated with the ADS in Fig. 2.7 

(a). The generator impedance was initialised as 50 + 0j. With the tool, the impedance 

of equivalent circuit at 1Ghz was calculated as 42.2 + 6.5j and the impedance at 

resonant frequency was calculated as 44.8 – 0.95, as shown in Fig. 2.7 (b). The 

magnitude and phase of 𝑠𝑠11  in the frequency band between 0.5 GHz and 1.5 GHz are 

plotted in Fig. 2.7 (c).  

Previous research has investigated formulas for calculating the input impedance 

(𝑍𝑍𝑖𝑖𝑖𝑖) of microstrip patch antennas, providing a numerical method to determine the 

impedance based on the antenna’s dimensions [99], [100], [127], [172]. The input 

impedance of the microstrip patch antenna is given by: 

Zin =
Z0

2π�εeff
 tan−1(

h
εeffW

) 

,where the effective dielectric constant is εeff = εr+1
2

+ εr−1

2�1 + 12  h
W

, effective length is 

Leff = c
2 fresonant �εeff

, width of the patch is W = c
2 fresonant �εeff+1

 and the actual length 

of the patch is L = Leff − 2∆L. The ∆L, which occurs at the edges of the patch due to 

the electric field, is typically calculated using the formula: ∆L ≈ (0.3h)(εr+0.3)

(εr−0.258)(Wh+0.263)
. 

Given the dimensions of the antenna and the resonant frequency, we calculated the 

impedance at the resonant frequency. By applying these formulas, we determined the 

characteristics of the microstrip patch antenna at the desired resonant frequency. This 

allowed us to design and optimise the antenna for specific applications and performance 

requirements, ensuring efficient and effective operation within the desired frequency 

range. 

An important aspect of antenna design is achieving impedance matching, which is 

the process of adjusting the antenna's input impedance to match the characteristic 

impedance of the transmission line (typically 50 ohms). By realising conjugate 
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matching, the total antenna efficiency is maximised, thereby improving antenna 

performance at a specific frequency. Conjugate matching minimises the reflection of 

power back to the source, thereby maximising the power transfer between the 

transmission line and the antenna.  

 

2.2.3 Numerical Analysis of Scattering Parameter  

        We introduced the two-port network model and scattering parameter formulas as 

a guidance to design our antenna[85]. For a two-port network, the relation 𝑏𝑏1 =

𝑠𝑠11𝑎𝑎1 + 𝑠𝑠12𝑎𝑎2 can be derived as: s11 + s12 = V1−Z1∗ I1
z1I1+V1

. The sum of 𝑠𝑠11 and 𝑠𝑠12 realises 

a maximum value of 1 when 𝑧𝑧1 is infinitesimal or 𝑉𝑉1 is infinitely high.  

        The derived equation revealed the relation among input impedance, generator 

voltage and scattering parameters; thus, we modified the parameters of the equation to 

control the performance of the antenna. Since our purpose was to achieve a high 𝑠𝑠12 

value, at least higher than -90 dB while keeping 𝑠𝑠11  below -10 dB in our desired 

frequency range, we increased the overall magnitude of both the 𝑠𝑠11 and 𝑠𝑠12 scattering 

parameters. Then we increased 𝑠𝑠12 and decreased 𝑠𝑠11 to achieve higher transmission 

efficiency. 

 

Figure 2.24 Numerator vector (V1 − Z1∗I1)  illustration. 
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        We could increase the sum of s11 + s12. We first maximised the sum of s11 and 

s12 to upgrade the magnitude scale of the sum to a higher level. First, increasing the 

value of V1 to much greater than z1I1 could maximise the sum. The safety of human 

tissue restricted us from increasing V1  because high voltage is practically unsafe. 

According to IEEE, the SAR exposure limit has been set at 1.6 W/kg for any 1 g of 

tissue. In addition, the output level of VNA is fixed at 5 V, so V1 cannot be modified. 

Therefore, increasing V1 was not practically feasible. Second, we could modify the sum 

by changing the antenna impedance. The higher imaginary part of the conjugate antenna 

impedance was to be better to increase the numerator (V1 − Z1∗I1). With reference to 

Fig 2.24, the higher value of (V1 − Z1∗I1)  was obtained while the real part retained at 

50 ohms and the imaginary part was increased. 

        On the other hand, we could increase s12  and reduce s11 . As discussed in the 

conjugate matching method, the  s11  reaches its minimum when the generator 

impedance matches the antenna impedance, i.e., the real part equals to 50 ohms and the 

imaginary part equals 0. However, we noticed that the sum of s11 and s12 decreases 

with the increase in the imaginary part of Z1∗I1; thus, reducing the imaginary part to 0 

leads to the minimum value of the numerator (V1 − Z1∗I1) . As a result, the overall 

magnitude scale drops dramatically. Therefore, the imaginary part could not be set as 

completely 0. Instead, we needed to make a trade-off between matching the imaginary 

part of impedance and obtaining a higher magnitude scale of  s11 + s12. 

2.2.4 Power Transfer Efficiency Analysis 

         Power transfer (PT) analysis is studied to acquiring higher magnitude for s12/s21. 

As we know,  s21 is defined as voltage gain, i.e., s21 = Vreceiver
Vtransmitter

, while the power 

transfer efficiency (PTE) is defined as the power gain:  

η = Preceiver
Ptransmitter

=
Vreceiver

2

Zreceiver
Vtransmitter

2

Ztransmitter

. 

As we used the same antenna for transmitter port and receiver port,  η was proportional 

to ( Vreceiver
Vtransmitter

)2 , thus η  was proportional to s212 . Therefore, we could modify the 

power transfer efficiency to optimise the magnitude of s21.  
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Figure 2.25 Generalised equivalent circuit of a two-port network. 

        With reference to Fig. 2.10, we referred to a reciprocal two-port network (i.e., 

z12 = z21 ), represented by its impedance matrix, with elements zij =  zij + j xij, with  

i, j = 1, 2  given as V1 =  z11I1 + z12I2 , V2 =  z12I1 + z22I2  realising a power transfer 

module. The active input power Pin was delivered from the generator to the two-port 

network and received at zL. We denoted the PL as the active power on the antenna. The 

power transfer efficiency was denoted by η =  PL/ Pin . This is the definition of 

efficiency commonly used in power systems. PT technology has been widely developed 

due to its advantages in many emerging applications. Many researchers have published 

their derived equation of maximum PTE [173]–[177]. Sampath et al. proposed that the 

maximum PTE η can be derived as follows: 

 η = 1 −
2

1 + �1 + ( x122 + r122
r11r22 − r122

)

 

        It can be concluded that the real part of transmitter r11 and real part of receiver r22 

should be as small as possible for getting a high η. As a result, conjugate matching 

between generator impendence and antenna impedance can be difficult to achieve with 

minimal r11 and r22. Therefore, we decreased the value of r11 and r22 on a small scale. 

2.2.5 Regular-shaped Formula Estimation Formulas 

Previous research conducted by Ray in [122] proved that the lower band edge 

frequency (fL) could be calculated for a regular-shaped patch printed monopole antenna. 

In Ray’s study, a standard formula in the following could be utilised for lower band-

edge frequency estimation (1): 
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fL =  c
λ

= 7.2
{(L+r+p)×k}

GHz                

r = S
2π

   

where p denotes the length of feedline in cm, L is the vertical length of patch, k is an 

empirical factor, decided by the permittivity of substrate and coupling liquid in which 

the antenna is immersed, and r is the effective radius of the patch, which is related to 

the area of printed patch S and can be calculated through the above formula. 

 

                 (a)                                      (b)                                         (c) 

 

                                                               (d) 

Figure 2.26 Geometry of regular shaped monopole antennas: (a) A printed square 
monopole antenna (PSMA), (b) a printed hexagonal monopole antenna (PHMA), (c) a 
printed circular monopole antenna (PCMA), (d) reflection coefficients for three kinds 
of monopole antenna. 

The square, hexagonal and circular patches are three representative shapes among 

various kinds of regular-shaped patches. In this paper, we presented these shapes to 

validate Ray’s standard formula so that we could apply this method to our design. We 

compared fL in simulation with fL in calculation for these three regular shaped printed 

monopole antennas. Fig.2.26 (a) (b) and (c) show the geometry and image in the 
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simulation for the printed square monopole antenna (PSMA), the printed hexagonal 

monopole antenna (PHMA) and the printed circular monopole antenna (PCMA), 

respectively. A regular shaped patch made of perfect electrical conductor (PEC) with a 

thickness of 0.035 mm and a feedline made of PEC with width of 4 mm, and a thickness 

of 0.035mm were printed on a 50.0 mm × 30.0 mm × 2.0 mm FR4 substrate with a 

relative permittivity of 4.3 and tan δ of 0.025. A 50 Ω coaxial transmission line was 

used to feed the antenna. The antenna was placed in free space and the empirical factor 

was 1.0498. 

For PSMA with a side length of a, L =√2𝑎𝑎 = 30 mm, r = a/(2√2𝜋𝜋), the estimated 

lower band-edge frequency is 1.309GHz. The simulation result in CST shows that the 

lower band-edge frequency is 1.302GHz, which is consistent with the estimation result. 

For PCMA with radius of R, L = 2R = 30 mm, r = R/4 and the calculated lower band-

edge frequency is 1.276 GHz. Its simulation result shows that the lower band-edge 

frequency is 1.280 GHz. For PHMA with a side length H, L =√3H = 30 mm, r = 

3H/(4𝜋𝜋) and its estimated lower band-edge frequency is 1.267 GHz. The simulation 

result in Fig. 2.26 (d) shows that the lower band-edge frequency equals 1.267 GHz. 

Through comparison between the calculation and simulation results, the error rate of 

the estimation equation was controlled within 1%.  

The performance of the antenna could be adjusted by changing the dimensions of 

different elements in the antenna according to this formula. This formula was taken as 

an important criterion for antenna optimisation. 

2.2.6 Simulation Software Validation 

The Computer Simulation Technology (CST) Microwave Studio Suite is a widely 

used full wave electromagnetic simulation program in the field of antenna design and 

simulation. CST utilises the finite integration technique (FIT), which is the integral 

form of the Maxwell equations, as its primary technique. To solve the equations, the 

structure must be divided into small frequency or time domain cells. CST offers two 

fundamental solver modules, the time domain solver and the frequency domain solver. 

The time domain solver is generally used for non-resonant structures, while the 

frequency domain solver is suitable for highly resonant structures. Additionally, a 

tetrahedral mesh can be used with the frequency domain solver; the frequency domain 

solver can better discretise 3D surfaces in comparison to the time domain solver, which 
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cannot use a tetrahedral mesh. Moreover, frequency domain solvers can be employed 

for off-normal occurrences, while time domain solvers are appropriate only for normal 

incidence. Thus, in this project, a frequency domain solver was used for both the single 

antenna and the 8-antenna array. 

The number of cells required for simulation depends on the complexity of the 

structure and the simulation. For example, for an antenna in a homogeneous glycerine-

water mixture background, 200k tetrahedral cells are meshed with the frequency 

domain solver, while 3000k hexahedral cells are meshed with the time domain solver. 

For the 8-antenna array in a cylindrical glycerine-water mixture tank, 800k tetrahedral 

cells are meshed with the frequency domain solver, while 8000k hexahedral cells are 

meshed with the time domain solver. The number of cells required for simulation 

affects the simulation’s processing time and memory requirements. 

During the simulations, the computation time of both solvers was recorded. For 

the single antenna case, it took 15 minutes to simulate with the frequency domain solver, 

while it only took 5 minutes to obtain the simulation results with the time-domain solver. 

For the 8-antenna array case, it took 8 hours to complete the simulation with the 

frequency solver, while the time domain solver took 2 hours to solve the simulation 

results. The processing speed of the simulation software is dependent on the CPU and 

GPU used. The better the CPU and GPU, the quicker the simulation will run. 

Additionally, the memory requirements for the simulation software depend on the size 

and complexity of the simulation. Generally, the more cells are required, the more 

memory is needed. 

After obtaining the simulation results, we adjusted the antenna design in 

accordance with the CST results and the comparable circuit theory. The amplitude and 

phase angle of the input impedance at the required frequency range were displayed on 

the Smith chart of the input impedance in CST. By analysing the Smith chart, we 

determined the size of resistance and reactance, which are the actual and fictitious 

components of impedance. Impedance matching occurs when the input impedance and 

generator impedance are matched at the proposed frequency. This occurs when the 

input impedance resistance is equal to the generator resistance of 50 ohms and the input 

impedance reactance is 0, indicating that the magnitude of inductive reactance and 

capacitive reactance are equal. Maximum power is provided from the power generator 
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to the antenna when the impedances are matched. Therefore, we could change the 

resistance to 50 ohms while also lowering the amplitude of reactance to 0 to optimise 

the antenna at a given frequency. Properly optimised antennas can result in improved 

performance and better signal reception. 
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Chapter 3 Printed Monopole Patch Antenna 
Design 

In previous study, the prototype antenna featured a ground plane that extended 

across the entire substrate, a characteristic typical of microstrip patch antennas. 

Through optimisation efforts, it was discovered that reducing the ground plane to cover 

only a portion of the substrate yielded several benefits. These included minimising the 

antenna’s dimensions, broadening the frequency bandwidth, and lowering the resonant 

frequency to below 1.5 GHz, a most desirable frequency range for brain stroke detection 

applications. However, this modification also altered the radiation pattern to an 

omnidirectional profile, rendering the antenna more akin to a printed monopole antenna 

than a traditional microstrip patch antenna. Due to its design and omnidirectional 

characteristics, the optimised antenna is commonly referred to as a printed monopole 

antenna, as itits has similar performance is more similar to that of a monopole antenna 

than that of a traditional microstrip patch antenna [83], [124], [127], [128]. Throughout 

this paper, we design and study the printed monopole antenna (PMA) with a partial 

ground plane, which operates in a coupling liquid comprising 90% glycerine and 10% 

water at our desirable frequency band between 0.5 GHz and 1.5 GHz. 

3.1 Edge-coupled Antenna Design 

        Among the antennas developed for microwave imaging, printed monopole is the 

mostly discussed due to ease of fabrication, low profile and excellent performance, 

especially in microwave brain imaging. In addition, motivated by Ray’s regular shaped 

monopole antenna and inspired by Bright Yeboah-Akowuah et al..’s printed antenna in 

[83], [108], [124], we designed the spear-shaped patch edge-coupled antenna(ECA) 

shown in Fig.3.1 (a). The dimension of main body was 16.00 mm × 25.00 mm × 

1.67mm, consisting of three parts: rectangulr ground plane covering the partial substrate 

behind the substrate, printed patch in front of substrate and substrate in the middle. A 

PEC spear-shaped patch with a thickness of 0.035 mm was printed on the front side of 

the FR4 substrate with a relative permittivity of 4.3 and tan δ of 0.025 with a thickness 

of 1.6mm. Its spear shape was formed by the exponential equation y=1.7×𝑒𝑒(x/1.7)+t and 
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its transformation. X ranged from -4 to 2.4 to obtain curve A and another 3 curves were 

obtained through the mirroring and transforming of curve A. A 16.00 mm × 8.90 mm 

× 0.035 mm retanguar ground was designed on the back the substrate. 

 

                            (a)                                                       (b) 

Figure 3.1 Initial prototype of proposed antenna: (a) Antenna geometry; (b) reflection 
coefficient. 

        The 𝑆𝑆11 parameter for this spear-shaped patch antenna in the frequency range from 

0.5 GHz to 2.5 GHz is plotted as shown in Fig. 3.1 (b) for assessing the performance of 

the antenna. The antenna was immersed in a mixture of 90% glycerine and 10% water. 

The lower band-edge frequency was 1.3394 GHz and the bandwidth of operation was 

1.0853 GHz. The reflection coefficient resonated at 1.85GHz, with a value of -16.5dB. 

3.2 Impact of Patch Shape on Antenna Performance 

3.2.1 Reflection Coefficient 

Ray’s formula predicts that the lower band-edge frequency of a printend monopole 

antenna is negatively correlated to patch size; the area of a spear-shaped patch is 

comparatively smaller than other patch shapes. To decrease the dimension of the patch, 

we optimised the spear shape. The optimised antenna dimensions are shown in Fig. 3.2 

(a). 

To validate Ray’s formula, we plotted the reflection coefficient of the optimised 

spear-shaped patch shown in Fig. 3.2 (b). The lower band-edge frequency decreased to 
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1.22 GHz, which agreed with Ray’s monopole antenna formula. The operation 

frequency bandwidth was greatly widened. 

 

                                 (a)                                                          (b) 

Figure 3.2 Prototype of proposed antenna with optimised patch shape: (a) Antenna 
geometry with optimised patch shape; (b) reflection coefficient in the frequency range 
between 0.5 GHz and 4.0 GHz. 

The reflection coefficients of some regular-shaped patch antennas between 0.5 

GHz and 4.0 GHz are depicted in Fig. 3.3. Compared with the circular, square and 

rectangular-shaped antenna, the spear-shaped antenna shows deeper resonance and 

lower starting frequency, indicating a better impedance match and improved antenna 

efficiency.  

 

 

Figure 3.3 Reflection Coefficients of Regular-shaped Patch Antennas. 

 

3.2.2 Radiation Resistance and Radiation Efficiency 

In our study, we chose a spear-shaped patch for the microstrip antenna design, as 

opposed to utilising antennas with more conventional patch shapes. The rationale 
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behind this spear-shaped patch is the improved radiation efficiency it offers, which is 

evidenced by its increased radiation resistance Rr . In this section, we compare the 

radiation resistance and radiation efficiency between spear-shaped patch and other-

shaped patches by plotting surface the current distribution of antennas with different 

patch shapes. 

As detailed in Section 2.2.2, radiation resistance Rr  can be expressed as Rr =

Rrf + Rrp + Rrgs + Rrgp = R − RL. Consider that the radiated power Pr is given by the 

following equation: 

Pr =
1
2

|Ig|2Rr =  
Vg2

2
[

Rr

�Rr + RL + Rg�
2

+ �XA + Xg�
2] 

To find the value of Rr that maximises Pr, we first calculate the critical point by 

taking the partial derivative of Pr with respect to Rr:  

dPr
dRr

=
Vg2

2[�Rr + RL + Rg�
2

+ �XA + Xg�
2

]
−

Vg2(Rr + RL + Rg)

[�Rr + RL + Rg�
2

+ �XA + Xg�
2

]2
 

Next, we can set the partial derivative equal to 0 and solve for Rr to obtain the critical 

point; we get:  

0 =
Vg2

2[�Rr + RL + Rg�
2

+ �XA + Xg�
2

]
−

Vg2(Rr + RL + Rg)

[�Rr + RL + Rg�
2

+ �XA + Xg�
2

]2
 

In the ideal case, where the impedance is perfectly matched, both the generator 

resistance (Rg ) and the load resistance (RL ) should be equal to the characteristic 

impedance of the system. For a 50-ohm input impedance, Rg and RL should ideally be 

50 ohms each, and XA and Xg should be close to 0 ohms. Under this assumption, we get 

the following: 

0 = (Rr + 100)2 − 2Rr(Rr + 100) 

We find that the critical point occurs at Rr = 100ohms. To verify that this critical 

point corresponds to a maximum, we can consider the second derivative of the equation 

with respect to Rr. The second derivative is  d
2Pr

dRr
2 = −4. Since the second derivative is 

negative, it indicates that the critical point Rr = 100 is the maximum point. 
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Compared to the load resistance RL  and generator resistance Rg , the radiation 

resistance Rr is relatively small. Consequently, a higher Rr is generally more desirable 

to achieve better radiation resistance.  

 

Figure 3.4 Average surface current of square-shaped patch, triangular-shaped patch, 
circular-shaped patch, rectangular-shaped patch and spear-shaped patch (from left to 
right). 

        While it is challenging to provide a specific analytical method for determining the 

radiation resistance of specific shaped patch antennas, examining the average surface 

current distribution can offer some insight into the radiation resistance. Figure X shows 

the surface current distribution of various patch shapes at 1.0 GHz. Among the figures, 

the spear-shaped patch exhibits a distinct current distribution that may contribute to its 

higher radiation resistance. 

        A spear-shaped patch with higher radiation ressistance is capable of radiating a 

higher amount of power than other regular-shaped patches. Moreover, radiation 

efficiency, η =𝑃𝑃𝑟𝑟/𝑃𝑃𝑖𝑖𝑖𝑖, is also enhanced when utilising a spear-shaped patch. 

        The benefits of increased radiation efficiency and higher power radiated, as 

observed in the spear-shaped patch design, have significant implications for various 

aspects of antenna performance and system operation. One such advantage is the 

improved signal strength, which enables the antenna to generate stronger 

electromagnetic signals, facilitating reliable transmission in environments where signal 

propagation is hindered by obstacles or interference (i.e. brain tissues). Furthermore, 

the increased radiation efficiency implies that the antenna is more effective at 

converting input power into radiated power, leading to better overall system 

performance. This improvement is particularly beneficial in applications where weak 

signals need to be detected or resolved. Additionally, the enhanced radiation efficiency 
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and higher power radiated contribute to a more robust and reliable transmission, 

reducing signal loss or degradation. Lastly, the improved radiation characteristics of the 

spear-shaped patch offer greater flexibility in addressing diverse communication 

requirements and accommodating different operating conditions. This can simplify 

antenna design and enable the more effective utilisation of available resources, thereby 

contributing to the overall performance of the system. 

The adoption of a spear-shaped patch in the microstrip antenna design led to 

improved impedance match, increased radiation resistance, higher power radiated and 

improved radiation efficiency. These benefits resulted in improved signal strength, 

enhanced system sensitivity and increased transmission reliability, ultimately 

contributing to better overall antenna performance and optimised signal propagation. 

Therefore, the spear-shaped patch was preferred for our microwave imaging system. 

3.3 Performance of Printed Monopole vs Microstrip Antenna 

3.3.1 Complex Impedance Analysis  

 
                                (a)                                                                (b) 

Figure 3.5 Complex impedance of (a) microstrip antenna with ground plane covering 
the substrate and (b) printed monopole antenna with shortened ground plane. 

To demonstrate the performance of proposed printed monopole, we compared its 

impedance with conventional microstrip patch antennas between 0.5 GHz and 1.5 GHz, 

as illustrated in Fig. 3.5 (a) (b). We calculated the impedance of both antennas using 

CST Microwave Studio. 
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For optimal performance, the real part of the impedance should be approximately 

50 ohms, and the imaginary part should be close to 0 ohms. As demonstrated in Figure 

3.5, the microstrip antenna with full ground plane exhibits a real part impedance closer 

to 50 ohms at 1.3 GHz. However, the imaginary part of the impedance at 1.3 GHz was 

around 40 ohms, which indicated an impedance mismatch at this frequency. For the 

Printed Monopole Antenna with Shortened Ground Plane (6.31mm), the real part of the 

impedance was nearest to 60 ohms at 1.3 GHz, with the corresponding imaginary part 

being approximately 7 ohms. 

Considering the challenges associated with detecting signals above 1.5 GHz, as 

outlined in Section 1.3, the impedance of the printed monopole antenna with shortened 

ground plane at 1.3 GHz has been demonstrated to provide a better impedance match 

below the 1.5 ghz threshold. although the real part of the impedance was 60 ohms and 

the imaginary part was -7 ohms, the printed monopole antenna still offered a more 

advantageous impedance match compared to the microstrip antenna below 1.5 GHz, 

thus ensuring the optimal performance of the antenna within the desired frequency 

range. 

3.3.2 E-field (0.5m) at 1.3GHz 

A study of the E-field at 0.5 m from both the microstrip antenna with full ground 

plane and the printed monopole antenna with shortened ground plane (6.31mm) was 

performed at a frequency of 1.3 GHz. The results demonstrated distinct differences in 

the E-field distributions and peak values of the two antennas. 

The printed monopole antenna exhibited a peak E-field value of 1.17 dB (V/m). 

The E-field distribution was isotropic in nature, surrounding the antenna uniformly. The 

main beam is oriented along the y' axis as shown in Fig. 3.6 (b), which was 

perpendicular to the patch. In contrast, the Microstrip Patch Antenna had a lower peak 

E-field value of -4.11 dB(V/m). The E-field distribution in this case was concentrated 

around the ground plane of the antenna, with the main beam directed along the z' axis 

as shown in Fig. 3.6 (a), pointing towards the rear of the antenna. 
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                                 (a)                                                                (b) 

Figure 3.6 E-field (0.5 m) at 1.3 GHz: (a) microstrip antenna with full ground plane and 
(b) printed monopole antenna with shortened ground plane. 

The higher E-field value associated with the printed monopole antenna suggested 

greater efficiency in transmitting and receiving electromagnetic signals, which might 

contribute to enhanced overall system performance within the desired frequency range. 

Moreover, the increased peak E-field value implied that the printed monopole antenna 

could generate stronger signals, an attribute that could be advantageous in applications 

requiring communication over extended distances or in environments characterised by 

significant signal attenuation (i.e. microwave imaging for brain stroke detection). 

Additionally, the larger E-field value of the printed monopole antenna might indicate 

its heightened sensitivity to incoming signals, a feature that can be beneficial in 

applications where detecting weak signals is of vital importance. 

3.3.3 Length of Ground Plane 

The influence of the ground plane length on the operational bandwidth was 

investigated by varying the length parameter ‘d’, as depicted in Fig. 3.7 (a). The 

reflection coefficient plot in Fig. 3.7 (b) suggests that reducing the ground plane length 

effectively decreased the lower band-edge frequency of the proposed antenna. Given 

that the imaging system operates within the 0.5 GHz to 1.5 GHz range, a final ground 

plane length of 'd=4.9 mm' was selected, as it resulted in a lower band-edge frequency 

of 0.8 GHz and thus provided a broader bandwidth. 
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                            (a)                                                       (b) 

Figure 3.7 Substrate optimisation (a) Geometry of rectangular ground in the back of 
proposed antenna; (b) reflection coefficient with different ‘d’ values. 

 

3.3.4 Reflection Coefficient of Printed Monopole vs. Microstrip Antenna 

 

Figure 3.8 Reflection coefficient comparison of microstrip antenna with full ground 
plane and printed monopole antenna with shortened ground plane 

Fig.3.8 shows the reflection coefficient of the printed monopole vs a microstrip 

antenna with the same dimension. The lower band-edge frequency of the printed 

monopole antenna is 0.75 GHz, with a resonant frequency of 1.3 GHz and a resonance 

level of -18 dB. Its operating bandwidth ranges from 0.75 GHz to 2.5 GHz. Conversely, 
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the microstrip patch antenna has a lower band-edge frequency of 1.3 GHz, a resonant 

frequency of 1.8 GHz, and a significantly deeper resonance level of -55 dB. The 

operating bandwidth of the microstrip patch antenna begins at 1.3 GHz and extends 

beyond 2.5 GHz. 

Within the desired frequency range of 0.5 GHz to 1.5 GHz, the printed monopole 

antenna offers a wider bandwidth. Although the resonance of the microstrip patch 

antenna at 1.8 GHz is much deeper, the printed monopole antenna's resonance of -18 

dB at 1.3 GHz is more appropriate for the targeted frequency range. Furthermore, the 

lower band-edge frequency of the printed monopole antenna begins at 0.75 GHz, which 

indicates its potential for improved image reconstruction capabilities in the desired 

frequency range. As a result, the 𝑆𝑆11 of printed monopole antenna was deemed more 

advantageous for our microwave imaging brain stroke detection, considering the 

optimal frequency range and resonant frequency. 

 

3.4 Exploring the Dimensions of ECA  

3.4.1 Overall Dimension Analysis 

 

                                  (a)                                                    (b) 

Figure 3.9 Overall dimension analysis: (a) Reflection coefficient versus frequency for 
‘a=1.0, 1.1, 1.2, 1.3, 1.4, 1.5’; (b) geometric structure of spear-shaped patch monopole. 

We modified the overall dimensions of the antenna to optimise its working 

frequency. Considering that the lower band-edge frequency and resonant frequency 

were far beyond 1.5GHz, we multiplied the overall dimensions of the antenna by ‘a’; 

thus, to decrease the operation frequency, the dimensions of antenna were (21.475 × a) 

mm × (14.04 × a) mm× (1.7 × a) mm. The corresponding reflection coefficient for a = 

1.0, 1.1, 1.2, 1.3, 1.4, 1.5 cases versus frequency are plotted in Fig. 3.9(a). Among the 
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five cases, the dimension of antenna with mutiplier a = 1.3 showed wider bandwidth 

starting from around 0.8 GHz, lower resonanct frequency at 1.7 GHz and comparatively 

compact dimension, suggesting its promising charateristics at low frequency.  

Therefore, we multiplied the original antenna dimensions by 1.3, after which the 

dimensions of antenna are modified to be 28.175 mm × 18.252 mm × 2.171 mm. Figure 

3.7(b) shows the front, rear and side views of the modified antenna (from left to right). 

The substrate material was FR4 with a dielectric constant of 4.3, a loss tangent of 0.025 

and a thickness of 2.171mm. The spear shape of patch was formed by exponential 

equation 𝑦𝑦 = 1.3 ×1.7 × 𝑒𝑒(1.3×x)/1.7+t , where the variable ‘x’ ranged from -6.18241 to 

2.943564. The width and length of feedline were 1.82mm and 14.52mm, respectively. 

The length of the shortened rectangular ground on the back of the substrate was 7.31mm.  

 

3.4.2 Dimension of Fabricated Antenna  

 

We also fabricated this printed monopole antenna as illustrated in Fig. 3.10(a)(b), 

which had slightly different dimensions due to machining errors in the fabricating 

process. Specifically, the dimensions of fabricated antenna were 28.42 mm × 18.25 mm 

× 2.2855 mm. The width and length of feedline were 1.82 mm and 14.52 mm, 

respectively. Another difference was the connector between the antenna and coaxial 

cable, resulting in different resistance. 

 To keep the experiments consistent with the simulation, we remodelled the 

dimensions of the antenna in the simulation. The dimensions of remodelled antenna are 

shown in Fig. 3.10(c). The length, width and thickness of the antenna were 28.42 mm, 

18.25 mm and 4.855 mm, respectively. The substrate material was FR4 with a dielectric 

constant of 4.3, a loss tangent of 0.025 and a thickness of 4.4 mm. The spear patch and 

rectangular ground were printed on the front and back of the substrate, respectively.  

Reflection coefficients for the fabricated antenna in 8 experiments with 8 different 

feed cables were measured with the preliminary antenna, as shown in Fig. 3.10 (d). In 

the same figure, the simulation results of the mirror-copied antenna and the preliminary 

antenna are both plotted. The measured return loss of the fabricated antennas was 

consistent with the simulation results of the mirror-copied antenna, but differed 

significantly from the simulation results of the preliminary antenna in the frequency 
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range between 1.4 and 3.0 GHz. Notably, the performance of all antennas was similar 

in the frequency range between 0.5 GHz and 1.4 GHz. It is worth noting that these 

frequencies are critical for microwave imaging systems due to their importance in 

achieving an optimal trade-off between reconstruction accuracy and penetration depth. 

Overall, the fabricated antenna met the requirements for the intended microwave 

imaging application. 

Using Ray’s equation, we estimated that the lower band-edge frequency of the 

modified antenna in 90% glycerine was 0.75 GHz. The simulation and experimental 

results as shown in Fig.3.10 (d) show that its lower band-edge frequency was around 

0.75 GHz; this is identical to the estimation result. The proposed antenna had resonant 

frequency of around 1.3 GHz, with a magnitude of -19 dB. Its working frequency 

ranged from 0.75 GHz to 2.6 GHz, which covered a suitable frequency range for brain 

stroke detection. 

                 
                        (a)                                      (b)                                    (c) 

 
(d) 

Figure 3.10 Illustration of fabricated antenna: (a) Front view; b) back view; (c) 
dimensions of fabricated antenna; (d) reflection coefficients curves for fabricated 
antenna in 8 experiments with 8 different feed cables, mirror-copied antenna and the 
preliminary antenna. 
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3.5 Simulation Performance of Fabricated ECA 

3.5.1 Characteristics of ECA 

 

(a) 

 

(b)                                       (c)                                        (d) 

 
  (e)                                      (f)                                         (g) 

Figure 3.11 Characteristics of re-modelled antenna: (a) Smith chart of input impedance; 
(b) three dimension E-field (0.25 m)  at 1GHz; (c) average surface E-field distribution 
at 1GHz; (d) VSWR; (e)-(h) E-field (0.25 m) at 1.0, 1.3 and 1.5 GHz. 

        We assessed the performance of the re-modelled antenna in 90% glycerine-water 

coupling liquid by plotting the impedance smith chart, 3D near-field (0.25 m) E-field 
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pattern, surface current, Voltage Standing Wave Ratio (VSWR), and near-field (0.25 

m) E-field pattern in Fig. 3.11. From smith chart, we obtained the input impedance of 

the remodelled antenna at 1.0 GHz, 1.3 GHz and 1.5 GHz. Fig. 3.11 (a) shows the 

characteristic input impedance values were 44.97, 46.43 and 49.775, respectively, at 

these frequencies. In addition, it shows that the real part of input impedance at each 

frequency are 38, 39 and 42, respectively. Furthermore, we can see from the result that 

the imaginary part of input impedance at each frequency was 13.5, 3.5 and 6.5, 

respectively. Fig. 3.11(b) shows the 3D perspective view of the E-field, which was 

almost isotropic. Fig.3.11 (e), (f) and (h) show the E-plane and H-plane of E-field 

pattern (0.25 m) at 1.0 GHz, 1.3 GHz and 1.5 GHz, respectively. The near-field 

radiation direction is almost isotropic at 1.0 GHz, while at 1.3 GHz and 1.5 GHz, it was 

almost parallel to the substrate plane of the antenna, which is normal to our desired 

radiation direction. Considering that antennas typically operate in a conformal array 

surrounding the brain, these undesired radiation directions could lead to significant 

mutual coupling between adjacent antennas. To eliminate the effect of mutual coupling, 

a safe distance between antennas had to be considered. Fig. 3.11 (c) shows that the 

surface current was mostly distributed near the fringes of the patch and feedline, 

suggesting that a significant portion of signals were generated from the feedline, leading 

to spurious radiation. From Fig.3.11 (d), the VSWR shows the input impedance was 

best matched with the transmission line at 1.4 GHz. 
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3.5.2 Transmission Coefficient Level between Antennas 

In practice, the noise level, which is -100 dB, has to be considered as any 

microwave with transmission level lower than this floor will not be detected in 

experiments[9], [178], [179]. Thus, we conducted a transmission level study between 

two antennas.  

We modelled two mirror-copied antennas in the CST simulation. The two antennas 

were arranged in a facing configuration, with their radiating surfaces directly opposite 

each other, at a distance of 130 mm, as shown in Fig. 3.12 (a). The transmission level 

is plotted in Fig.3.12 (b). The transmission coefficients between 0.5 GHz and 1.7 GHz 

were above the noise floor. Signals could be detected in our desired frequency range, 

which is 0.5 GHz – 1.5 GHz; this suggested the proposed antenna was experimentally 

efficient. 

     

(a) 

        

      (b) 

Figure 3.12 Antenna configuration and transmission analysis: (a) Illustration of two 
antennas arranged in a face-to-face configuration; (b) transmission coefficient 𝑆𝑆21 vs 
frequency. 
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Chapter 4 Aperture-Coupled Fed Antenna 
Design 
        Aperture-coupled antennas (ACA) offer several advantages over printed 

monopole antennas. One of the main advantages is improved radiation efficiency. The 

aperture-coupled feeding method is more efficient than the edge-fed monopole design, 

leading to higher radiation efficiency and better antenna performance. Additionally, 

ACAs provide better isolation between the feed line and the radiating patch, which 

reduces the impact of spurious radiation. This, in turn, results in improved antenna 

performance and reduced interference. Another advantage of ACAs is wider bandwidth. 

ACAs offer wider bandwidths than printed monopole antennas, making them more 

versatile and suitable for a wider range of applications. Moreover ACAs provide lower 

cross-polarisation  compared to printed monopole antennas due to the symmetry of the 

configuration, which makes them well-suited for high-precision applications [79], 

[115], [117]–[119], [180]–[185]. In this chapter, we will compare ACAs with printed 

monopole antenna discussed in the previous chapter to explore the advantages and 

disadvantages of each type. 

However, there are also some disadvantages to using ACAs. One of the main 

challenges is that the design of ACAs is more complex compared to that of a printed 

monopole antennas [99], [101], [183], [186]. The spacing between the patch and the 

feed line must be optimised to ensure efficient coupling and minimise spurious 

radiation, which can be a time-consuming and complex process [79], [80], [181]. 

Additionally, ACAs may still suffer from reduced bandwidth in certain designs, despite 

offering wider bandwidths than microstrip antenna or printed monopole antennas [183], 

[184]. Another challenge of ACAs is the more difficult fabrication process compared 

to printed monopole antennas [183]. The fabrication of ACAs requires precise 

alignment of the feed line with the patch element to ensure optimal performance, which 

can be difficult to achieve in practice [115]. Finally, in some cases, printed monopole 

antennas may provide a slightly higher gain compared to ACAs [116], [118]. However, 

the advantages of ACAs in terms of radiation efficiency, spurious radiation, wider 

bandwidth, and lower cross-polarisation make them a popular choice for high-

performance applications. 
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Overall, the choice between ACAs and printed monopole antennas depends on the 

specific requirements of the application. For high-performance applications, where 

precise beam steering and reduced unwanted radiation are required, ACAs offer 

superior performance. However, for applications where simplicity and cost-

effectiveness are the primary considerations, printed monopole antennas may be more 

suitable. 

4.1 Initial Prototype of ACA 

          Our objective of changing the feeding method was to model an antenna with a 

wide operation bandwidth, deep resonance and directional radiation pattern based on 

equivalent circuit theory and the nature of the aperture-coupled feeding method. 

Starting from the dimension of ECA, we proposed the initial dimensions of ACA, with 

the caveat that ACA is thicker as there are double substrate layers for the aperture 

coupled feeding method. It is worth noting that, to achieve load impedance matched 

with input impedance, the total thickness of the substrate required further investigation, 

so we initialised the thickness of the front substrate layer as 2 mm and the back substrate 

layer as 3 mm as the first trial.  

          Based on the equivalent circuit analysis, radiation pattern and surface current 

analysis, we designed and modelled in CST Microwave Studio the ACA with the same 

spear-shaped of the forementioned edge coupled monopole antenna. To optimise the 

ACA, we analysed the ACA’s input impedance and we and modified it to matches with 

the generator impedance by changing each parameter value of the ACA, i.e., size of 

slot, length of feedline, thickness of substrate, substrate material, etc.   
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Figure 4.1 Layers of an aperture coupled antenna. 

4.2 Equivalent Circuit and Input Impedance of ACA 

Microstrip patch antennas and printed monopole antennas have simpler structures, 

making their performance easier to predict with analytical or numerical methods. 

Empirical design guidelines and computational electromagnetic simulation tools can be 

employed for optimisation, which reduces the necessity of equivalent circuit analysis 

in these cases. Nevertheless, equivalent circuit analysis can still offer valuable insights 

for better optimisation when needed. 

In the case of aperture-coupled antennas, the equivalent circuit is particularly 

important because it helps designers identify optimisation directions amidst the 

complex interactions of various influencing factors. Without analysing the equivalent 

circuit, determining the necessary steps for optimisation becomes a challenging task. 

Thus, equivalent circuit analysis plays a more critical role in the design and 

optimisation process for aperture-coupled antennas. 

A variety of antenna parameters, including shape, dimension, and material 

property, affect antenna characteristics, such as impedance, resonant frequency, 

transmission level, and radiation pattern. The opposite is also true: any optimisation on 

a single antenna parameter may affect multiple characteristics of the antenna. Thus, it 

is almost impossible to design an ACA with a trial-and-error method. Equivalent circuit 
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theory illustrates that an antenna could be viewed as a circuit consisting of a series of 

resistors, inductors and capacitors depending on how current is distributed in the 

antenna and what role each component plays. Given that the impedance of each 

component can be adjusted by changing its dimensions, materials, shapes, etc., we can 

control the characteristics of the antenna. 

         Electrical current generated from the port source passes through three electric 

circuit branches. We analyse the power flow in the equivalent circuit to optimise the 

antenna.  

 

Figure 4.2 First branch of the equivalent circuit. 

In the first circuit branch as shown in Fig. 4.2, the AC from the signal generator 

travels to the feedline. It is then coupled into the patch through the back substrate, the 

rectangular slot in the ground plane and the front substrate. In the equivalent circuit, the 

signal generator is assumed as alternating current (AC) power source with 50 Ω 

resistance and 0 reactance. On the patch and feedline, a part of power is dissipated as 

heat, another part is radiated as microwaves into outer space. In this circuit, the feedline 

and patch act as resistors. At the same time, the feedline and patch are viewed as the 

upper and lower conductive plates of both capacitor and inductor. Between the feedline 

and the patch, the back and front substrates are treated as the medium of both the 

capacitor and the inductor. Therefore, the antenna impedance of the first circuit is 

expressed as 

Zcircuit1=Rf∠00 + Rp∠00 + 𝑋𝑋𝐿𝐿∠900 + 𝑋𝑋𝐿𝐿∠−900 

or  Zcircuit1=Rf + Rp + 𝑗𝑗(2𝜋𝜋𝑓𝑓𝜋𝜋 − 1
2𝜋𝜋𝜋𝜋𝐿𝐿

) 

, where Rf is the resistance of the feedline, Rp is the resistance of the spear patch, L is 

the inductance of the parallel plates comprised of feedline, back substrate, front 

substrate and patch, C is the capacitance of the parallel plates, ∠00 is the phase angle 
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for both resistors, ∠900 is the phase angle of inductance and ∠−900 is the phase angle 

of capacitance. 

 

Figure 4.3 Second branch of equivalent circuit. 

Similar to the first circuit branch, the AC generated from the signal generator 

distributes on the feedline. The equivalent circuit is plotted in Fig. 4.3. Travelling 

through the back substrate, the current is coupled to the ground plane. Then, the AC 

passes through the front substrate, and it is coupled to the patch. The feedline, ground 

plane and patch are treated as resistors. The feedline, back substrate and ground plane 

are viewed as a pair of capacitor and inductor. Ground plane, front substrate and patch 

comprising another capacitor and inductor set. The impedance of the second circuit is 

expressed as: 

Zcircuit2=Rf∠00 + Rgp∠00 + Rp∠00 + 𝑋𝑋𝐿𝐿1∠900 + 𝑋𝑋𝐿𝐿1∠−900+𝑋𝑋𝐿𝐿2∠900 +

𝑋𝑋𝐿𝐿2∠−900 

, where 𝜋𝜋1 and 𝐶𝐶1 are the equivalent components of the first parallel plates, 𝜋𝜋2 and 𝐶𝐶2 

are the equivalent components of the second parallel plates and Rgp is the resistance of 

ground plane. Considering that inductors are in series and capacitors are in series, we 

can express the Zcircuit2 as: 

Zcircuit2=Rf + Rgp + Rp +j[2πf(L1+L2)- 1
2πf

(C1+C2
C1C2

)] 

 

Figure 4.4 Third branch of equivalent circuit. 

In the third circuit branch, the AC passes through the feedline, back substrate plane 

and ground plane. It then reaches the ground end of the coaxial cable through a ground 
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strip as shown in Fig. 4.4 In this circuit branch, the feedline, ground plane and patch 

strip are treated as resistors. The feedline, back substrate, and ground plane together 

form an inductor and capacitor connected in series. We can express the impedance of 

the antenna in the third circuit as: 

Zcircuit3=Rf∠00 + Rgs∠00 + Rgp∠00 + 𝑋𝑋𝐿𝐿1∠900 + 𝑋𝑋𝐿𝐿1∠−900 

or  Zcircuit3=Rf + Rgs + Rgp +  𝑗𝑗(2𝜋𝜋𝑓𝑓𝜋𝜋1 −
1

2𝜋𝜋𝜋𝜋𝐿𝐿1
) 

, where the Rgs and Rgp refer to resistance of the ground strip and ground plane.  

It is worth noting that besides the spear-shaped patch, signals also radiate out from 

the feedline, ground plane and ground strip. We refer these radiations as spurious 

radiations. However, most of the signals generated from the feedline and ground plane 

are shielded by the ground plane and patch, respectively. As a result, spurious radiation 

in ACA is largely reduced. 

 

Figure 4.5 Equivalent Circuit of ACA. 

        Taking these three branches of the equivalent circuit into consideration, the overall 

circuit of the antenna is presented in Fig. 4.5 The total impedance of the ACA is 

expressed as: 

Ztotal = Rf + Rp + Rgs + Rgp + 𝑗𝑗[(𝑋𝑋𝐿𝐿

+ 𝑋𝑋𝐿𝐿1 + 𝑋𝑋𝐿𝐿2)//𝑋𝑋𝐿𝐿1 − (𝑋𝑋𝐿𝐿+𝑋𝑋𝐿𝐿1 + 𝑋𝑋𝐿𝐿2)//𝑋𝑋𝐿𝐿1)] 

or Ztotal = Rf + Rp+Rgs + Rgp +  𝑗𝑗[ 2𝜋𝜋𝜋𝜋
1

(𝐿𝐿+ 𝐿𝐿1+𝐿𝐿2)+
1
𝐿𝐿1

− 1
2𝜋𝜋𝜋𝜋( 1

1
𝐶𝐶+

1
𝐶𝐶1

+ 1
𝐶𝐶2

+𝐿𝐿1)
] 

The inductance and capacitance can be approximated using the formulas for a pair of 

paralleled plates. Generally, they are given by: 
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𝜋𝜋 =
𝜇𝜇0𝜇𝜇𝑟𝑟𝑑𝑑𝑑𝑑
𝑤𝑤

 

𝐶𝐶 =
𝜀𝜀0𝜀𝜀𝑟𝑟𝑤𝑤𝑑𝑑
𝑑𝑑

 

, where 𝜇𝜇0  is permeability of the free space and equals 4𝜋𝜋 × 10−7 𝐻𝐻𝐻𝐻𝑖𝑖𝑟𝑟𝐻𝐻
𝑚𝑚

, 𝜇𝜇0  is the 

relative permeability of the substrate, 𝜀𝜀0 is the permittivity of free space and equals 

8.854 × 10−12 𝐹𝐹𝐹𝐹𝑟𝑟𝐹𝐹𝐹𝐹
𝑚𝑚

, 𝜀𝜀𝑟𝑟  is the relative permittivity of medium, d is the distance 

between spear and feedline, l is the length of the substrate and w is the width of the 

substrate. We note that the conductive plates in our study were irregularly shaped, e.g., 

a spear-shaped patch and strip-shaped feedline, so these formulas for 𝜋𝜋 and 𝐶𝐶 are only 

used as approximations, not for accurate calculations. Between biplanar plates, the 𝜋𝜋 

and 𝐶𝐶 have the following relation regardless of the shape of the plates:  

𝜋𝜋 × 𝐶𝐶 = 𝜀𝜀0𝜀𝜀𝑟𝑟𝜇𝜇0𝜇𝜇𝑟𝑟𝑑𝑑2 

This relation reveals that its capacitance is negatively related to its inductance between 

biplanar plates, given that 𝜀𝜀𝑟𝑟 𝜇𝜇𝑟𝑟 𝑑𝑑 are fixed.  

4.3 ACA Optimisation 

4.3.1 Same Material for Both Substrates 

First, we studied the effect of applying different dielectric materials as substrate 

material for an ACA. Performance of ACA was studied using different substrate 

materials with distinct relative permittivity. We studied representative materials 

including RT3010, RT3206, FR4, RT5880 and RT5880LZ, with relative permittivity 

of 11.2, 6.6, 4.3, 2.2 and 2.0, respectively. Since there are two layers of substrate for 

ACA, i.e., front and back substrate, we discussed applying both the same material 

scenario in this section and different material scenarios in section 4.3.2. 

The return loss of the antenna with different substrates is shown in Fig. 4.6(b). 

Lower band-edge frequency and resonant frequency decrease with an increase in the 

substrate’s relative permittivity. A wider bandwidth was observed with the use of lower 
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relative permittivity material. In terms of the return loss performance alone, the 

performance of RT3010 was the most desired.  

Furthermore, with regards to practical experiments, a noise level of -100 dB had 

to be considered, as microwaves with a transmission level lower than this noise floor 

cannot be detected. Therefore, we studied the transmission levels between antennas. 

Two antennas with the same materials and dimensions are arranged confronting each 

other at 120 mm, as shown in Fig. 4.6(a).  We plot the 𝑆𝑆21 transmission coefficients of 

antenna with different substrate permittivity in Fig. 4.6(b). We could see that the 

transmission coefficient level of lower relative permittivity material was higher. 

Considering that the noise floor of our microwave imaging system was -100dB, 

antennas with higher coefficients were deemed more experimentally feasible. 

RT5880LZ with widest frequency range from 0.5 GHz to 1.2 GHz among these 

materials was comparatively suitable for our imaging system. 

 

                                                          (a) 

 

                                      (b)                                                            (c) 
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                                                                   (d) 
Figure 4.6 Substate material comparison: (a) Layout of antenna under test; (b) return 
loss; (c) 𝑆𝑆21; (d) Smith chart. 

The Smith chart in Fig.4.6 (d) shows the input impedance of the above-mentioned 

cases between 0.5GHz and 2.5GHz. The previous section discussed the noise level of 

the imaging system is -100 dB. Fig. 4.6(c) suggests transmission level of antenna using 

each substrate material is mostly higher than the noise floor except RT3010 at 1 GHz. 

In addition, a microwave imaging system can detect target in most case at 1 GHz. 

Subsequently, we mainly discussed the Smith chart at 1 GHz. Switching from low 

relative permittivity to high relative permittivity, the imaginary part increased from 15.4, 

15.7, 19.2, 22.8 to 28.6. The resistance ranged from 21.5, 21.2, 19.5, 18.6 and 20, 

among which the RT5880LZ substrate was highest. We also noticed that the 

characteristic input impedance of the antenna with RT5880LZ substrate was 25.388364, 

which was the highest among all the materials. As discussed in our methodology, to 

optimise antenna performance, higher resistance and lower reactance are preferred. 

Therefore, RT5880LZ with the highest resistance, reactance and characteristic input 

impedance was preferred as the substrate material. 

This can be explained by equivalent circuit theory. In capacitors, the relative 

permittivity 𝜀𝜀𝑟𝑟 is positively related to capacitance in the parallel plate, thus negatively 

related to 𝑋𝑋𝐿𝐿. We could see from the Smith chart that the positivity of the imaginary 

part was “+”, suggesting the magnitude of inductance impedance dominated in the 

reactance impedance. The inductance was not changed with the increase of 𝜀𝜀𝑟𝑟 , the 

magnitude of capacitive reactance dropped with the increase of 𝜀𝜀𝑟𝑟 . As a result, the 

magnitude of reactance increased as 𝜀𝜀𝑟𝑟 gets bigger. Thus, the minimal magnitude of the 

reactance was achieved when 𝜀𝜀𝑟𝑟 was the smallest. 
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4.3.2 Different Materials for Front and Back Substrate 

        We studied the effect of using different substrate materials for the front and back 

substrates in one antenna by analysing Case 1 – 5 as detailed in Table 4.1. We note that 

Case 1 utilised RT5880LZ for both substrates and served as a control group; it is 

presented here for comparison with the other cases. 

 

                                   (a)                                                            (b) 

Figure 4.7 Performance of antenna with different front and rear substrate materials: (a) 
𝑆𝑆11 vs frequency; (b) 𝑆𝑆21  vs frequency. 

         The return loss vs frequency of these five cases is plotted in fig. 4.7 (a). The lower 

band-edge frequencies of Case 1 – 5 are 1.4 GHz, 1.25 GHz, 1.35 GHz, 1.4 GHz, 1.4 

GHz, respectively. The higher band-edge frequencies of each case are above 1.9 GHz. 

        Transmission coefficients 𝑆𝑆21 for each case are plotted in Fig. 4.7(b) to compare 

experimentally operational frequency band, where the transmission level remains above 

the noise level of -100 dB. We approximated the capacitance of each case as shown in 

Table 4.1. 

         Since 𝑑𝑑1 = 2 mm, 𝑑𝑑2 = 3 mm and P is a fixed value, we can treat capacitance C 

as the function of 𝜀𝜀1 and 𝜀𝜀2: 

𝐶𝐶(𝜀𝜀1, 𝜀𝜀2) = 𝑃𝑃 𝜀𝜀1𝜀𝜀2
3𝜀𝜀1+2𝜀𝜀2

                                    

The partial derivatives of the above function are: 

𝜕𝜕𝐿𝐿(𝜀𝜀1,𝜀𝜀2)
𝜕𝜕𝜀𝜀1

=  P 2𝜀𝜀22

(3𝜀𝜀1+2𝜀𝜀2)2
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𝜕𝜕𝐿𝐿(𝜀𝜀1,𝜀𝜀2)
𝜕𝜕𝜀𝜀2

=  P 3𝜀𝜀12

(3𝜀𝜀1+2𝜀𝜀2)2
            

        As we know P>0, 𝜀𝜀1>0 and 𝜀𝜀2>0, partial derivatives are positive, so lowest 

capacitance is achieved when 𝜀𝜀1,  𝜀𝜀2 were the smallest.  

        Among these five cases, we observed an increase in experimentally operational 

frequency bandwidth with an increase in capacitance: Case 1 with the smallest 

capacitance of 0.4P had the widest experimentally operational frequency range from 

0.5 GHz to 1.2 GHz. The experimentally operational frequency range of Case 2 with 

the highest capacitance of 0.7887P was the narrowest, from 0.5 GHz to 0.85 GHz. This 

suggests the capacitance of Case 1, which used the same materials for both substrates, 

is more experimentally suitable in the desired frequency range between 0.5 GHz and 

1.5 GHz. 

Table 4.1 Parameters of substrates with different materials. 

 Case 1 Case 2 Case 3 Case 4 Case 5 

Front 

substrate 

RT5880LZ  

2.0 

RT5880LZ 

2.0 

RT5880LZ  

2.0 

RT5880LZ  

2.0 

RT3010 

11.2 

Back 

substrate 

RT5880LZ  

2.0 

RT3010 

11.2 

RT3206   

6.6 

FR4           

4.3 

RT5880LZ  

2.0 

Capacitance  0.4000P 0.7887P 0.6875P 0.589P 0.5957P 

 

4.3.3 Total Thickness of Substrate 

        We also discussed the optimisation of substrate thickness. Considering the total 

thickness applied in section 4.3.2 was 5 mm, and the conclusion that a thicker substrate 

results in smaller total capacitance of substrates, we studied the effects of applying the 

RT5880LZ substrate with total thickness of 8 mm, 10 mm and 12 mm. Their total 

equivalent capacitance was 0.2500P, 0.2000P and 0.1667P, respectively.  

        Their return loss is plotted in Fig. 4.8(a). The starting frequency and resonant 

frequency decreased with the increase of the total thickness of the substrate, resulting 

in a wider bandwidth. The transmission coefficients for each case are plotted in Fig. 
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4.8(b). The transmission coefficient of the antenna showed a trend of climbing with an 

increase in thickness.  

       Considering that the lower band-edge frequency and resonant frequency of the 12 

mm thickness were the smallest among the three thickness; and that the experimentally 

operational frequency range of both the 10 mm and 12 mm thickness were 0.5 GHz – 

1.85 GHz, the final total thickness of two substrate was finalised as 12 mm. It is worth 

noting there are still optimisation potentials through enlarging the thickness of the 

substrate, but we stopped increasing its thickness because the antenna was already quite 

thick and continuing to thicken the substrate could result in only slight improvement to 

the antenna, as the total capacitance could only be reduced by a small mount. For 

example, the capacitance would only be reduced by 0.0238P when switching its 

thickness from 12 mm to 14 mm.  

 

                              (a)                                                          (b) 

Figure 4.8 Performance of antenna with 8, 10, 12 mm total thickness: (a) 𝑆𝑆11 vs 
frequency; (b) 𝑆𝑆21 vs frequency. 

4.3.4 Thickness of Front and Back Substrate 

        In order to further optimise antenna performance, we studied the allocation of the 

front and back substrate thickness. Table II lists three cases with varying allocations of 

front and back substrate thickness, all having a total substrate thickness of 12 mm. Fig. 

4.9(a) suggests that the return loss for Case 3 had the lowest starting frequency and 

resonant frequency. Fig. 4.9(b) shows small 𝑆𝑆21 differences between the three cases, 

but we observed that the 𝑆𝑆21 of Case 3 is slightly higher than the other two cases, 

especially at 1.0 GHz and 1.5 GHz, which were our preferred frequencies for image 

reconstruction. Consequently, Case 3 was selected, where the thickness of front 

substrate and back substrate were set as 1 mm and 11 mm, respectively. 
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                                 (a)                                                        (b) 

Figure 4.9 Performance of antenna with different front and rear substrate thickness: (a) 
𝑆𝑆11vs Frequency; (b) 𝑆𝑆11 vs Frequency. 

Table 4.2 Parameters of substrate with different thickness 

 Front substrate 

thickness 

Back substrate 

thickness 

Front substrate 

Capacitance 

Back substrate 

Capacitance 

Case 1 6mm 6mm 0.33P 0.33P 

Case 2 4mm 8mm 0.5P 0.25P 

Case 3 1mm 11mm 2P 0.18P 

 

Ultimately, compared with ECA, the length of the substrate was increased by 6 

mm and its thickness was increased to 12 mm, while the width of substrate remained 

the same. The substrate’s material was changed from FR-4 to Rogers RT5880LZ, with 

a relative permittivity of 2.0 and tan𝛿𝛿 of 0.0021. The rectangular ground part on the 

back of the substrate was also eliminated. A 34.42 mm × 18.25 mm × 0.035 mm 

rectangular metal (PEC) ground plane with a 10 mm × 2 mm × 0.035 mm rectangular 

slot was inserted in the middle of the front and back substrates. The microstrip line was 

positioned on the back of ACA substrate. The geometry of the spear-shaped patch 

remained unchanged. The final dimensions of ACA were 34.42 mm × 18.25mm × 12.00 

mm. 



106 
 

4.4 Comparison of Characteristics between ECA and AVA 

4.4.1 Reflection Coefficient and VSWR  

To assess the impact of the proposed aperture-coupled feeding approach, we 

compared the performance of the ACA with that of the ECA in simulations with CST 

Microwave Studio. The CST-calculated reflection coefficients for these two antennas 

placed in a tank with a mixture of 90% glycerine and 10% water are plotted in Fig. 

4.10(b).  

The proposed aperture-coupling design resulted in wider frequency bandwidth and 

deeper resonance. Importantly, the larger bandwidth provided more flexibility in the 

use of multiple frequencies, which has been shown to increase the robustness of 

iterative microwave tomographic algorithms [5], [71]. This enhancement from 0.5 GHz 

is particularly important for MWT applications, where antennas must operate 

efficiently below 1.5 GHz.  

To evaluate their impedance matching status, we also calculated their voltage 

standing wave ratio (VSWR). The impedance bandwidth (VSWR < 2) of the ECA starts 

at 0.75 GHz and ends at 2.5 GHz. In comparison, the VSWRs of proposed ACA were 

maintained below 2.0 throughout our desired frequency range, with most of them lower 

than 1.5. This improved performance of VSWR and return loss confirms that the ACA 

is better matched than the ECA across the frequency range of interest.  

4.4.2 Near-field Electric Field Characteristics 

        We also compared electric field (E-field) distributions for both antennas in the 

near-field, at an indicative distance of 25 cm. The E-field of ECA at 1.0, 1.3 and 1.5 

GHz are shown in Fig. 4.10 (e) – (g), respectively. The E-field intensity of the ECA 

was highest in the direction perpendicular to the patch, with a maximum value of 1.68 

V/m at 1.0 GHz. The E-field of ACA at 1.0, 1.3 and 1.5 GHz are shown in Fig. 4.10 (h) 

– (j). The peak E-field intensity for the ACA were observed in the direction normal to 

the patch, with a maximum value of 1.47 V/m at 1.0 GHz. Compared with the ECA, 

the ACA's E-field exhibited a more directional pattern, better aligning with our desired 

propagation direction towards the human head.  
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            (a)             (b)                               (c)                                            (d)  

 
                          (e)                                         (f)                                               (g) 

 
 

                         (h)                                         (i)                                                 (j) 

  
 (k)                                       (l) 
Figure 4.10 Characteristics of ECA and ACA: (a)(b) ECA and ACA structure; (c) 
reflection coefficients of ACA and ECA; (d) VSWRs of ACA and ECA; (e)-(g) E-field 
(0.25 m) of ECA at 1.0, 1.3 and 1.5 GHz; (h)-(j) E-field (0.25 m) of ACA at 1.0, 1.3 
and 1.5 GHz; (k)(l) 3D E-field (0.25 m) of ECA and ACA at 1GHz. 

3D E-field distributions of ECA and ACA are shown in Fig. 4.10(k)(l), 

respectively. We observed that the ACA’s E-field was primarily distributed in front of 

the radiating patch, while ECA’s E-field spread to the sides, resulting in less efficient 

coverage of our imaging region of interest. The observed near-field characteristics of 

the ACA suggest that it has the potential to not only reduce mutual coupling between 
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adjacent antennas but also minimise the influence of undesired backscattering caused 

by other factors, such as the antenna or surrounding environment. 

4.4.3 Far-field Characteristics 

We also compared far-field characteristics for both antennas, such as directivity 

and realised gain. The results for three different frequencies are shown in Fig. 4.11.  

 
                         (a)                                            (b)                                              (c) 

 
                       (d)                                        (e)                                          (f) 

 
                                         (g)                                                  (h) 
Figure 4.11 Far-field (1 m) radiation pattern: (a)–(c) radiation pattern of ECA at 1.0, 
1.3 and 1.5 GHz; (d)–(f) radiation pattern of ACA at 1.0, 1.3 and 1.5 GHz; (g)(h) 3D 
E-field of ECA and ACA at 1 GHz. 

The far-field directivity patterns for the ECA at 1.0, 1.3 and 1.5 GHz are plotted 

in Fig. 4.11(a)(b)(c), respectively. Its directivity was highest in the directions 

perpendicular to the patch of the antenna, with a maximum value of 2.0 dBi at 1.0 GHz. 

Then, we plotted the directivity at the same frequencies for ACA as shown in Figure 

4.11 (d)(e)(f). Its directivity was highest in the direction normal to the patch of the 



109 
 
antenna, with a peak value of 3.12 dBi at 1.0 GHz. Compared with the ECA, the ACA’s 

directivity was much higher in the direction normal to the patch plane of the antenna, 

which was our desired propagation direction. Moreover, the ACA’s directivity was 

lower in other directions relative to the ECA. The ECA’s gain reached its maximum 

value of -22.6 dB at 1.0 GHz in the direction perpendicular to the patch, while the 

highest value of -23.1 dB was in the direction normal to the patch for the ACA. 

We also studied the 3D far-field radiation patterns of ECA and the ACA in 

Fig.4.11(g)(h). Radiation patterns for both antennas were measured at 50 cm in the 

glycerine–water mixture coupling liquid. As a monopole antenna, the ECA showed a 

typical isotropic radiation pattern. In contrast, the ACA showed directive radiation 

pattern suggesting fewer signals directly travels to adjacent antennas without going 

through the brain phantom. Thus, more received signals in the ACA array carry useful 

information to differentiate the brain area’s dielectric property difference between the 

with-target in the brain and no-target in the brain.  
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Chapter 5 Study of Antenna Arrays  

5.1 Immersing Coupling Liquid 

The use of coupling liquids is a promising technique for reducing the reflection of 

microwave signals when radiating into the human head. The electrical properties of the 

coupling liquid play a critical role in the performance of the technique. Free space has 

much lower conductivity and permittivity compared to head tissues, which results in 

significant signal loss and reflection. 

In prior studies conducted by our research group, we developed various coupling 

liquids and experimentally measured their electrical properties [187]–[189]. This 

experimental approach allowed us to investigate the effectiveness of different liquids 

in reducing the reflection of microwave signals when radiating into the human head. 

Such studies are essential in guiding the selection of an appropriate coupling liquid for 

various applications, including medical imaging and wireless communication systems. 

The choice of a suitable coupling liquid can significantly impact the quality of the signal 

or image received, which underscores the importance of characterising the electrical 

properties of the liquid and selecting the appropriate material for a specific application. 

 

Figure 5.1 Electric dispersion comparison of coupling liquids. 

In this study, we plotted the electric dispersion of three different matching liquids: 

Corn syrup, 80% glycerine-20% water mixture and 90% glycerine-10% water mixture, 

which were experimentally measured by Syed et al. in our research group to compare 
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their electrical properties in enhancing received signals. The selection of the appropriate 

matching liquid was based on a comparison of the real and imaginary parts of 

permittivity (ε' and ε'') among the tested materials. Among the tested liquids, the real 

part of 90% glycerine was found to be similar to FR4, which has a permittivity of 4.3, 

making it a promising candidate for use as a matching liquid. Although the eps'' of 90% 

glycerine were not always the lowest among the three materials, the similarity of its 

real part to FR4 was deemed a critical factor in its selection. Therefore, 90% glycerine 

was applied as a coupling liquid throughout this study. 

5.2 Design and Analysis of Microwave Imaging Scanners  

Various kinds of head scanners for brain stroke systems have been introduced and 

presented and they share some common characteristics. Antennas for the array were 

designed as small as possible to enable more antenna elements while keeping the head 

scanner compact. They were designed to work in the frequency range of 0.5GHz and 

1.5GHz, which maintains a good balance between penetration depth and imaging 

resolution [1], [30], [190]. They were placed in close proximity to the head, which 

minimises the form factor of the head scanner and increased the received signal strength 

by shortening the distance between the transmitter and receiver. A lossy coupling liquid 

with permittivity comparable to the average brain was utilised to reduce the mutual 

coupling of adjacent antennas and to decrease the signal loss at the inter-surface 

between scalp and environment. 

5.2.1 Simulation of the Headband Scanner  

 
                  (a)                           (b)                                (c)                                  (d) 

Figure 5.2 Two proposed MWT scanners: (a) headband scanner; (b) antenna array 
layout in headband; (c) helmet scanner; (d) antenna array layout in helmet. 
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We incorporated the spear-shaped antenna studied in the previous section into two 

different head scanner designs, which we studied via CST simulations. The optimal 

number of antennas for MWI imaging of the head in terms of reconstruction stability, 

resolution and accuracy was studied in [141], [142]. Twelve antennas covering only a 

circular ring were used for the headband. The distance between adjacent antennas will 

have an impact on data quality due to mutual coupling, as will the distance between the 

antennas and the head due to signal attenuation. To balance the trade-off between 

minimising mutual coupling and other unwanted signals and maximising energy 

penetration into the head, a lossy coupling/immersion liquid was required. In this 

preliminary study, we used the same 90% glycerine mixture with 10% water, which 

was used by our initial imaging prototype, as shown in Fig. 5.2, and that was also used 

as ab immersion liquid for our antennas in the previous section. 

Fig. 5.2 (a) and (b) show the perspective view and top view of the proposed 

headband scanner. The headband comprised 12 antennas arranged uniformly inside a 

lossless, Teflon-based elliptical headband filled with the mixture of 90% glycerine and 

10% water. The array is placed in close distance to the skull, around 10.0 mm on 

average, facing the centre of the head. The height of the headband was 65.0 mm, and 

the major and minor axes of its elliptical cross-section were 260 mm and 220 mm, 

respectively. 

5.2.2 Simulation of Helmet Scanner  

Our proposed brain stroke MWI helmet comprises three main parts. The first part 

is the antenna array, which is made up of three rings of 24 evenly distributed antennas. 

Of these three rings, the bottom ring is composed of 12 antennas, the middle ring 

consists of 8 antennas and the top ring is made up of 4 antennas. The second part is the 

head phantom, which consists of two parts: the average brain and the skull. The last 

part of this system is the helmet, which consists of coupling liquid between antennas 

and head model, a tank holding the coupling liquid and an absorber as the outermost 

layer, which could minimise noise level and keep the system operating stably and 

reliably. 

The geometry of the proposed helmet scanner is shown in Fig. 5.2(c)(d). To 

compare the performance with the headband, we assumed that the helmet was made of 

a material with the same properties as the mixture of 90% glycerine and 10% water 

used as the coupling liquid. We also considered an acrylic helmet holder and an 
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ECCOSORB MCS absorber with thickness of a 1.0 mm covering the helmet. The 

antennas were positioned a short distance from the skull, similar to the headband’s 

distance (around 10mm) and facing the centre of the head. We constructed this helmet 

in CST Microwave Studio by using two separate objects – a hemisphere and a cylinder 

beneath the hemisphere, and then using the Boolean add operation to create the final 

helmet structure. The heights of the hemisphere and cylinder were 125 mm and 20 mm, 

respectively. The diameters and thicknesses of both the hemisphere and the cylinder 

were 250 mm and 4 mm, respectively. 

5.3 Modelling of Head and Blood Targets 

These scanners were designed in conjunction with the head model shown in Fig. 

5.1(a), which was provided in CST (EN 50361 Specific Anthropomorphic Mannequin 

- SAM). This two-layer head phantom comprises a skull and homogeneous average 

brain tissue, with dielectric constants of 20 and 45.8, respectively. The major and minor 

axes of the elliptical phantom’s axial slice at the height where the antennas are located 

are 153 mm and 112mm, respectively.      

 
                           (a)                                          (b)                                           (c) 
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                           (d)                                          (e)                                            (f) 
Figure 5.3 Illustration of target in helmet: (a) Target B at Location 1; (b) Target A  at 
Location 1; (c) Target A  at Location 2; (d) Target A  at Height I; (e) Target A  at Height 
II; (f) Target A  at Height III. 

To compare the detection capability of the two scanners, blood-like targets with 

different dimensions were inserted at different locations inside the head model, as 

shown in Fig.5.3 (a)-(f). The blood target has permittivity of 61.06 and conductivity of 

1.58 at 1.0 GHz. Although the actual diameter of the smallest blooding area could be 1, 

2 mm or even smaller, 30 mm and 50 mm in diameter are common, we start from this 

point, and we optimised the resolution step by step. We considered cylindrical targets 

in this study, as they will be easier to replicate in future experiments required to validate 

our designs. 

Table 5.1 Dimension, position and height of target 

Study Name Size of Target Target Position 

a. Study on Different Target Size 

(A:50mm,30mm; B:30mm,20mm) 

A Location 1 

&Height I B 

b. Study on Different Location 

(1: 30mm,20mm,0mm; 2: -20mm,30mm,20mm) 
A 

Location 1 

Location 2 

c. Study on Different Height 

(I: 30mm,20mm,0mm; II: 30mm,20mm,15mm;  

III: 30mm,20mm,30mm) 

 

A 

Height I 

Height II 

Height III 
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To assess the detection capability of scanners, blood-like cylindrical targets with 

permittivity of 61.06 and conductivity of 1.58 at 1.0 GHz were inserted to the brain 

model, as shown in Fig.5.7(a). First, two sizes of target, i.e., Target A with dimension 

of 50 mm × 30 mm and target B with dimension of 30 mm × 20 mm, were modelled at 

the same location as shown in Fig. 5.3(a)(b) to assess the sensitivity to different sizes 

of target. Second, to assess the detection ability for different positions, Target A are 

modelled at position 1 with u, v, w (30 mm, 20 mm, 0 mm) and Position 2 with u, v, w 

(-20 mm, 30mm, 0 mm). Then, we modelled the target at three heights: Height I with 

u, v, w (30mm, 20mm, 0 mm), Height II with u, v, w (30 mm, 20 mm, 15 mm) and 

Height II with u, v, w (30 mm, 20 mm, 30 mm), to assess the detection capability for 

different height. The detailed modelling information of the blood target is displayed in 

Table 5.1. We considered cylindrical targets in this study, as they will be easier to 

replicate in future experiments required to validate our designs. 

5.4 Transmission Level Comparison between Headband and 
Helmet Scanners 

To compare signal transmission levels for the two scanners in the frequency range 

of interest, transmission coefficients were calculated at 0.5 GHz, 1.0 GHz and 1.5 GHz 

for the target location shown in Fig. 5.2 (a), (d).   

 
                                      (a)                                                                   (b)     
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                                     (c)                                                                    (d)     
Figure 5.4 Transmission coefficients of helmet and headband scanners for different 
antenna transmitters and three frequencies: (a) 𝑆𝑆𝑖𝑖1 in head band; (b) 𝑆𝑆𝑖𝑖5 in headband; 
(c) 𝑆𝑆𝑖𝑖9 in headband; (d) 𝑆𝑆𝑖𝑖1 at various frequencies in helmet. 

Plots of transmission coefficients at each of the 12 receiving antennas are shown 

in Fig. 5.4, where the antennas were numbered in the clockwise direction shown in Fig. 

5.2 (b). We chose to plot results for the following transmitters: Antenna 1 behind the 

head, Antenna 5 in the front-left of the head and Antenna 9 in the front-right of the head. 

These plots corresponded to the bottom 12-element ring of the helmet, which can be 

directly compared to the 12-element headband. The plots in Fig. 5.4 indicate that all 

transmission coefficients were higher than -100 dB, which was above the measurement 

noise level for our measurement equipment.   

 
Figure 5.5 Transmission coefficient difference in dB between signals with and without 
the blood target for both scanners 

To evaluate the sensitivity of the two scanners to the blood target, we have 

calculated the transmission coefficient difference of the signals with and without the 

target. We again compared results for the headband scanner (dashed lines) and the 

bottom array of the helmet scanner (solid lines) in Fig. 5.5 for transmitting Antennas 1 
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and 5. The differences in these plots were higher for the helmet scanner, suggesting that 

the helmet was more sensitive to the target response. Most of the signal differences 

were above the noise level, which implies that the target was detectable by both 

scanners. 

 
                              (a)                                                          (b) 

 
                               (c)                                                        (d) 

 
   (e)                                                          (f) 

Figure 5.6 Magnitude difference of transmission coefficient in dB between signals with 
and without the blood target when antenna 1 transmits signal at three frequencies: (a) 
and (b) the results of Target size A and B, corresponding to the Study a in Table 5.1; 
(c) and (d) the results of Location 1 and 2, corresponding to the Study b. (b), (e)and (f) 
are the results of Height I, II and III, corresponding to the Study c. 
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To further assess the sensitivity of the helmet scanner to the target response, we 

plotted the same transmission coefficient difference as in headband in Fig. 5.5(a)-(f), 

but for the different target cases depicted in Fig. 5.7. Antenna 1 acted as transmitter in 

all of these cases. The plots in these figures suggest that the signal differences are 

correlated with the target size and location. 

5.5 Model and Target Type, Size and Location 

Our CST simulations use the SAM head model shown in Fig. 5.7(a) (EN 50361 

Specific Anthropomorphic Mannequin) with a skull-mimicking layer (𝜀𝜀𝑟𝑟=20, 𝜎𝜎=0.76 

S/m at 1.0 GHz). We inserted an ellipsoid filled with a homogenous material mimicking 

average brain tissue (𝜀𝜀𝑟𝑟=45.8, 𝜎𝜎 =0.35 S/m at 1.0 GHz) inside the skull to construct a 

simplified two-layer head model. The head model was surrounded by 8- or 12-element 

elliptical arrays using the ECAs and ACAs, as shown in Figs. 5.7 (b) – (e). Analysing 

the results from 8 and 12 antenna arrays allowed us to assess the trade-off between 

increasing views and mutual coupling for the two different antenna designs.  

 

               (a)                    (b)                     (c)                      (d)                        (e) 

 

              (f)              (g)                  (h)                   (i)                   (j)                  (k) 

Figure 5.7 Illustration of the head model and target. 
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Table 5.2 Target dimensions and locations 

Parameter  Description  Location 

Location I Right rear x, y, z (-20mm, 30mm, 0mm) 

Location II Centre x, y, z (-0mm, 0mm, 0mm) 

Location II Left front x, y, z (10mm, 15mm, 0mm) 

Location IV Left front x, y, z (20mm, -30mm, 0mm) 

Target A Biggest size Diameter, Height (40mm, 30mm) 

Target B Middle size Diameter, Height (30mm, 30mm) 

Target C Smallest size Diameter, Height (20mm, 30mm) 

 

The antennas in these arrays were arranged uniformly at a distance of 5 mm from 

the skull, facing its geometric centre. The height of both arrays was 65.0 mm, and their 

major and minor axial lengths were 260.0 mm and 220.0 mm, respectively. We used a 

90% glycerine–10%water mixture as a coupling and immersion liquid. To analyse the 

detection capability of the scanners, we placed a blood-like target at four different 

locations inside the head model, as shown in Fig. 5.7(f)–(i). We also modelled three 

different target sizes for one of these locations (Location III in Table I and Fig. 5.7(h), 

which are depicted in Fig. 5.7 (h)–(k). The target dimensions and locations are 

summarised in Table 5.2. The target material was blood-mimicking tissue with 

permittivity of 61.06 and conductivity of 1.58 at 1.0 GHz.  

5.6 Transmission Level Comparison between ECA Array vs ACA 
Array 

The previous section showed that aperture-coupled feeding can improve spear-

shaped antenna characteristics. However, this comes at the expense of significantly 

increasing the substrate thickness, which results in weaker signal transmission and 

reception. The patch dimensions were the same for the two antenna designs, thereby 

allowing identical arrangements in the MWI arrays. The aim of this section is therefore 

to assess the benefits and challenges of using the ACA vs the ECA in MWI setups. For 
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example, practical systems must take into account that the ability to accurately measure 

weak signals may be compromised by the presence of noise in standard MWI 

measurement equipment such as vector network analysers (VNAs). On the other hand, 

improving detection requires minimising unwanted coupling or multipath signals via 

careful antenna design.  

To this end, we simulated the interaction of MWI arrays comprised of ACAS and 

ECAs with a simplified head and stroke model in the CST. To analyse and compare the 

impact of the two antenna designs on MWI array performance, we first calculated and 

plot signal transmission levels for the two arrays. We then studied the detection 

sensitivity and accuracy of MWI scanners comprised of 8- and 12-antenna arrays via 

MWT reconstructions with our DBIM-TwIST algorithm [71], [191], [192]. 

To evaluate the received signal sensitivity for the ECA and ACA arrays in these 

simple numerical experiments, we calculated the received signal strength at each 

receiver when one of the array elements was transmitting. Fig. 5.8 plots this signal 

strength as a function of the receiver number for each transmitter at 1.0 GHz. These 

plots represent the calculated signal difference (in dB) between the with-target and 

without-target cases when an antenna acted as transmitter, and the remaining antennas 

act as receivers. The x-axis label in these plots represents the antenna receiver in a 

sequence that started with the antenna that was next to the transmitter and moved 

clockwise, as in Fig.5.7 (b).  For example, if Antenna 1 is a transmitter, then Antenna 

2 is numbered as Receiver 2, Antenna 3 is numbered as Receiver 3. Fig. 5.8(a)(b) 

correspond to the no-target case scanned with the 12-ACA scanner and the 12-ECA 

scanner, respectively. These plots demonstrate that the signal strength of the ECA 

scanner was approximately 20 dB higher than that of the ACA scanner, confirming our 

previous observations regarding radiation loss caused by the aperture, reduced coupling 

efficiency of the aperture, and dielectric and conductor losses introduced by the thick 

substrate and ground plane. However, since the transmission coefficients for both ACA 

and ECA scanners were above -100 dB and -90 dB, respectively.  

It is crucial to consider that the signal levels in practical experiments are influenced 

by a variety of factors. Measurement noise from instruments such as VNA can affect 

the accuracy of readings, making it challenging to obtain precise transmission 

coefficients at very low levels like -100 dB. In real-world scenarios, components such 
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as cables, connectors, and adapters can introduce losses that reduce the overall signal 

strength, further complicating the maintenance of a -100 dB transmission level. 

Additionally, environmental factors like temperature, humidity, and electromagnetic 

interference can impact the performance of the antenna and the overall system, resulting 

in deviations from the theoretical transmission level. Manufacturing tolerances from 

the fabrication process can also introduce discrepancies in the antenna geometry or 

material properties, leading to differences between the theoretical and experimental 

performance.  

While it is important to acknowledge the potential challenges in achieving a -100 

dB level in practical experiments, the ACA offers several advantages such as reduced 

interference between adjacent antennas, improved signal-to-noise ratio, minimal risk of 

electromagnetic interference with other medical equipment, and reduced exposure to 

potentially harmful electromagnetic radiation for patients. These attributes are 

particularly important for imaging systems where multiple antennas are used in close 

proximity and in medical applications that require high signal quality and reliable 

communication while ensuring patient safety. 

Moreover, Fig. 5.8(a) suggests that, with the exception of the transmission levels 

received at Receiver 5 and Receiver 9, which were below -100 dB, the transmission 

levels at other receivers were above -95 dB in the ACA array. Notably, the transmission 

levels at Receivers 2, 3, 6, 7, 8, 11, and 12 were above -80 dB. The transmission levels 

at most ports may be more than adequate for achieving satisfactory performance. 

 

 

(a)                                                           (b) 



122 
 

 

                                (c)                                                             (d)    

 
                                   (e)                                                               (f)  
Figure 5.8 Received signal strength (in dB) for the ECA and ACA arrays at 1 GHz: (a) 
no-target case scanned with 12-ACA scanner;  (b) no-target case scanned with 12-ECA 
scanner;  (c) received signal strength difference between no-target case and with-target 
case (Target A at Location III) scanned with 8-ACA scanner  (d) difference with 8-
ECA scanner (e) difference with 12-ACA scanner;  (f) difference with 12-ECA scanner. 

To evaluate the scanner’s detection ability, we repeated the same received signal 

strength calculations in the presence of Target A in Location III of Table 5.2, shown in 

Fig. 5.7(h). We then calculated and plotted the signal difference between the target and 

no-target cases (in dB) for 8-ACA, 8-ECA, 12-ACA and 12-ECA scanner in Fig. 

5.8(c)–(f). respectively. The plots show that the target’s response was 20 dB below the 

total signal and was above the -100 dB threshold for only some of the transmitter-

receiver pairs. The number of these pairs was lower for the ACA array, which recorded 

lower signal levels. However, the signal plots for the different receivers were better 

correlated for the ACA arrays. This is particularly evident when comparing the plots in 

Fig. 5.8 (c) and (d). While the received signals for certain transmitter-receiver 

(transceiver) combinations were quite weak, our MWT system could still detect and 
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estimate dielectric targets by using those transceiver combinations that led to signal 

levels above the VNA’s noise level.  

5.7 Reconstruction with DBIM-TwIST 

A microwave tomography method based on the DBIM-TwIST algorithm was 

proposed in our previous study. The non-linear inverse scattering problem was 

approximated by an inadequately determined set of linear equations using the distorted 

Born iterative method (DBIM). A nonlinear integral equation, which serves as the 

foundation of the DBIM, can be expressed as [7], in its 2-D scalar form. 

𝐸𝐸𝑠𝑠(𝑟𝑟𝑖𝑖, 𝑟𝑟𝑚𝑚) = 𝐸𝐸(𝑟𝑟𝑖𝑖, 𝑟𝑟𝑚𝑚) − 𝐸𝐸𝑏𝑏(𝑟𝑟𝑖𝑖, 𝑟𝑟𝑚𝑚) = 𝜔𝜔2𝜇𝜇�𝐺𝐺𝑏𝑏(𝑟𝑟𝑖𝑖, 𝑟𝑟)
 

𝑉𝑉
𝐸𝐸(𝑟𝑟, 𝑟𝑟𝑚𝑚)(𝜀𝜀(𝑟𝑟) − 𝜀𝜀𝑏𝑏(𝑟𝑟))𝑑𝑑𝑟𝑟 

, where 𝐸𝐸, 𝐸𝐸𝑠𝑠, and 𝐸𝐸𝑏𝑏 stand for total, scattered and background fields, respectively, and 

𝑟𝑟𝑖𝑖 and 𝑟𝑟𝑚𝑚 stand for the locations of the transmitting and receiving antennae. The total 

field was measured at each antenna but was unknown inside the total region V. 𝐺𝐺𝑏𝑏 was 

the background medium’s Green’s function inside the integral. For point source 

condition, the Green's function can be calculated from the electric field as 𝐺𝐺𝑏𝑏(𝑟𝑟𝑖𝑖, 𝑟𝑟) =
𝑗𝑗

𝜔𝜔𝜇𝜇0𝐽𝐽
𝐸𝐸𝑏𝑏(𝑟𝑟, 𝑟𝑟𝑖𝑖). It should be noted that the scalar integral equation mentioned above 

assumes two-dimensional (2D) transverse magnetic (TM) propagation and serves only 

as an approximation for the three-dimensional (3D) inverse problem at hand. Although 

there is a loss of information due to this approximation, 2D models can still generate 

images of satisfactory quality in numerous microwave imaging problems encountered 

in medical applications. 

      In every discrete Born iterative method (DBIM) iteration i, the integral equation can 

be discretized for each transmitter-receiver (TR) pair as: 

𝐸𝐸𝑠𝑠(𝑟𝑟𝑖𝑖, 𝑟𝑟𝑚𝑚) = 𝑗𝑗𝜔𝜔𝜀𝜀0�(𝜀𝜀(𝑟𝑟) − 𝜀𝜀𝑏𝑏(𝑟𝑟))𝐸𝐸𝑏𝑏(𝑟𝑟𝑖𝑖, 𝑟𝑟)𝐸𝐸𝑏𝑏(𝑟𝑟, 𝑟𝑟𝑚𝑚) 

, leading to an ill-posed linear system as:  

𝑨𝑨𝛿𝛿𝜀𝜀 = 𝑏𝑏 
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, where A is an M × N matrix (M ≪ N), consisting of M transmit-receive pairs and N 

voxels of the reconstruction region V, while b is an M × 1 vector of scattered fields. 

The matrix A is computed at each DBIM iteration using the forward solver, which 

yields 𝐸𝐸𝑏𝑏 for a known background 𝜀𝜀𝑏𝑏. The background field is employed to construct 

the linear system mentioned above, which is then solved by an inverse solver. 

Subsequently, the background profile is updated using 𝜀𝜀𝑏𝑏𝑖𝑖+1(𝑟𝑟) = 𝜀𝜀𝑏𝑏𝑖𝑖+1(𝑟𝑟) + 𝛿𝛿𝜀𝜀(𝑟𝑟), and 

the DBIM proceeds to the next iteration i + 1. 

        The forward solver of our DBIM-TwIST algorithm employs the finite difference 

time domain (FDTD) method. The FDTD method simulates the electromagnetic (EM) 

wave propagation of the direct, "forward" problem based on Maxwell's equations. As 

previously mentioned, this work focuses on reconstructing 2D geometries using only 

2D transverse magnetic (TM) waves. Additionally, our FDTD implementation uses a 

single-pole Debye model to represent frequency-dependent materials such as brain 

tissues, expressed as 𝜀𝜀 = 𝜀𝜀∞ + ∆𝜀𝜀
1+𝑗𝑗𝜔𝜔𝑗𝑗

+ 𝜎𝜎
𝑗𝑗𝜔𝜔𝜀𝜀𝑜𝑜

. 

        We utilise the two-step iterative shrinkage/thresholding (TwIST) algorithm as the 

solver for the ill-posed linear inverse problem at each DBIM iteration. Thresholding 

algorithms address the ill-conditioned linear system A x = b by finding a solution x that 

minimizes the least squares error function 𝐹𝐹(𝑥𝑥)  =  1/2 ||𝐴𝐴𝑥𝑥 −  𝑏𝑏||² +  𝜆𝜆||𝑥𝑥||₁, with 

a regularization term λ||x||₁ to stabilize the solution by limiting its l1-norm. The general 

structure of the TwIST algorithm for solving this minimization problem is provided by 

[193]: 

𝑥𝑥𝑡𝑡+1  =  (1 −  𝛼𝛼)𝑥𝑥𝑡𝑡−1  + (𝛼𝛼 −  𝛽𝛽)𝑥𝑥𝑡𝑡  +  𝛽𝛽𝐶𝐶𝜆𝜆(𝑥𝑥𝑡𝑡) 

𝐶𝐶𝜆𝜆(𝑥𝑥)  =  𝛹𝛹𝜆𝜆(𝑥𝑥 +  𝐴𝐴ᵀ(𝑦𝑦 −  𝐴𝐴𝑥𝑥)) 

        The TwIST algorithm parameters are calculated as 𝜅𝜅 =  𝜉𝜉1/𝜉𝜉𝑚𝑚 , 𝜌𝜌 =  (1 −

 √𝜅𝜅)/(1 +   √𝜅𝜅)),𝛼𝛼 =  𝜌𝜌2  +  1, and 𝛽𝛽 =  2𝛼𝛼/( 𝜉𝜉1  +  𝜉𝜉𝑚𝑚), where  𝜉𝜉1 and 𝜉𝜉𝑚𝑚 are the 

smallest and largest eigenvalues of 𝐴𝐴ᵀ𝐴𝐴 , respectively. The shrinkage/thresholding 

operation is a soft-thresholding function: 𝛹𝛹𝜆𝜆(𝑥𝑥)  =  𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛(𝑥𝑥) 𝑚𝑚𝑎𝑎𝑥𝑥{0, |𝑥𝑥|  −  𝜆𝜆} . At 

each TwIST step, the new solution is updated based on the two previous solutions and 

the soft-thresholding function.  
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        The stopping criterion for the TwIST algorithm can be set based on a tolerance 

value, which is the normalized difference between the previous and current values of 

F(x), defined as 𝑡𝑡𝑡𝑡𝑑𝑑 =  (𝐹𝐹(𝑥𝑥𝑘𝑘+1)  −  𝐹𝐹(𝑥𝑥𝑘𝑘))/𝐹𝐹(𝑥𝑥𝑘𝑘). The TwIST algorithm terminates 

when tol is smaller than a preset value, typically between 10−4 and  10−1. This early 

termination of the iterative algorithm acts as an additional regularizer, similar to the 

Tikhonov approach[194]. The 𝑑𝑑1-problem can be further regularized using the Pareto 

curve method, which provides the optimal trade-off between the residual error ||𝐴𝐴𝑥𝑥 −

 𝑏𝑏||²  and the norm of the solution ||𝑥𝑥||₁ (similar to the L-curve method for  𝑑𝑑2 -

problems)[195]. To reduce computational cost, a practical approach for selecting λ is 

based on the form 𝜆𝜆 =  𝛿𝛿||𝐴𝐴ᵀ𝑏𝑏||∞, where δ is a factor with 0 < δ < 1 [195]. 

5.8 Reconstruction Images of ECA vs ACA 

 
                     (a)                                           (b)                                             (c) 

 
                      (d)                                           (e)                                            (f) 

 
                       (g)                                         (h)                                          (i) 
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     (j)                                        (k)                                          (l) 

Figure 5.9 Reconstructed dielectric constant of the images brain area at 1.0 GHz using 
ECA array: (a)-(d)Target A at Location I to IV using 8-ECA array; (e)-(f) Target B and 
C at Location III using 8-ECA array; (g)-(i) Target A at Location I to IV using 12-ECA 
array; (j)-(l) Target B and C at Location III using 12-ECA array. 

 

 
     (a)                                            (b)                                           (c) 

 
      (d)                                          (e)                                             (f) 

 
(g)                                            (h)                                            (i) 
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                     (j)                                            (k)                                            (l) 
Figure 5.10 Reconstructed dielectric constant of the images brain area at 1.0 GHz using 
ACA array: (a)-(d)Target A at Location I to IV using 8-ACA array; (e)-(f) Target B and 
C at Location III using 8-ACA array; (g) - (i) Target A at Location I to IV using 12-
ACA array; (j)-(l) Target B and C at Location III using 12-ACA array. 

 

       To better understand how these differences in acquired signals can translate into 

detection and localization performance, we reconstructed the dielectric properties of 

head model utilising our formerly developed DBIM-TwIST algorithm. Fig. 5.9 and Fig. 

5.10 show the reconstructed dielectric constant of the images brain area for the four 

different array types, which is calculated from the estimated Debye parameters at 1.0 

GHz. 

         

        To qualitatively compare the reconstruction performance of each array in various 

cases, we define a relative reconstruction error of target area as 

Relative Error=
|𝜀𝜀∞𝑜𝑜𝑜𝑜𝑖𝑖𝑜𝑜𝑖𝑖𝑜𝑜𝑜𝑜𝑜𝑜
𝑡𝑡 −𝜀𝜀∞𝑜𝑜𝑜𝑜𝑖𝑖𝑜𝑜𝑖𝑖𝑜𝑜𝑜𝑜𝑜𝑜

𝑡𝑡 |2

|𝜀𝜀∞𝑜𝑜𝑜𝑜𝑖𝑖𝑜𝑜𝑖𝑖𝑜𝑜𝑜𝑜𝑜𝑜
𝑡𝑡 |2

 

, where t is the iteration number and ε∞  denotes one of the reconstructed Debye 

parameters. 

        As we cannot know the true  ε∞ in a realistic application, we must also define a 

Residual error as: 

 Residual = |M𝑡𝑡
𝐸𝐸 − M𝑡𝑡

𝑆𝑆|2 

, where M𝑡𝑡
𝐸𝐸 and M𝑡𝑡

𝑆𝑆|2 are matrices of the “experimental” and “model” data at the 𝑡𝑡𝑡𝑡ℎ 

iteration. In this paper, the total iteration number of this study is 60, so we take the 60𝑡𝑡ℎ 

iteration results for all cases. We note that we selected this fixed number of 60 iterations 

for all cases as a practical way to ensure convergence for the DBIM for these imaging 

scenarios without having to run an excessive number of iterations.  

In practice, we could also use a more rigorous convergence criterion by requiring, 

for example, that the residual error between two successive iterations does not drop for 

less than a predetermined value. While the residual error will always be available, the 

computed relative reconstruction error is only available if the ground truth is known 
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and is therefore only useful as a performance metric. These two metrics are correlated 

for well-behaved inverse problems, but their correlation may be challenged for non-

linear, ill-posed problems such as those typically encountered in MWT. The relative 

error and residual are listed in Table 5.3. 

5.9 Optimal Antenna Number in Array 

We marked the original shape, dimension and location of the target in all 

reconstruction images so that it would be convenient for readers to compare the 

reconstructed target with the original target. These images show the clear detection of 

the blood target by the 8- and 12- antenna arrays. The artefacts outside the target area 

in these images were due to modelling errors between the inverse model and the CST 

solver producing the numerical “measured” data. Amongst these errors, mutual 

coupling between antennas can be a dominant factor. By varying the number of 

antennas in the CST simulations, we assessed the mutual coupling effect on the 

reconstructed images. The reconstruction plots, the relative error of blood target area 

and the residual listed in Table 5.3 for the various cases helped us assess and compare 

the effectiveness of each of the four arrays. 

      Compared with 8-antenna arrays, 12-antenna arrays showed reduced relative error 

and residual of the reconstructed images. Switching from an ECA array to an ACA 

array also had a positive impact due to the ACA’s nature of low return loss, low VSWR 

and high directivity in our desired frequency range. Benefiting from better impedance 

matching and less spurious radiation, the relative reconstruction and residual errors for 

the ACA-based reconstructed images were, in most cases, lower than those of the ECA-

based images. The relative error and residual of the 12-ACA array were much lower 

than those of the other three arrays, and the residual was nearly half that of the 8-ACA 

array, which was the array with the second-best performance overall. From an image 

quality point of view, the plots suggest that the locations of the targets detected with 

12-antenna arrays are better matched with the marked circles. The plots also indicate 

that the reconstructed targets with ACA arrays were more consistent with their true 

dimensions and locations. 
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 (a)                                            (b)                                            (c) 

 
(d)                                           (e)                                               (f) 

Figure 5.11 Reconstructed dielectric constant of the brain area images at 1.0 GHz using 
8, 12, 16-element array: (a),(d) Target A at Location I using 8-ECA, 8-ACA array; 
(b),(e) Target A at Location I using 12-ECA, 12-ACA array; (c),(f) Target A at Location 
B. 

        To investigate the trade-off between mutual coupling and sufficient data for our 

MWT algorithms, we also compared the imaging performance of 8, 12 and 16-element 

antenna arrays for Target A at Location I. Moving from a 12-element to a 16-element 

antenna array, the imaging capability of both the ACA and the ECA scanner was 

degraded overall. In particular, the 16-ECA array failed to detect the target and led to 

image artefacts only, while the 16-ACA array can detect the target, but with increased 

image artifacts. The reconstruction relative errors of the 16-antenna arrays are included 

in Table 5.3 and are much higher than those of 12-antenna (or even the 8-antenna) 

arrays. This suggests that mutual antenna coupling must be taken into account in studies 

that attempt to optimise the number of antenna elements in MWT systems. Moreover, 

the much stronger degradation observed for the ECA elements confirms that the ACA 

design significantly reduces mutual coupling by minimising spurious radiation. 

5.10 Imaging Quality Assessment 

We presented a comparison of two antenna designs that are based on the same 

radiating patch but differ in their feeding method. The purpose of this comparison was 
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to assess the impact of reducing spurious radiation by using a more efficient feeding 

method based on aperture coupling. The motivation behind this comparison lies in the 

well-known observation that unwanted signals can have a negative impact on 

microwave tomography algorithms. 

Table 5.3 Relative error and residual of reconstruction at 1.0 GHz 

Location of 

Target A 

Location 1 Location II Location III Location IV 

Error Resi. Error Resi. Error Resi. Error Resi. 

8-ECA array 0.1794 0.0415 0.0349 0.1754 0.1813 0.0357 0.1867 0.0254 

12-ECA array 0.1568 0.0254 0.1609 0.0219 0.1649 0.0225 0.1637 0.0197 

8-ACA array 0.1846 0.0260 0.1708 0.0179 0.1884 0.0153 0.1932 0.0143 

12-ACA array 0.1486 0.0075 0.1701 0.0059 0.1555 0.0066 0.1533 0.0068 

 
Target Size at 

Location III 

Target Size A Target Size B Target Size C 

Error Resi. Error Resi. Error Resi. 

8-ECA array 0.1813 0.0357 0.2286 0.0164 0.2395 0.0092 

12-ECA array 0.1649 0.0225 0.2209 0.0075 0.2404 0.0063 

8-ACA array 0.1884 0.0153 0.2270 0.0109 0.2363 0.0068 

12-ACA array 0.1555 0.0066 0.2138 0.0056 0.2288 0.0042 

 
Antenna 

Quantity  

8-antenna Array 12-antenna Array 16-antenna Array 

Error Resi. Error Resi. Error Resi. 

Error 0.1794 0.1846 0.1568 0.1486 0.3509 0.2644 

Residual 0.0415 0.0260 0.0254 0.0075 1.4632 0.0066 

 

To study this issue, we compared the stand-alone performance of the two antennas 

to confirm that the ACA design could lead to a more directive antenna. This could result 

in focusing energy more efficiently in the near field and hence reducing coupling of 

nearby antenna elements. We analysed the imaging quality of both antennas in 

reconstructed images to confirm that the relative error and residual of non-spurious 

ACA were mostly lower than those of ECA. In particular, the residual of ECA was 50 % 

smaller than that of ACA, which was the result of spurious radiation of ECA, causing 

greater inconsistence between the actual signal source size and the point source in the 

finite-difference time-domain (FDTD) modelling method. In addition, we investigated 
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the mutual coupling effect and optimal antenna number by comparing the performance 

of 8, 12 and 16-elelment antenna array. 

The quality of reconstructed images in microwave brain imaging is a critical factor 

for accurate diagnostics and treatment. In this study, we assess the imaging quality of 

reconstructed images using a combination of relative error and residual algorithms. 

Two antennas, ECA and ACA, are compared for their performance in microwave brain 

imaging. Both ECA and ACA have demonstrated good performance in microwave 

brain imaging; however, the ACA outperforms the ECA in terms of error and residual 

values. The error and residual values of ACA are less pronounced compared to those 

of ECA, indicating that ACA yields more accurate and reliable reconstructed images. 

This superior performance of ACA can be attributed to its adaptive nature, which allows 

it to adjust to the imaging environment more efficiently. 

        Additionally, we investigated the effect of optimal antenna number in array on the 

imaging quality. We compared three different antenna array setups: 8-element, 12-

element, and 16-element arrays. Our results indicate that the 12-element antenna array 

provides better imaging quality than the other configurations for both ECA and ACA. 

The 12-element array exhibits lower error and smaller residual values, leading to 

enhanced precision and more accurate image reconstruction. The superior imaging 

quality obtained with the 12-element antenna array can be attributed to its optimal 

balance between spatial resolution and signal-to-noise ratio. This configuration allows 

for better signal coverage and improved imaging performance without causing 

excessive complexity in the system or sacrificing the reliability of the imaging process. 

In conclusion, our research highlights the good performance of the proposed 

antenna, antenna array, and array scanner in microwave brain imaging. The Adaptive 

Capacitive Algorithm, combined with a 12-element antenna array, provides enhanced 

imaging quality, with lower error and smaller residual values. These findings have 

significant implications for the future development of microwave brain imaging 

systems, as they can guide the design and optimisation of antennas, antenna arrays, and 

array scanners to achieve the best possible imaging performance. 
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Chapter 6 Study of The Experimental MWI 
System 

6.1 Experimental Phantom Preparation 

As the aim of this work is to validate DBIM-TwIST in more realistic, yet 

simplified cases for brain stroke detection and classification, we constructed simple 

phantoms based on the materials and processes proposed in [191], [196]. Using 

different gelatine–oil concentrations compared to those for breast tissues, we fabricated 

tissue-mimicking materials with specific dielectric properties that mimic average brain 

tissue, cerebrospinal fluid (CSF), blood and ischaemia. First, a water–gelatine mixture 

was prepared and mixed at 70∘, until the gelatine particles were fully dissolved in water 

and the mixture was transparent. Propanol was added to address the creation of air 

bubbles on the surface. Once heated to 70∘C, we added a 50% kerosene–safflower oil 

solution into the water–gelatine mixture and stirred with Vertex Genie 2, as shown in 

Fig.6.1 (a), at the same temperature, until the emulsion had an opaque white colour, and 

the oil particles were fully dissolved. We continued stirring the mixture until the 

temperature dropped to 70∘C, when we added the surfactant. Finally, we poured the 

prepared mixture into the mould when it reached 70∘C, and let it set overnight before 

we conducted any measurements. 

                           

(a)                                      (b)       

Figure 6.1 Preparation of phantom: (a)Vortex Genie 2 used for stirring; (b)brain 
phantom prepared in the acrylonitrile butadiene styrene mould. 



133 
 

After preparation, the phantoms were placed in elliptical plastic acrylonitrile 

butadiene styrene (ABS) moulds that aimed to mimic the brain’s shape and multi-layer 

structure, as shown in Fig. 6.1 (b). We first poured the CSF phantom into the outer layer 

with a thickness of 5 mm. After this was solidified, we extracted the inner mould and 

filled the remaining cavity with the brain phantom. For a one-layer model without CSF, 

we simply extracted the inner mould and poured the phantom directly into the outer 

mould. We used an additional cylindrical mould to create a hole (diameter = 30 mm) in 

the phantom, which could be filled with the phantom mimicking either blood or 

ischaemia, imitating the two cases of brain stroke termed ‘h-stroke’ for haemorrhagic 

and ‘i-stroke’ for ischaemic, respectively. 

6.2 Calibration 

Environmental noise, thermal noise, antenna mutual coupling, and machine noise 

are typically present in the experimental data assessed by hardware (such as multi-port 

vector network analysers). Denoising techniques can be used for white noise sources 

either after measurement or during the reconstruction process. However, for other types 

of inaccuracy, such as antenna coupling and interference, we needed to use a calibration 

method in our imaging algorithm, which used a streamlined 2-D solver with point 

sources acting as antennas to lessen the impact[197]. Applying the difference between 

measurements in the homogeneous medium and the inhomogeneous medium (with 

target) was a straightforward method based on measurement data (without target). The 

distinction is displayed as: 

△ Γ𝐹𝐹𝑑𝑑 = |𝐸𝐸𝑖𝑖𝑖𝑖ℎ𝑜𝑜𝑚𝑚𝑜𝑜|𝐹𝐹𝑑𝑑 − |𝐸𝐸ℎ𝑜𝑜𝑚𝑚𝑜𝑜|𝐹𝐹𝑑𝑑 

△Φ = Φ(𝐸𝐸𝑖𝑖𝑖𝑖ℎ𝑜𝑜𝑚𝑚𝑜𝑜) −Φ(𝐸𝐸ℎ𝑜𝑜𝑚𝑚𝑜𝑜) 

The calibrated data can then be obtained as: 

Γ𝐸𝐸𝑀𝑀 = |𝐸𝐸ℎ𝑜𝑜𝑚𝑚𝑜𝑜|𝐹𝐹𝑑𝑑 +△ Γ𝐹𝐹𝑑𝑑 

Φ𝐸𝐸𝑀𝑀 = Φ(𝐸𝐸𝑖𝑖𝑖𝑖ℎ𝑜𝑜𝑚𝑚𝑜𝑜) +△Φ 

, where Γ is the frequency domain magnitude of the received signals and Φ represents 

the corresponding phase. The FDTD forward solver generated 𝐸𝐸ℎ𝑜𝑜𝑚𝑚𝑜𝑜  using the 
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assumed background medium. To account for frequency dispersion using the Debye 

model, the corresponding Debye parameters of the background medium were obtained 

by applying the curved fitting approach to data from the experimental media 

measurement. Following that, the reconstruction algorithm processed the calibrated 

data Γ𝐸𝐸𝑀𝑀and Φ𝐸𝐸𝑀𝑀 as input. 

6.3 Vector Network Analyser 

The fundamental principle of a VNA is to measure the amplitude and phase of 

both the incident and reflected waves at the various ports of the devices under test. The 

general design of a VNA is to stimulate an RF network at a given port with a stepped 

or swept continuous wave and measure the travelling waves at the stimulus port and all 

other ports of the network. The VNA is primarily used to determine the S-parameter 

for passive devices by solving a set of equations after measuring the ratios of wave 

quantities while exciting the device at its various ports. For RF and microwave 

components, the S-parameters provide complete linear insight into their behaviour. 

Thus, S-parameters are typically used to describe how the device being tested behaves 

and how it interacts with other devices. Over time, besides the S-parameter 

measurement, VNAs have also been used for the characterisation of dielectric 

properties of materials as the VNA can measure the reflection factor as a function of 

frequency and the results can be transformed into a time domain. 

     

                                             (a)                                          (b) 
Figure 6.2 Lab experimental setup: (a) two-port VNA; (b) fourteen-port Keysight 
m9370a VNA. 
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A VNA can be decomposed into different element blocks. First, the VNA source 

provides the stimulus used to characterise the response of a device under test. The signal 

from the source is typically a sine tone for RF and microwave applications. Such an 

ideal signal can be expressed as 𝑉𝑉(𝑡𝑡) = 𝐴𝐴𝑠𝑠𝑠𝑠𝑛𝑛(2𝜋𝜋𝑓𝑓𝑡𝑡), where A is nominal amplitude 

and f is nominal frequency. In practical experiments, the signals are disturbed by noises 

and are expressed as𝑉𝑉(𝑡𝑡) = [𝐴𝐴 + 𝑎𝑎(𝑡𝑡)] sin[2𝜋𝜋𝑓𝑓𝑡𝑡 + ∆𝜑𝜑(𝑡𝑡)] , where 𝑎𝑎(𝑡𝑡)  is random 

amplitude variation, referred to as ‘amplitude noise’, and ∆𝜑𝜑(𝑡𝑡)  represents phase 

variation of signals referred to as phase noise. The effect of 𝑎𝑎(𝑡𝑡) the amplitude noise 

term is to add instability to amplitude at frequency 𝑓𝑓0 .The ∆𝜑𝜑(𝑡𝑡) phase noise term 

broadens the signal spectrum. The phase noise of the source contributes to the noise 

measured at the output, which cannot be neglected entirely. 

In our previous studies[57], [191], [192], [198], a two-port PNA series VNA, as 

shown in Fig. 6.2(a), was applied. In the radar imaging system, a programmable motor 

that creates desirable motion steps was placed above the static base of the system to 

carry out a complete 360∘ sweep with a step of 22.5∘ for each position of the antenna. 

After examining the results with the rotary system for data acquisition, we understood 

the implications of tiny errors on the overall performance of the system, particularly on 

data collection and the inversion algorithm. We observed that the data lacked symmetry 

due to inaccurate positioning of the antennas and imaging chamber, along with other 

errors. Therefore, we designed our data acquisition hardware prototype with a multi-

port VNA to reduce the sources of errors we observed in our previous study. In the 

tomographic imaging system, we used 8 antennas immersed in coupling liquid to detect 

with a 14-port KEYSIGHT M9370A VNA, as depicted in Fig. 6.2(b). 

6.4 Experimental Validation 

We used the proposed antenna with our microwave imaging prototype to investigate 

whether wide frequency operation results in improvement of the reconstruction quality. 

The prototype comprises an 8-antenna array, an imaging chamber, and coupling liquid 

as shown in Fig. 6.3(b). The imaging chamber is a cylinder with a diameter of 300 mm, 

and the coupling liquid is a mixture of 90% glycerine and 10% water. The system was 

tested with a head phantom with average brain tissue and a cylindrical blood target with 
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a diameter of 30mm and a height of 20mm, placed at (-30, 30) with respect to the centre 

of the head.  

       
                                             (a)                                         (b) 

Figure 6.3 Experimental MWT setup to evaluate performance with the proposed spear-
shaped design: (a) The imaging system connected to Keysight’s multi-port VNA; (b) a 
constructed head phantom filled with an average brain tissue mimicking phantom.  

 

(a) 

 

               (b)                             (c)                            (d)                             (e) 

Figure 6.4 Comparison of phantom reconstructions using two different PRMA designs 
across multiple frequencies: (a) Photos of the triangular-shaped and spear-shaped patch 
antennas; (b)-(e) Dielectric constant reconstructions using the TwIST-DBIM algorithm. 

While this simulation-based analysis is very useful for studying limitations in the 

antenna array design and their impact on imaging performance, the findings from this 

analysis require experimental validation. To this end, we measured and validated the 

ECA’s stand-alone and in-array experimental performance in [70]. We used our 

previously reported DBIM-TwIST algorithm to reconstruct images from the system 
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shown in Fig. 6.3(b). To evaluate the performance of our proposed antenna, we 

compared its resulting reconstructions with those from our previously deployed 

triangular-shaped antenna, which did not optimally match above 1.5 GHz. Examples of 

reconstructions at 1.5 GHz and 2.2 GHz are presented in Fig. 6.4 for triangular-shaped 

patch monopole and spear-shaped patch monopole antenna arrays. These results show 

a clear improvement in image quality for the spear-shaped antenna, which 

experimentally confirms that improving the bandwidth of the antenna translates directly 

to benefits in reconstruction quality. 

We have not been able to perform similar experiments with the ACA, however, as 

the manufacture of this more recently designed antenna has not been possible due to 

supply issues caused by the COVID-19 crisis. We hope that these issues will be 

resolved soon so that our future work can include measurements of the manufactured 

ACA stand-alone performance, as well as an experimental comparison of results from 

the ACA and ECA arrays, similar to the simulations presented in this paper. 

       This experimental comparison will also be required to investigate other important 

issues that can affect the system’s imaging performance such as the selection of the best 

reconstruction frequencies based on the measured data, and the influence of factors 

such as the impact of cables or insertion loss in port-switching networks. Our previous 

experimental validation studies have shown encouraging results that these issues can 

be addressed successfully via careful calibration and selection of the imaging 

algorithm’s parameters. 
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Chapter 7 Conclusion and Future Work 

7.1 Conclusion  

        The work in this thesis represents a first step in King’s College London’s 

construction of a microwave tomography system. The main issues in microwave 

tomography, namely penetration depth and picture resolution, were addressed. We 

successfully created and put into use a basic hardware prototype for microwave 

tomography that is applicable to medical imaging. 

       We conducted a comprehensive literature review, examining the dimensions, 

frequency ranges, and other advantages and disadvantages of various antenna types. 

Based on this review, we designed several antennas, including Vivaldi antennas, 

microstrip patch antennas, dielectric resonator antennas, printed monopole antenna, 

probe-fed coaxial antenna, aperture-coupled fed antenna, etc. We encountered 

challenges with certain antenna types, such as larger-than-desired dimensions or 

operation at higher frequencies than anticipated. However, these challenges ultimately 

led us to identify the most suitable antenna designs for our microwave imaging system. 

Through our research, we found that printed monopole antennas and aperture-coupled 

fed microstrip antennas emerged as the most suitable choices for our microwave 

imaging system. The printed monopole antennas offer a compact size, low cost, easy 

fabrication, wideband operation, and easy integration with other circuitries. The 

aperture-coupled fed microstrip antennas provide low spurious radiation, directive 

radiation, increased substrate space for antenna elements and feed lines, and 

theoretically zero cross-polarisation. 

        We also proposed a variety of antenna design techniques for tomography. Our goal 

was to create a small, reliable antenna that would work for microwave tomography, so 

we introduced a series of techniques as a guide to design and optimise the antenna. We 

investigated equivalent circuit approximation analytical techniques. Adopting this 

technique, the antenna could be modelled to the equivalent capacitances and 

inductances in series or parallel connection. The frequency characteristics could be 

predicted according to the concept of the LC resonant circuit. We then studied the 

conjugate impedance matching method. Conjugate matching allows for maximum 
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possible antenna efficiency, which enhances antenna performance at a particular 

frequency. We presented the two-port network model and scattering parameter 

formulas as guides for designing our antenna. With our proposed formula, the 

magnitude scale of 𝑠𝑠21 and 𝑠𝑠11 could be enhanced. We also applied a power transfer 

efficiency analysis technique to analyse the voltage gain 𝑠𝑠21 between the transmitter 

and the receiver. 

         The monopole antenna that we propose is a miniaturised rectangular shape and 

has desirable performance for UWB antennas. The goal is to achieve increased 

bandwidth. The reduction in size is also a consideration in the design of this antenna, 

which would be more easily integrated into the system and reduce clutter. We designed 

various regular-shaped patch monopole antennas, including hexagonal, square, circular 

and triangular patch antennas. We followed Ray’s equation to estimate the performance 

of the antenna, which we regarded as a crucial antenna optimisation criterion. This 

formula allows for the modification of antenna performance by altering the dimensions 

of various antenna components. These regular-shaped patch monopole antennas 

perform well in terms of the reflection coefficient and antenna dimension. However, it 

needs to be modified to function with our microwave imaging system. We then 

designed our initial prototype antenna, which is a spear-shaped patch antenna. With 

dimensions of 25.0 mm × 16.0 mm × 1.6 mm, it is small. It operates between 1.2 GHz 

and over 4.0 GHz with a resonant frequency of 2.3 GHz. We then optimised the antenna 

to a smaller size of 21.0 mm × 14.0 mm × 1.7 mm with a wider operation bandwidth 

from 0.7 GHz to over 4.0 GHz and with much deeper resonant 𝑆𝑆11 -30 dB at 1.7 GHz. 

Monopole antennas have a straightforward construction, which leaves little possibility 

for conjugate impedance match and leakage radiation optimisation. The idea of 

aperture-coupled feeding was proposed. The dimension of the optimised aperture-

coupled antenna is 34.42 mm × 18.25 mm × 12.00 mm. We examined the stand-alone 

performance of the two antennas and found that the ACA design could result in a more 

directional antenna. As a result, energy may be focused more effectively in the near 

field, reducing the coupling of nearby antenna elements. 

        We investigated the effectiveness of our arrayed antennas. We began our research 

on 8-antenna arrays operating in a glycerine-filled tank. The effectiveness of arrays 

with and without highly scattering target objects was investigated experimentally and 

numerically in the setup. We modelled our straightforward tomography system with 8 
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antennas that operate in a cylinder filled with glycerine–water media in the 3D 

electromagnetic CST Microwave Studio. To create the most accurate simulation model 

for the system under study, we produced phantoms (matching medium) and measured 

them with a probe kit using a Keysight M9019 PLIE VNA. We then imported the data 

into the CST Microwave Studio to model the phantoms numerically.  

        We studied the layout and optimal total antenna number in an imaging scanner. 

To evaluate the imaging quality of various head scanners, we submerged a simplified 

head model (SAM) in a glycerine–water solution. We suggested two types of scanners: 

a headband scanner and a helmet scanner. In the headband scanner, 8, 12 or 16 confocal 

antennas encircle the head. The purpose of the helmet scanner, which has three rows of 

antennas (with the top row having four antennas, the middle row eight antennas and the 

bottom row twelve antennas), is to gather more data for the resolution of an ill-posed 

microwave imaging algorithm. The transmission coefficient 𝑆𝑆𝑖𝑖1 of both scanners at 0.5 

GHz, 1.0 GHz, and 1.5 GHz is over -100 dB, and the 𝑆𝑆𝑖𝑖1 magnitude difference between 

with and without the target is above -100 dB. The simulated results were above the 

noise floor of the VNA -100 dB, allowing both scanners to be used in experiments. 

        We measured the impact of this need on a 20 dB signal loss recorded by the MWT 

array to quantify the trade-off in achieving the ACA design, which requires a 

significantly thicker (and thus lossier) substrate. We examined the imaging quality of 

both antennas in the reconstructed images to confirm that the relative error and residual 

of the non-spurious ACA are typically lower than those of the ECA. In particular, the 

residual of the ECA is 50% smaller than that of the ACA, which is the result of spurious 

radiation of the ECA, causing a greater discrepancy between the actual signal source 

size and the point source in the FDTD modelling method. By evaluating the 

performance of an 8-, 12- and 16-element antenna array, we also looked into the impact 

of mutual coupling and the ideal number of antennas. 
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7.2 Future Work 

        Moving forward, the fabrication and experimental validation of the ACA are 

essential steps to assess its practical performance. Developing a prototype that 

accurately reflects the design parameters derived from theoretical analysis will enable 

us to compare the antenna's actual behaviour in real-world scenarios with theoretical 

expectations. Evaluating radiation patterns, impedance matching, and overall efficiency 

will identify any discrepancies or areas for improvement. Further investigations into 

different fabrication techniques and materials could lead to enhancements in the ACA's 

performance, reliability, and long-term stability. Ultimately, these steps are crucial for 

ensuring the antenna's suitability for use in microwave imaging systems and advancing 

the field of microwave tomography. 

        In addition, temperature fluctuations, humidity, and electromagnetic interference 

can significantly impact the antenna's efficiency, radiation patterns, and impedance 

matching. Rigorous testing and experimentation in controlled environments simulating 

various operating conditions are necessary to ensure the antenna's optimal performance 

under different circumstances. These investigations will provide valuable insight into 

the antenna's robustness and reliability when exposed to real-world challenges and 

contribute to the development of a more suitable antenna for microwave imaging 

systems. 

       In our study, the head model was simplified as a two-layer structure, but in reality, 

the human brain comprises multiple complex layers. To improve the accuracy and 

applicability of our microwave imaging system, it is essential to incorporate more layers 

into the head model. By simulating the intricate structure of the brain, we can better 

understand how microwave signals interact with various brain tissues and improve the 

imaging system's ability to detect abnormalities or changes within the brain. Future 

work should focus on refining the head model by adding more layers and accounting 

for the diverse properties of different brain tissues. This would involve a comprehensive 

study of the dielectric properties and electromagnetic behaviour of various brain tissue 

types at different frequencies. The improved head model would enable more accurate 

simulations and help optimize the antenna designs and signal processing techniques for 
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better performance in practical applications. Additionally, incorporating a more 

realistic head model would also enable a better understanding of potential challenges 

and limitations of the microwave imaging system. It would provide valuable insights 

into the imaging resolution, penetration depth, and sensitivity to different brain 

structures, leading to the development of more advanced and reliable microwave 

tomography systems for medical imaging purposes. 

        Future work should also address various challenges and factors influencing the 

antenna’s performance. Issues such as machining inaccuracies can affect the antenna’s 

geometry or material properties, leading to deviations in performance. Conducting a 

thorough investigation of fabrication techniques and their impact on performance is 

essential for overcoming these challenges. Additionally, understanding the effects of 

environmental factors, such as temperature fluctuations, on the imaging system's 

performance will be crucial in designing robust and reliable microwave imaging 

systems for various applications. 
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Appendix 
1. Fundamental Parameters of Antennas 

Near field and far field: The reactive near field which is the near-field region 

immediately surrounding the antenna is defined as: 

𝑟𝑟 < �𝐷𝐷3/𝜆𝜆 

Radiating near field or Fresnel region refers to the region connecting reactive near field 

and far field, it is defined as �𝐷𝐷3/𝜆𝜆  <  𝑟𝑟 < 2𝐷𝐷2/𝜆𝜆; Far field is commonly taken to 

exist at distances greater than 2𝐷𝐷2/𝜆𝜆 from the antenna. 

Radiation pattern: Radiation pattern is defined as a mathematical function or a graphical 

representation of the radiation properties of the antenna as a function of space 

coordinates. In most cases, the radiation pattern is determined in the far-field region 

and is represented as a function of the directional coordinates. Radiation properties 

include power flux density, radiation intensity, field strength, directivity, phase or 

polarisation. 

Radiation intensity: the power radiated from an antenna per unit solid angle. 

Directivity: 1983 version of IEEE Standard Definitions of Terms for Antennas defines 

the directivity as the radiation intensity in a given direction from the antenna to the 

radiation intensity averaged over all directions. If the direction is not specified, 

directivity is typically given as the maximal directivity found among all possible angles. 

Total efficiency: the ratio of power radiated by the antenna to the power incident from 

the network. The main losses are reflections between transmission line and antenna due 

to mismatch and conduction and dielectric losses.  

Radiation efficiency: the ratio of the power radiated by the antenna to the power that 

gets into the antenna. The heat-producing ohmic loss from each antenna component is 

the main loss of power. 

Gain: the ratio of the intensity in a given direction to the radiation intensity that would 

be obtained. It is defined as the product of efficiency and directivity of the antenna. 

Bandwidth of antenna:  the range of frequencies within which the performance of the 

antenna, with respect to some characteristic, conforms to a specified standard. 
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Specifically, -10dB is typically defined as the maximum limit for reflection coefficient 

in microwave imaging applications, thus frequency range whose return loss smaller 

than -10dB is bandwidth. 

Input impedance: the impedance presented by an antenna at its terminals or the ratio of 

the voltage to current at a pair of terminals or the ratio of the appropriate components 

of the electric to magnetic fields at a point. Input impedance of an antenna is typically 

defined as 𝑍𝑍𝐴𝐴 =  𝑅𝑅𝐴𝐴 + 𝑗𝑗𝑋𝑋𝐴𝐴, where 𝑍𝑍𝐴𝐴 the antenna impedance, 𝑅𝑅𝐴𝐴 the antenna resistance 

and 𝑋𝑋𝐴𝐴 the antenna reactance. Generally, the antenna resistance 𝑅𝑅𝐴𝐴 consists of radiation 

resistance 𝑅𝑅𝑟𝑟 and loss resistance 𝑅𝑅𝐿𝐿. 𝑅𝑅𝐴𝐴 = 𝑅𝑅𝑟𝑟 + 𝑅𝑅𝐿𝐿 

Antenna radiation efficiency: the ratio of the power radiated through 𝑅𝑅𝑟𝑟 to the total 

power delivered to load resistance 𝑅𝑅𝐿𝐿 and radiation resistance 𝑅𝑅𝑟𝑟. 

2. Scattering Parameter  

In the context of designing a microwave imaging system for brain stroke detection, 

understanding the behaviour of the multiport network and its S-parameter matrix is 

crucial. The incident power wave is defined as 𝑎𝑎𝑖𝑖 = 1
2
𝑘𝑘𝑖𝑖(𝑉𝑉𝑖𝑖 + 𝑍𝑍𝑖𝑖𝐼𝐼𝑖𝑖), where 𝑘𝑘𝑖𝑖 = 1

�𝑅𝑅{𝑍𝑍𝑖𝑖}
. 

The reflected power wave is defined as  𝑏𝑏𝑖𝑖 = 1
2
𝑘𝑘𝑖𝑖(𝑉𝑉𝑖𝑖 − 𝑍𝑍𝑖𝑖∗𝐼𝐼𝑖𝑖). As the same antenna is 

used for each port, the impedance of each port  𝑍𝑍𝑖𝑖  takes the same value 𝑍𝑍0 . The 

relationship between the incident and reflected waves for each port is captured in the 

S-parameter matrix S. For a generic N-port network, the relationship between the 

incident and reflected waves can be expressed as 𝑏𝑏 = 𝑆𝑆𝑎𝑎, where a and b are vectors of 

incident and reflected waves, respectively, and S is an N-by-N matrix of complex 

coefficients. 

In the case of a two-port network, the relationship between the incident and 

reflected waves can be expressed as 𝑏𝑏1 = 𝑠𝑠11𝑎𝑎1 + 𝑠𝑠12𝑎𝑎2   and 𝑏𝑏𝑖𝑖 = 1
2
𝑘𝑘𝑖𝑖(𝑉𝑉𝑖𝑖 − 𝑍𝑍𝑖𝑖∗𝐼𝐼𝑖𝑖) . 

Here, 𝑠𝑠11 is the input port voltage reflection coefficient, which measures the amount of 

incident voltage that is reflected to the source. The reverse voltage gain, 𝑠𝑠12, measures 

the amount of voltage from port 2 that is fed back into port 1. The forward voltage gain, 

𝑠𝑠21, measures the amount of voltage from port 1 that is transmitted to port 2. Finally, 

the output port voltage reflection coefficient, 𝑠𝑠22, measures the amount of reflected 

voltage at port 2. 
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In designing a microwave imaging system for brain stroke detection, 

understanding the behaviour of the multiport network and the S-parameter matrix is 

crucial for optimizing the performance of the system. By carefully selecting the 

impedance of each port and using the appropriate coupling methods, it is possible to 

minimize losses and optimise the signal-to-noise ratio, leading to improved imaging 

resolution and accuracy. 

3. Maxwell Equation and Dielectric Property  

Maxwell’s equations mathematically describe the properties of electric and 

magnetic field. 

Having brought electricity, magnetism, and optical phenomena, together into one unif

ied theory, Maxwell formulated the relationships between varying electric and 

magnetic fields systematically. Considering the differential and integral formulations 

are mathematically equivalent, we mention differential form here for brevity. 

Gauss’ s law:                                         ∇��⃗ ∙ 𝐸𝐸�⃗ = 𝜌𝜌 

Gauss’ s law in magnetism:                  ∇���⃗ ∙ 𝐵𝐵�⃗ = 0 

Faraday’s Law:                                    ∇��⃗ × 𝐸𝐸�⃗ = −𝜕𝜕𝑑𝑑�⃗

𝜕𝜕𝑡𝑡
 

Ampere’s Law:                                    ∇��⃗ × 𝐻𝐻��⃗ = −𝜕𝜕𝐷𝐷��⃗

𝜕𝜕𝑡𝑡
+ 𝐽𝐽 

where 𝐸𝐸�⃗  is electric field with MKS units 𝑉𝑉
𝑚𝑚

, 𝐻𝐻��⃗  is magnetic intensity with the units 𝐴𝐴
𝑚𝑚

, 𝐷𝐷��⃗  

is the electric displacement with the units of 𝐿𝐿
m2, 𝐵𝐵�⃗  is the magnetic flux density, with 

units 𝑊𝑊𝑏𝑏
m2, 𝐽𝐽 is the electric current density in 𝐴𝐴

m2 and 𝜌𝜌 is the electric charge density with 

the units of  𝐿𝐿
m3. 

The following constitutive equations describe the relations between the magnetic 

intensity,  magnetic flux density and the electric displacement. 

𝐷𝐷��⃗ =𝜀𝜀𝐸𝐸�⃗  

𝐵𝐵�⃗ = 𝜇𝜇𝐻𝐻��⃗  

𝐽𝐽 = 𝜎𝜎𝐸𝐸�⃗  

https://en.wikipedia.org/wiki/Magnetic_flux
https://en.wikipedia.org/wiki/Magnetic_flux
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,where 𝜀𝜀 is the permittivity of the medium in Farad
𝑚𝑚

, 𝜀𝜀0 is the permittivity in vacuum 

4𝜋𝜋 × 10−7  Henry
𝑚𝑚

, 𝜇𝜇  is the permeability of the medium in Henry
𝑚𝑚

. 𝜎𝜎  is the material 

conductivity in  𝑆𝑆
𝑚𝑚

. 

When applying an electric field on dielectric materials, the dipoles in the medium are 

polarised, which gives rise to electric displacement, we can write:  

𝑃𝑃�⃗ =𝜀𝜀0𝜒𝜒𝐸𝐸�⃗  

𝐷𝐷��⃗ = 𝜀𝜀0𝐸𝐸�⃗ + 𝑃𝑃�⃗  

,where 𝑃𝑃�⃗  electric polarisation  or the sum of all the induced dipoles in the medium, 𝜒𝜒 is 

the electric susceptibility. 

The complex permittivity of lossy dielectrics of printed antenna components and human 

tissues are given by 

ε = ε𝑟𝑟(1 − 𝑗𝑗𝑡𝑡𝑎𝑎𝑛𝑛𝛿𝛿)ε0 

where ε𝑟𝑟 is the relative permittivity of material, tan δ is the loss tangent and ε0 is the 

permittivity of free space. 


	Table of Contents
	Chapter 1 Introduction
	1.1 Overview and Motivation
	1.2 Literature Review
	1.2.1 Microwave Imaging for Brain Stroke Detection
	1.2.2 Brain Stroke and Brain Phantom Preparation
	1.2.3 Experimental Setup

	1.3 Challenges of Optimising Microwave Imaging System
	1.3.1 Frequency-dependent Dielectric Property
	1.3.2 Spurious Radiation Issue of Printed Monopole Antenna
	1.3.3 Substrate of Antenna
	1.3.4 Optimal Frequency for Microwave Imaging
	1.3.5 Coupling Liquid

	1.4 Current Stage of Study in a Typical Evolutionary Timeline
	1.5 Contributions and Relevant Publications
	1.6 Thesis Structure

	Chapter 2 Background and Methodology
	2.1 Biomedical Antennas for Microwave Imaging
	2.1.1 Vivaldi Antenna
	2.1.2 Microstrip Patch Antenna
	A. Coaxial Probe Fed Patch Antenna
	B. Aperture-coupled Fed Patch Antenna

	2.1.3 Printed Monopole Antenna
	2.1.4 Coplanar Waveguide (CPW) Antenna
	2.1.5 Printed Yagi Antenna
	2.1.6 Dielectric Resonator (DR) Antenna
	2.1.7 Wearable Textile Patch Antenna

	2.2 Antenna Design Techniques and Optimisation Methodology
	2.2.1 Equivalent Circuit Models of Monopole Antennas
	2.2.2 Impedance Matching Method
	2.2.3 Numerical Analysis of Scattering Parameter
	2.2.4 Power Transfer Efficiency Analysis
	2.2.5 Regular-shaped Formula Estimation Formulas
	2.2.6 Simulation Software Validation


	Chapter 3 Printed Monopole Patch Antenna Design
	3.1 Edge-coupled Antenna Design
	3.2 Impact of Patch Shape on Antenna Performance
	3.2.1 Reflection Coefficient
	3.2.2 Radiation Resistance and Radiation Efficiency

	3.3 Performance of Printed Monopole vs Microstrip Antenna
	3.3.1 Complex Impedance Analysis
	3.3.2 E-field (0.5m) at 1.3GHz
	3.3.3 Length of Ground Plane
	3.3.4 Reflection Coefficient of Printed Monopole vs. Microstrip Antenna

	3.4 Exploring the Dimensions of ECA
	3.4.1 Overall Dimension Analysis
	3.4.2 Dimension of Fabricated Antenna

	3.5 Simulation Performance of Fabricated ECA
	3.5.1 Characteristics of ECA
	3.5.2 Transmission Coefficient Level between Antennas


	Chapter 4 Aperture-Coupled Fed Antenna Design
	4.1 Initial Prototype of ACA
	4.2 Equivalent Circuit and Input Impedance of ACA
	4.3 ACA Optimisation
	4.3.1 Same Material for Both Substrates
	4.3.2 Different Materials for Front and Back Substrate
	4.3.3 Total Thickness of Substrate
	4.3.4 Thickness of Front and Back Substrate

	4.4 Comparison of Characteristics between ECA and AVA
	4.4.1 Reflection Coefficient and VSWR
	4.4.2 Near-field Electric Field Characteristics
	4.4.3 Far-field Characteristics


	Chapter 5 Study of Antenna Arrays
	5.1 Immersing Coupling Liquid
	5.2 Design and Analysis of Microwave Imaging Scanners
	5.2.1 Simulation of the Headband Scanner
	5.2.2 Simulation of Helmet Scanner

	5.3 Modelling of Head and Blood Targets
	5.4 Transmission Level Comparison between Headband and Helmet Scanners
	5.5 Model and Target Type, Size and Location
	5.6 Transmission Level Comparison between ECA Array vs ACA Array
	5.7 Reconstruction with DBIM-TwIST
	5.8 Reconstruction Images of ECA vs ACA
	5.9 Optimal Antenna Number in Array
	5.10 Imaging Quality Assessment

	Chapter 6 Study of The Experimental MWI System
	6.1 Experimental Phantom Preparation
	6.2 Calibration
	6.3 Vector Network Analyser
	6.4 Experimental Validation

	Chapter 7 Conclusion and Future Work
	7.1 Conclusion
	7.2 Future Work


