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Abstract

Among the issues that arise from services on online platforms such as
social networks (OSNs), there is an increasing concern about privacy and
data protection. This is exacerbated when looking at multi-user privacy
(MP), i.e. when the privacy decisions of an individual impact multiple
stakeholders, which is an issue that has gathered little attention so far.

Following an iterative Value Sensitive Design approach and informed by
the literature in Privacy and Autonomous Systems, in this thesis I in-
vestigate the design of autonomous systems that can effectively support
OSNs users manage MP. This investigation culminates in ELVIRA, a
user-centric multi-agent architecture that, by engaging in practical rea-
soning, recommends optimal collaborative solutions to MP conflicts. The
optimality of the solutions is measured by considering not only the con-
textual privacy preferences of all the users involved, but also their moral
values. Furthermore, ELVIRA justifies such privacy recommendations
by producing tailored explanations, whose format has been investigated
and validated with users.

Through software simulations and a user study, I demonstrate how the
agent ELVIRA presents a combination of features that enables it to
provide a more satisfactory support for users than alternative state-of-
the-art approaches for managing MP in OSNs. In particular, ELVIRA’s
privacy recommendations are more acceptable across demographics, and
ELVIRA’s explanations nudge users to be more respectful of others’ pref-
erences and more appreciative of fair solutions to MP conflicts. Addi-
tionally, drawing from evolutionary game theory and simulating a word-
of-mouth marketing strategy, I show how ELVIRA could be widely and
stably adopted by OSNs users.

Finally, I outline possible extensions of the ELVIRA model, such as
the definition of interactive explanations and the management of non-
collaborative behaviour.
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Chapter 1

Introduction

1.1 Problem statement and motivation

Our society is hyper-connected. People are constantly online, while engaging with

an increasing amount of services offered through the internet. In particular, Online

Social Networks (OSNs) are a pervasive phenomenon of our time. As of October

2021 (see Figure 1.1), billions of people worldwide access one or more social network

platforms regularly (at least once per month). According to an online survey of 2500

OSNs users performed in February 2019 in the United States, the majority of users

engage with visual content online (see Figure 1.2). It is estimated that in a single

minute 240k photos are shared on Facebook and 65k on Instagrami. Generally, users

manage their own privacy by specifying access control mechanisms that limit the

audience of the content they share online, usually according to the characteristics of

other users in the same network (e.g., whether the other user is a contact, a friend,

a follower, etc.) and in line with the platform of choice.

Thanks to recent progress in data privacy legislation (see for instance the GDPR

in Europe and the CCPA in California), users of online platforms are now generally

more protected against misuse and misappropriation of personal data, but many

other challenges need to be tackled before (if ever) users can be completely safe

iEstimate based on the internet usage in August 2021, see https://www.domo.com/learn/

infographic/data-never-sleeps-9, accessed 30/01/2022.
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Figure 1.1: Most popular social networks worldwide as of October 2021, ranked by
number of active users (in millions). Notes: * = Platforms have not published up-
dated user figures in the past 12 months, figures may be out of date and less reliable;
** = Figure uses daily active users, so monthly active user number is likely higher.
This diagram is taken from https://www.statista.com/statistics/272014/

global-social-networks-ranked-by-number-of-users/, accessed 29/01/2022.
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Figure 1.2: Percentage of social media users (2500) in the United States
who engaged in selected activities on OSNs in February 2019. This
is taken from https://www.statista.com/statistics/200843/social-media-

activities-by-platform-usa/, accessed 30/01/2022.

online. One of the outstanding issues in online privacy, which is the main motivation

of my work and is critically relevant to OSNs, is the general lack of support for multi-

user privacy (MP), often referred to as multi-party privacy or collective privacy [134,

83]. MP concerns all those situations where the privacy choices of an individual

impact the privacy of other people. In fact, privacy does not regard only what we

decide to disclose about ourselves, but also what others disclose about us [173].

Online collaborative platforms, and in particular OSNs, naturally represent a

risk for multi-user privacy, because even though they allow users to collaboratively

create, modify and interact with digital content, they usually do not allow to collab-

oratively manage the privacy settings of that digital content. In fact, an OSN user’s

privacy can be threatened not only by his/her misuse of the access control mecha-

nisms made available by the platform, but also by their misuse (often unintentional)

from other users. Whenever someone’s privacy expectations are not aligned with

those of the other users one interacts with on the OSN, multi-user privacy conflicts

(MPCs) are likely to arise. As an example of MPC, consider the case where Alice,

Bob and Charlie are all “friends” on an OSN, i.e., they are connected. Alice and

Bob are attending a party which Charlie was not invited to. Bob would like to

upload on the OSN a picture he took with Alice during the party. However, Alice

knows that Charlie would be upset to see Alice and Bob attending a party together
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without him, so she prefers that no picture of the party would be uploaded. If Bob

was actually to share the picture, he would compromise Alice’s privacy. As Such

and Criado well summarise in [174], OSN platforms currently support only repara-

tive solutions, which result in unsatisfactory or awkward situations for the involved

users. For instance, Alice could untag herself, but, apart from the fact that Charlie

might have seen the photo as soon as it was posted, that is even before Alice could

react, Alice and Bob’s photo would still be available on the platform for Charlie to

see it. Otherwise, if the photo was considered indecent (e.g., depicting nudity or

violence), Alice could report the picture as inappropriate to the OSN, but without

any guarantee of an efficient and timely actionii.

MPCs are highly prevalent. In a recent user study which involved more than

a thousand people [175], 30% of the participants reported to have experienced at

least one MPC within one month of the survey date, 44% within six months, and

99% within their overall experience on OSNs. Even though not all conflicts can be

classified as of high severity, too often they unnecessarily spoil the users’ activities

on the platforms.

All this evidence that I just presented urges researchers in Usable Privacy to in-

tensify their efforts towards a better support for multi-user privacy management in

OSNs. Privacy assistants have been argued to be a promising approach to help users

manage their individual and collective online privacy: in fact, the widespread intro-

duction of autonomous agents such as desktop and smartphone personal assistants

may not be just another threat to privacy, but also a solution [177]. For instance, a

privacy personal assistant may negotiate data sharing when interacting with online

services [20] and learn and elicit the preferences of their users [21, 29, 57], who are

often unaware of their preferences and oblivious of the privacy implications of their

online behaviour [2]. Other types of privacy personal assistants have been suggested,

iiSee, for instance, the Facebook policy https://www.facebook.com/help/1753719584844061

(accessed 30/01/2022).
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drawing from alternative common techniques in autonomous systems: agents that

follow privacy norms (see [48, 5] among others), that engage in privacy-driven game

theoretical dynamics (e.g., [166, 142, 187] etc.), that present arguments or semantic

rules to justify privacy decisions (cf. [91, 111, 60] and others), etc.

However, when designing such privacy assistants, our attention should not be

narrowly focused only on the privacy application: instead, we should also keep in

mind the more general challenges that regard the safe deployment of autonomous

systems in society, such as the value alignment problem and the explainability prob-

lem. In fact, in order to be truly supportive for users, privacy assistants should

behave according to their users’ expectations and recommend privacy decisions that

do not contradict their human rights and values [56]. In addition, privacy assis-

tants should be able to explain and justify their privacy decisions, which would

bring about two main beneficial consequences: (i) users could fully understand the

reasons and the consequences of the received recommendations and would be able

to critically evaluate them (e.g., accept or reject); and (ii) privacy assistants could

prove their value-alignment, i.e. their coherency with the users’ values, potentially

increasing their users’ trust towards them [204].

1.2 Aim of this thesis

Given the need to provide a better support for multi-user privacy management in

OSNs, I have dedicated my research work to the investigation, design, implemen-

tation and evaluation of autonomous agents that can effectively help OSN users

manage their online privacy. In order to provide effective support, autonomous sys-

tems need to be user-centric, that is they need to recommend privacy actions and

decisions that are consistent with the users’ preferences, i.e. they need to be value-

aligned, and clear to understand, i.e. they need to be explainable. In particular, I

have aimed to answer the following main research question:

19



RQ: How do we design autonomous systems that can effectively help

users of online social networks manage multi-user privacy?

and the following three research sub-questions that have consequently emerged:

RQ-A: Which features do autonomous systems need to present in order

to effectively help users of online social networks manage multi-user pri-

vacy?

RQ-B: How do we design value-aligned autonomous systems that can

effectively help users of online social networks manage multi-user pri-

vacy?

RQ-C: How do we design explainable autonomous systems that can ef-

fectively help users of online social networks manage multi-user privacy?

In order to answer the above questions, I have followed a Value Sensitive Design

approach (VSD – see Section 2.4) [66], which is a theoretically grounded methodol-

ogy that aims to include human values into the design, research and development

of Information and Communication Technologies. VSD drives the technology de-

signer through a three-phases iterative process: conceptual investigation, technical

investigation and empirical investigation.

1.3 Overview

In this thesis I describe the scientific process, driven by the Value Sensitive Design

approach (VSD), that I followed to answer the research questions above.

1.3.1 Conceptual investigation - I iteration

The initial part of my research focused on a first iteration of conceptual investigation

with the aim of answering RQ-A. It consisted of an extensive and critical analysis of

the previous literature on online privacy and autonomous systems (ASs) [2, 177, 94]
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and, more specifically, on both theoretical studies and empirical evidence on multi-

user privacy (MP) on OSNs [134, 175, 207, 97]. From this, I gathered some insights

regarding the features that ASs should present in order to be considered helpful and

effective in managing MP.

First of all, ASs should aim to put all users involved in an MPC on an equal

footing regardless of whether they are uploaders or co-owners of the content, so

the perspectives of all the users are taken into account. This is because empirical

evidence tells us that many of the MPCs are due to the available access control

mechanisms, which only consider the perspective of one user, who tends to be the

uploader [207]. Hence, for effectively solving MPCs, ASs should be role-agnostic.

Then, ASs should behave differently according to the users’ subjective prefer-

ences, because different individuals manage privacy in different ways depending on

the context [2, 129]. This means that ASs should be context-aware and able to

map contexts onto privacy preferences, in order to adapt their behaviour to shifts

in context. Hence, for effectively solving MPCs, ASs should be adaptive.

As part of the general need for ASs to be value-aligned with their users, ASs

should take into account moral values when managing MP, because empirical ev-

idence suggests that users do so [175]. For instance, some users go beyond their

perceived personal gain to consider the consequences of their actions on others, or

self-transcend to accommodate others’ preferences. Hence, for effectively solving

MPCs, ASs should be value-driven.

In summary, the first iteration of conceptual investigation identified role-agnosticism,

adaptability and to be value-driven as the required features for an AS to effectively

support MP.
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1.3.2 Technical investigation - I iteration

Moving on to a first attempt of technical investigation, I designed an agent-based

model, namely JIMMY, that is role-agnostic, adaptive and value-aligned with its

users when recommending decisions w.r.t. MPCs in OSNs. I defined the agent’s

value-alignment drawing from the Schwartz Theory of Basic Values, which asserts

that values drive human behaviour. Considering this, and as a preliminary answer

to RQ-B, JIMMY aims to recommend, during the negotiation of privacy policies

with other users, decisions and behaviours that are consistent with the moral and

attitude-related preferences of its users.

1.3.3 Conceptual investigation - II iteration

Despite being in line with the empirical evidence that sees users sometimes going

beyond their personal interest in order to accommodate others’ privacy preferences,

JIMMY seemed to be too naive, providing solutions that were aligned with the

user’s morality, but too far from their initial privacy preferences. For instance, to be

benevolent towards others does not imply that the user will accept any sharing policy

that other users may propose. Therefore, in a second iteration of the conceptual

investigation, I have included the fact that ASs should consider solutions to MPCs

according to the personal advantage or disadvantage that the users involved can face

in terms of both: positively enjoying the benefits of sharing in OSN and maintaining

relationships [94]; and negatively experiencing privacy violations [97, 207]. Hence,

for effectively solving MPCs, ASs should not only be value-aligned, but also utility-

driven.

Furthermore, as part of the second iteration of conceptual investigation, it emerged

that the capability of an AS to provide an explanation of its processes [112], generally

desirable for reasons of trustworthiness [204], accountability [45], and responsibility

[56] is particularly crucial in the MPC context for allowing users to make informed
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choices, to know why a solution is suggested and its effects [134], and to align the

differences between uploaders and co-owners [175]. Hence, for effectively solving

MPCs, ASs should be explainable.

1.3.4 Technical and empirical investigation - later iterations

In a second iteration of technical investigation within the VSD, I have designed

another agent-based model, namely ELVIRA, which presents all the mentioned fea-

tures. In particular, whenever an MPC occurs, the agent first engages in a value-

and utility-driven practical reasoning process to identify the best solution, and then

it conveys and justifies such solution to the user. Several iterations of technical and

empirical investigations have (a) confirmed the benefits of considering both utility

and values when computing an MPC solution through software simulations; (b)

informed a desirable design of explanations through a user study; and (c) shown

how ELVIRA’s recommendations and explanations were more frequently and better

accepted than the ones generated by other state-of-the-art models in another user

study. Such comparison with other state-of-the-art models, which present differ-

ent subsets of the identified required features, confirmed that the five requirements

together guarantee better chances for an effective MP support.

Finally, given this evidence, I concluded the VSD process that drove my research

to answer my research questions was complete, because:

• the conceptual investigation suggested that autonomous systems, in order to

effectively help users of OSNs manage multi-user privacy, should be role-

agnostic, adaptive, both value- and utility-driven, and explainable (cf.

RQ-A).

• the technical and empirical investigations I conducted suggested that ELVIRA,

being value-aligned with its user (cf. RQ-B) and able to explain its solutions
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(cf. RQ-C), can effectively help users of OSNs manage multi-user privacy (cf.

RQ).

Feature Definition

Role-agnosticism to offer equivalent support to all the users involved in the
MPC, independently of them being uploaders or co-owners of
the content

Adaptivity to offer privacy recommendations that are consistent with the
contextual preferences of the users involved in the MPC

Value-driven to offer privacy recommendations that are consistent with the
moral and attitudinal preferences of the user

Utility-driven to offer privacy recommendations that are as close as possible
to the user’s privacy preference

Explainability to offer usable explanations for the generated privacy recom-
mendations

Table 1.1: The design features that enable autonomous systems to effectively support
multi-user privacy in OSNs, as identified through an iterative conceptual investiga-
tion within the Value Sensitive Design approach.

Table 1.1 provides a summary of the features that answer RQ-A in order to

facilitate references in later parts of the thesis.

1.4 Publications

Part of the work that I describe in this thesis has been previously published in peer

reviewed venues.

• Journal article

– Mosca, Francesca and Jose Such (2022). “An explainable assistant for

multiuser privacy”. In: Autonomous Agents and Multi-Agent Systems

36.1, pp. 1–45 [125]

• Conference papers
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– Mosca, Francesca and Jose Such (2021). “ELVIRA: an Explainable

Agent for Value and Utility-driven Multiuser Privacy”. In: Proceedings of

the 20th International Conference on Autonomous Agents and MultiAgent

Systems, pp. 916-924 [124]

– Mosca, Francesca (2020). “Value-Aligned and Explainable Agents for

Collective Decision Making: Privacy Application”. In: Proceedings of the

19th International Conference on Autonomous Agents and MultiAgent

Systems, pp. 2199–2200 [122]

– Mosca, Francesca, Jose Such, and Peter McBurney (2020). “Towards

a Value-driven Explainable Agent for Collective Privacy”. In: Proceed-

ings of the 19th International Conference on Autonomous Agents and

MultiAgent Systems, pp. 1937–1939 [126]

• Workshops and Symposia papers

– Mosca, Francesca, Ştefan Sarkadi, Jose Such, and Peter McBurney

(2020). “Agent EXPRI: Licence to Explain”. In: Proceedings of the 2nd

International Workshop on Explainable, Transparent Autonomous Agents

and Multi-Agent Systems. Springer, pp. 21–38 [123]

– Mosca, Francesca, Jose Such, and Peter McBurney (2019). “Value-

driven collaborative privacy decision making”. In: Proceedings of the

AAAI Spring Symposium on Privacy-Enhancing Artificial Intelligence

and Language Technologies, pp.13-20 [121]

1.5 Structure of this thesis

In this chapter, I have introduced the motivations and the scope of the work I

present in this thesis, namely the design of user-centric autonomous systems (ASs) to

effectively support the management of multi-user privacy on online social networks.
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In order to succeed in this direction, it is necessary to take into account the already

known challenges that the deployment of ASs in society brings upon, such as their

value alignment and their explainability.

In the next chapter, Chapter 2, I summarise the interdisciplinary background

knowledge that represents the foundations of my work and that the reader should

be familiar with in order to better appreciate my contribution. Then, in Chapter 3,

I survey the research literature on ASs (i) that preserve privacy, (ii) that are value-

aligned, and (iii) that are explainable.

In Chapters 4 and 5 I present two agent-based models, respectively JIMMY and

ELVIRA, for collaboratively solving multi-user privacy conflicts (MPCs). JIMMY

was the first attempt to design an agent that supports MP and it is adaptive, role-

agnostic and value-aligned. ELVIRA, instead, satisfies all the required features,

including being utility-driven and explainable, for a model to effectively support

users to solve MPCs. ELVIRA is then empirically evaluated through software sim-

ulations, described in Chapter 6, and through a user study, which I report upon

in Chapter 7. Furthermore, drawing from evolutionary game theory, I simulate in

Chapter 8 the long-term adoption of ELVIRA in OSNs as a technology to manage

MP under different conditions.

Finally, I conclude this thesis in Chapter 9 by summarising my contributions to

the field of ASs for multi-user privacy management and by outlining possible future

lines of research.
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Chapter 2

Background

2.1 Introduction

In this chapter, I introduce the interdisciplinary background knowledge that the

reader should be familiar with in order to better appreciate the work presented in

this thesis.

First, in Section 2.2, I draw from the Privacy literature. I start presenting the

multifaceted concept of privacy, with a spotlight on online informational privacy.

Then, considering the main threats that users may encounter online, and specifically

on online social networks (OSNs), I focus on the insider threat [87] and discuss its

individual and multi-party components. To tackle the latter can be said to be the

main goal of this thesis.

Next, in Section 2.3, I draw from the Social Sciences and Psychology. There, I

illustrate the concept of human value, by discussing its definition and the influence of

values over human behaviour. I also introduce the Schwartz Theory of Basic Values

[154], upon which I define the value-aligned agent-based models in Chapters 4 and

5.

Then, in Section 2.4, I draw from Engineering and Technology design. There,

I present Value Sensitive Design [66], an iterative methodological approach that

guides the designer into accounting for appropriate values (here interpreted as prop-
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erties or requirements, not in the Social Science meaning of moral values) into tech-

nology. This method has driven me through the definition of the requirements

for solving multi-party privacy conflicts (MPCs) that I reported in Table 1.1, and

through the design and evaluation of the agent-based models for managing multi-

user privacy that I discuss throughout the entire thesis.

Furthermore, in Section 2.5, I draw from Artificial Intelligence, more specifically

from Agent-based Modelling and Argumentation. There, I report on Atkinson and

Bench-Capon’s work on practical reasoning [14, 15], a process an autonomous agent

can follow in order to reason about what to do. I adapt and apply their approach

in Chapter 5, where I describe how an agent is able to reason about and explain the

best solution for an MPC.

Finally, I draw again from the Social Sciences in Section 2.6, where I report on

Miller’s findings [112] regarding the nature of explanations in AI. The awareness that

the user’s idea of explanation when interacting with an artificial agent may differ

from the one of the designer/engineer of that same agent motivates the theoretical

and empirical work that I present in Chapters 5 and 7.

2.2 Theories of privacy

Privacy has been a concept of interest in the human society at least since Aristotle

[53], when discussions about the distinction between public and private spheres first

emerged. Nowadays, privacy is considered a fundamental right, as recognised in the

UN Declaration of Human Rightsi:

“No one shall be subjected to arbitrary interference with his privacy,

family, home or correspondence, nor to attacks upon his honour and

reputation. Everyone has the right to the protection of the law against

iSee Art.12, https://www.un.org/en/about-us/universal-declaration-of-human-

rights
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such interference or attacks.”

The definition of privacy has varied over time and across cultures, but, given

the current “age of information” [2], in this thesis I mostly refer to informational

privacy, i.e., privacy of personal data. In the following, I report the most well-known

conceptualisations of privacy, as described by Such [177]:

• Confidentiality: as a security property of computer systems, privacy as confi-

dentiality ensures the prevention of unauthorised reading of information [171],

e.g., through encryption and authentication technologies.

• Notice and Choice: starting with Westin’s definition of privacy as “the

claim of individuals, groups, or institutions to determine for themselves when,

how, and to what extent information about them is communicated” [202], the

concept of privacy has evolved into the self-determination right [144], which

highlights the importance of providing notice for any collection and use of

personal data, e.g., through privacy policies.

• Boundary Regulation: mostly related to social sciences, privacy is an inter-

personal boundary regulation process [9, 137], where individuals manage the

amount of information they disclose to others according to the social relation-

ships in place.

• Contextual Integrity: privacy is contextual, meaning that to disclose or to

conceal information can be more or less appropriate according to the context

where the information flow happens [129] and is regulated, e.g., through social

norms and rules.

In the recent years, there has been an attempt to combine all of the above definitions

in order to encompass the plurality of privacy [2] when designing, engineering and

operationalise privacy in technology [74].
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2.2.1 Privacy in Online Social Networks

Nowadays, we engage with online services more than ever and for a variety of pur-

poses, such as communication, information, entertainment, shopping, etc. However,

all these services come with potential risks for our privacy, mainly related to per-

sonal data collection, processing, management and dissemination [177]: if our per-

sonal information is disclosed unwittingly, or is stored inappropriately, or is used for

secondary purposes we are not aware of, alarming privacy violations can occur.

In particular, when considering OSNs, users can incur into some more specific

privacy threats [62], such as identity theft, unauthorised access, misuse of personal

information, stalking, and profiling, all of which are mostly due to third parties

attacks. Yet, threats can emerge very commonly also within one’s own personal

network of contacts: the insider threat, defined as “inappropriately sharing content

with members of the friend network” [87], has been described among the most

worrisome threats for users, who are often unable to mitigate it even with an accurate

use of the privacy settings of the online platform. To account for this threat brings

forward two main challenges, somewhat complementary, regarding the definition of

optimal access control mechanisms to regulate the disclosure of information: (i) how

to help users manage self-disclosure of personal information, and (ii) how to help

users manage disclosure of personal information from/about other people. While

tackling these challenges, it is necessary to follow a user-centric approach, as different

users have different needs and preferences in terms of privacy management [3].

Self-disclosure Traditionally, when managing access control for online services,

there was a tendency to define group-based or rule-based access control mechanisms

(see [134] for a review on the topic). More recently, the type of interactions available

on OSNs has made necessary a new approach that focuses on the users interpersonal

relationships, namely relationship-based access control (ReBAC) [68]. Ideally, when
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considering fine-grained ReBAC, access control is regulated in terms of nature and

strengths of social relationships and can be specified for individual online contents,

such as specific posts or pictures. This allows to better mimic the way people disclose

personal information in real life, by distinguishing, for example, between relatives,

colleagues, and close or distant friends. Even though the current OSN platforms have

been mostly implementing ReBAC policies (e.g., friendship on Facebook, or followers

on Instagram and Twitter), they generally offer poor granularity and flexibility, and

no support to define access control considering the type of content to be shared [62].

This causes users to still encounter many difficulties when managing access control

(e.g., on Instagram, it is possible to identify only ‘close friends’ among the followers,

and followers can only be blocked altogether, denying access to all shared contentii)

[115]. The lack of usability of OSNs access control mechanisms is certainly one of

the main causes for inappropriate disclosure of personal information, but this can

also be due to other reasons, such as negligence, unawareness or ignorance of the

users, who may not be able to understand completely the consequences of certain

privacy settings of the platforms they interact with. For this reason, it is paramount

to design and develop privacy mechanisms that are able to support every user in

every context. I summarise the progress of the research community in this direction

in Section 3.2.1.

Multi-party disclosure To design better mechanisms to manage individual pri-

vacy on OSNs is not sufficient to guarantee protection against insider threats. In

fact, users’ privacy may be violated by content that is shared not only by them-

selves, but also by other people in the network. This is the case of multi-user [174]

or interdependent privacy [83] mismanagement, where someone (the uploader) may

share some content that refers to other users (the co-owners), who may have different

iiSee https://help.instagram.com/116024195217477/?helpref=hc_fnav - last accessed on
29/01/2022.
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privacy preferences w.r.t. that content. Traditionally, these situations are referred

to as multi-user privacy conflicts (MPCs). Despite most of the content shared on

OSNs being co-owned by multiple users [84], OSN platforms currently offer very

inadequate support for multi-user privacy [174], allowing only the uploader of the

co-owned content to manage its privacy settings. When MPCs occur, co-owners

can rely only on reparative solutions, such as untagging themselves or reporting

the content as inappropriate, which are clearly unsatisfactory, because the privacy

violations have usually been immediately perceived. A recent large-scale user study

[175] showed that MPCs happen often —almost the totality of the 1033 participants

had experienced at least one conflict within a year from the survey date— and are

mostly due to the uploaders’ inability to identify appropriate sharing policies for co-

owned items, which confirms previous findings [28, 97, 207]. Although some MPCs

do occur intentionally, like in the case of cyberbullism or revenge-porn [197], the vast

majority of MPCs happens in non-adversarial settings [175] and could be avoided

if mechanisms that preventatively recommend optimal sharing policies for co-owned

content were available. For this reason, researchers have been investigating how

to better support users to collaboratively manage access control, as I report on in

Section 3.2.2.

2.2.2 In this thesis

The work described in this thesis addresses the challenges related to the multi-party

aspect of the insider threat, in particular w.r.t. how to help the user select the most

appropriate access control policy when sharing content online that involves other

people. Notice that the models that I describe in the following parts of this thesis

rely on the assumption, often formulated in the literature (see Section 3.2.2), of

non-adversarial behaviour for the users involved in the MPC.

From a theoretical point of view, my work mostly builds on the conceptualisation
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of privacy given by Nissenbaum [129] as contextual integrity. Contextual integrity

sees people not like undifferentiated individuals in a homogeneous world, but as

individuals with certain roles in distinctive social contexts, allowing for diversified

privacy preferences and expectations. In a hospital, the patient may disclose per-

sonal information with the medical doctor, who is expected to be discreet; among

close friends, if one shares confidential details with another, there may be an ex-

pectation of reciprocity; if a medical doctor was friendly sharing personal details

with the patient, it would be considered inappropriate. The possibility of defining

social norms and rules that regulate the contextual disclosure of personal data is

particularly helpful when reasoning in terms of autonomous agents, as I do in this

thesis, given the extended literature available on normative systems (see, e.g., [47]).

Furthermore, given the focus on multi-user privacy of my work, I also draw from

the communication privacy management theory by Petronio [137]. Based on empiri-

cal evidence in a variety of contexts, Petronio argues that individuals define bound-

aries to distinguish what is public from what is private. Communication of private

information triggers expectations of behaviour on the recipient, who is considered

as responsible as the communicator for what regards the information protection.

That is, privacy boundaries need to be held collectively, through prior negotia-

tion and agreement on the access control for that information. Hence, thinking

about autonomous agents, the collective approach necessary to manage multi-user

privacy may be modelled according to well-studied decision-making techniques in

multi-agent systems, such as negotiation [58], social choice [149], and argumentation

[140].

As a final note, in the analysis of OSNs, interpersonal relationships are naturally

represented using social graphs, where nodes and edges represent respectively the

users and their relationships. If the edges are labelled, e.g., detailing the intimacy

or strength of the relationship, ReBAC policies can be replaced by topology-based
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policies [134], where access control is determined according to topological properties

of the social graph, e.g., degrees of separation and minimum intimacy over the

connecting path. In the models to support multi-user privacy that I describe in

Chapters 4 and 5, I rely on topology-based access control, which can be translated

from and to ReBAC [176], because it allows for maximum flexibility and granularity.

2.3 Theories of values

Human values have been studied and defined by many theorists and researchers (see,

among others, [156, 148, 8, 80, 85]), who generally agree on their main features,

which I report in the following.

• Values are beliefs which influence the way we feel about aspects of life and

ideas; we get passionate when talking about something that we value, i.e.

that we care about.

• Values refer to desirable goals, intended both as states of existence or ways of

acting.

• Values are trans-situational, element that distinguishes them from norms and

attitudes; if we value honesty, we consider it independently of the context

(towards friends or strangers, at work or with family, etc.).

• Values are the standards according to which we evaluate actions, people and

events.

• Values vary in importance across individuals and their relative order influences

actions and behaviour.

Some psychologists believe that values always have a direct and explicit influence

on behaviour (see, e.g., [8, 148]), while others consider that values impact on be-

haviour only occasionally, according to the individuals and the situations (see, e.g.,
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[110]). However, some more recent studies revealed substantial correlations between

most values and their corresponding behaviours [24]. It is believed that people act

according to their values because of a need of consistency [148] or self-reward [24],

in the sense that who pursues what they value is more likely to get what they want.

Also, interestingly, values are considered relatively stable for each person and change

little during adulthood [24, 148].

Given the impact that values have on what is considered acceptable to act upon,

the inclusion of values in the design of an autonomous agent, whether this would act

on our behalf or provide recommendations for decision-making, is crucial in order

to identify actions that are coherent with our intentions and expectations.

2.3.1 The Theory of Basic Values

The Theory of Basic Values [155], first introduced by Shalom Schwartz in 1992, aims

to measure universal values that are recognised across all major cultures. According

to Schwartz, values are seen as socially desirable concepts that allow humans to

interact between themselves, representing mental goals and the way used to describe

and communicate such goals.

Schwartz identifies ten main values, fully described in Table 2.1 [24], which are

interconnected and influence each other. These values can be organised in a circular

structure (see Figure 5.3), where two dimensions summarise the main tendencies

[154], defining four directions, or hypervalues, which pull apart while defining the

behaviours. On one axis, openness to change is opposed to conservation, represent-

ing dynamic and independent ways of acting versus conservatory and self-restraining

attitudes. On the other axis, self-transcendence reflects tolerant and altruistic be-

haviours in opposition to self-enhancement, which characterises authoritarian and

image-conscious conducts.

Furthermore, this theory provides a framework that relates the ten values to be-
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Value Definition (specific value items)

Power Social status and prestige, control or dominance over people and re-
sources (social power, authority, wealth)

Achievement Personal success through demonstrating competence according to so-
cial standards (successful, capable, ambitious, influential)

Hedonism Pleasure and sensuous gratification for oneself (pleasure, enjoying life)
Stimulation Excitement, novelty, and challenge in life (daring, a varied life, an

exciting life)
Self-direction Independent thought and action-choosing, creating, exploring (cre-

ativity, freedom, independent, curious, choosing own goals)
Universalism Understanding, appreciation, tolerance and protection of the welfare

of all people and of nature (broadminded, wisdom, social justice,
equality, a world at peace, a world of beauty, unity with nature,
protecting the environment)

Benevolence Preservation and enhancement of the welfare of people with whom
one is in frequent personal contact (helpful, honest, forgiving, loyal,
responsible)

Tradition Respect, commitment and acceptance of the customs and ideas that
traditional culture or religion provide the self (humble, accepting my
portion in life, devout, respect for tradition, moderate)

Conformity Restraint of actions, inclinations, and impulses likely to upset or harm
others and violate social expectations or norms (politeness, obedient,
self-discipline, honoring parents and elders)

Security Safety, harmony and stability of society, of relationships, and of self
(family security, national security, social order, clean, reciprocation
of favors)

Table 2.1: Description of the ten basic values in the Schwartz theory.
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Figure 2.1: Values and value-dimensions in the Schwartz Theory of Basic Values.

haviours and that enriches analysis, prediction, and explanation of value-behaviour

relations [157]. People take daily decisions according to the values they believe into.

Even though values can compete with each other, the individual realises the disso-

nance and decides what to do by giving priority to some values over the others, that

is by promoting a trade-off between competing values.

Schwartz suggests two main methodologies to measure the basic values: the

Schwartz Value Survey (SVS) and the Portrait Values Questionnaire (PVQ).

Schwartz Value Survey The SVS presents two lists of value items: first, 30

nouns which describe desirable end-states, then 27 items which describe desirable

ways of acting. This distinction between end-states and ways of acting follows from

Rokeach [148], but it seems not to have substantive importance [155]. Respondents

need to rate the importance of each item “as a guiding principle in their life” ac-

cording to a 9-point non-symmetrical scale (7: “supreme importance”, ..., 0: “not

important”, -1: “opposed to my values”), which reflects the way people think about
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values [154]. Each value is represented by 3 to 8 items and obtains as final score the

average rating given to the corresponding items.

Portrait Values Questionnaire The PVQ is available in two versions and re-

ports either 40 or 21 short verbal portraits of people. These portraits highlight a

person’s goals, aspirations or behaviours that implicitly correspond to one of the

main values. Respondents are asked “How much like you is this person?” on a

6-point scale from “very much like me” to “not like me at all”. Asking to com-

pare themselves to a portrait forces the respondent to focus only on the similarities

between themselves and the presented profile [154]. The PVQ manages to elicit

a person’s values without explicitly referring to the values. Each value is repre-

sented by 3 to 6 portraits and obtains as final score the average rating given to the

corresponding portraits.

The PVQ, which implicitly elicits values through behavioural situations, requires

from the respondents a more concrete and less cognitively complex task than the

SVS, which demands more familiarity with abstract thinking [154]. For this rea-

son, the PVQ is considered more appropriate for studies which consider a diverse

population in terms of schooling background, and for studies that are completed

online without direct guidance from an interviewer [156]. The PVQ-21 has been

successfully used in many studies to date, including in the European Social Sur-

veyiii, a biennial cross-national survey of attitudes and behaviour that has involved

38 different countries since 2002.

2.3.2 Other Values Scales

In the last century, many psychologists and social scientists attempted the definition

of a formal framework of values that define human behaviour. In the following, I

iiihttps://www.europeansocialsurvey.org/
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report an overview of the most known theories of values and of the tools that have

been suggested to elicit human values. I include also a personality model, namely the

Big Five, given the influence that personality traits can have on behaviour, despite

their conceptual and empirical difference from values [147].

Allport and Vernon In 1914 Eduard Spranger theorised six ideal types of peo-

ple, characterised by their predominant value attitudes, meant as beliefs, ways of

thinking and patterns of living [130]. The six main values considered by Spranger

are: theoretical (discovery of truth), economic (what is most useful), aesthetic (form,

beauty, and harmony), social (seeking love of people), political (power), and reli-

gious (unity). Basing on Spranger’s evaluation of the personality, in 1931 Allport

and Vernon designed the Study of Values (SoV) as a psychological tool to measure

personal values on the basis of declared behavioural preferences [8]. The SoV con-

sists of 45 multiple-choice questions referring to alternative activities or occupations

from which the respondent chooses the ones that are most appealing. Despite being

for long among the most known studies to measure personality, the archaic content

and inappropriate wording of the questionnaire have hindered its application in most

recent decades [93]. In 2003 Kopelman et al. revised the questionnaire in order to

make it more appropriate for the 21st century [93]. However, the refreshed version

of the SoV is available to use only with explicit permission from the authors.

Rokeach In 1973 Milton Rokeach [148] distinguished two types of values: terminal

values, such as happiness, equality, freedom, etc., which refer to desirable end-states

of existence; and instrumental values, such as ambition, honesty, obedience, etc.,

which refer to preferable modes of behaviour. According to Rokeach, people gener-

ally reflect upon values considering them as absolute; however, human behaviour is

driven by the relative importance of competing values in a given situation. Rokeach
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proposed the Value Surveyiv in order to elicit the relative ordering of individual val-

ues: this presents 18 terminal values and 18 instrumental values and instructs the

respondent to “arrange them in order of importance to YOU, as guiding principles

in YOUR life”[148]. However, this does not seem the most appropriate way to elicit

human values: in fact, the values as reported in the survey can be interpreted in a

subjective way [71], leading to inconsistent rankings across participants.

Hartman In 1967 Robert Hartman [76] introduces the concept of formal axiology

as a precise science to measure people’s ability to value things in terms of appre-

ciation of their properties. There are three hierarchical value dimensions, namely

systemic, extrinsic and intrinsic values, that can be specified systematically with an

objective scale of valuational richness, the Hartman Value Profile (HVP). The dif-

ferent combinations of the three value dimension codify emotions, motivations, and

behaviours. The HVP consists of two parts with 18 phrases each, that the respon-

dent needs to rank from good to bad according to their subjective sense of goodness

and badnessv. The maximum score in the HVP corresponds to the best and most

rational value-vision, which most favours adaptation, survival and flourishing. More

recently, Pomeroy [138] provided empirical validation for Hartman’s formal theory.

Inglehart Ronald Inglehart was the founder and first president (1981-2013) of the

World Values Surveyvi, an international research program devoted to the scientific

and academic study of social, political, economic, religious and cultural values of

people in the world. The project, which aims to analyse how people’s values, be-

liefs and norms change across nations and over time, runs waves of representative

comparative social surveysvii every five years. Basing on the data collected from

ivComplete survey available at http://faculty.wwu.edu/tyrank/Rokeach%20Value%20Survey.pdf
vFor the complete survey see Figure 1 and 2 in [43]
vihttps://www.worldvaluessurvey.org/wvs.jsp
viiComplete survey from the last wave (2017-2020) is available at

https://www.worldvaluessurvey.org/WVSDocumentationWV7.jsp.
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the World Values Survey, Inglehart hypothesised that socio-economic development

brings systematic changes in basic values. In order to validate this hypothesis, he

defined two major dimensions of cross-cultural variation: traditional versus secular-

rational and survival versus self-expression [86]. For reasons of convenience such as

data availability and consistency, only ten items from the survey are considered to

score the two dimensions [85]. The Inglehart-Welzel World Cultural Map [85] shows

how scores of societies are located on these two dimensions and, when comparing

data from different survey waves, allows to track the socio-economical evolution of

each society.

Hofstede Geert Hofstede started developing the Cultural Dimensions Theory (CDT)

in the 80s while working in IBM and kept updating it until 2010. The CDT is a

framework for comparing cultures by analysing six value dimensions: Power Dis-

tance, Uncertainty Avoidance, Individualism/Collectivism, Masculinity/Femininity,

Long/Short Term Orientation, and Indulgence/Restraint [80]. Respondents answer

six demographic questions and 24 content questions (four per dimension)viii based on

individual perceptions of each one’s own private life, job, organisation and society.

The answers to the content questions show systematic differences across national-

ities, but these should not be reflected on the personality of the individuals [80].

Hofstede’s work focuses more on the anthropological aspect of values than on the

psychological one, and therefore is less appropriate to be taken into consideration

when designing value-aligned autonomous agents with the intention of supporting

the individual’s decision making process.

Big Five The Big Five model is a taxonomy commonly used for representing

the human trait structure. Since Cattell in the Forties, several investigators have

viiiComplete survey available at https://geerthofstede.com/wp-content/uploads/2016/07/VSM-
2013-English-2013-08-25.pdf.
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focused on applying factor analysis to personality survey data, highlighting the

semantic associations people use when describe themselves or other people with

nouns and adjectives [72]. Different markers have been identified, but there is a

general traditional consensus on the following five basic factors: Neuroticism, Open-

ness to Experience, Extraversion, Agreeableness, and Conscientiousness. Among

the many tools that operationalise the Big Five framework, Goldberg [73] and the

Oregon Research Institute present the International Personality Item Pool ix, which

collects over 250 scales of different length and accuracy; Costa and McCrae sug-

gest the Revised Neuroticism-Extraversion-Openness Peersonality Inventory (NEO

PI-R) [44]. Despite its popularity, the Big Five model has been object of serious

criticism [135, 31], in particular regarding the lack of an underlying theory, the in-

appropriate exclusive use of factor analysis, and the disregard of other more private

elements of personality (e.g., honesty, religiosity, etc.).

2.3.3 In this thesis

Given the user-centric objective of this thesis, I rely on the Schwartz Theory of Basic

Values to design value-aligned autonomous agents for managing multiuser privacy

online.

Although other alternative value theories present some desirable properties, in

my opinion the Schwartz Theory seems the most suitable value theory for my purpose

because is the only one that provides both (i) a structured theoretical framework,

which describes how the similarity or diversity of values can influence behaviour,

and (ii) reliable tools to elicit the values that have been previously applied in a vari-

ety of disciplines and empirical studies beyond the Social Sciences and Psychology.

Other AI researchers before me have designed their autonomous systems based on

the Schwartz values (see Section 3.3), because these allow decision-making systems

ixhttps://ipip.ori.org/
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to recommend decisions more in tune with the preferences of the decision-maker

[190], especially when considering the individual’s priorities between perspectives in

a certain decision context.

It is important to notice that, while the Schwartz values have been recognised

across different cultures, the relationship between values and behaviour in privacy

contexts that I have identified and applied in my models may not be universally valid

and the design of my models may reflect a Western cultural bias (mine) [32, 212].

However, if a better value theory or more universal insights on mappings of values

and behaviours were made available, the architectures of the value-aligned agent-

based models that I describe in Chapters 4 and 5 could be effortlessly adapted

without losing any of their properties.

2.4 Value Sensitive Design

In this section I introduce Value Sensitive Design (VSD) as the methodological

approach I have applied throughout the development of the research work presented

in this thesis.

The second half on the twentieth century has seen an intense technological

progress in Information and Communication technologies (ICT). Van der Hoven

[189] identifies three phases corresponding to different focuses and goals of technol-

ogy: in the 60s-70s, technology was aiming mainly to solve problems; in the 80s-90s,

developers realised the importance of usability and started including user require-

ments in their design; then, more recently, there has been an increasing interest in

making technology positively impacting on the society, by including also human and

social values in the design process. In fact, “The first question which should there-

fore be asked with respect to technology is whether it actually delivers the goods,

whether it really contributes to the good life, however conceived” [189].

With this purpose of making technology more inclusive and aware of its users
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values and contribute to social well-being, VSD was initially developed in the early

90s by Batya Friedman and Peter Kahn. VSD is a theoretically grounded method-

ological approach that aims to include human values into the design, research and

development of Information and Communication Technologies [66, 189, 49, 206].

Despite being applied mainly in ICT, VSD has driven works also more widely in all

engineering and design disciplines (see [49] for an overview of VSD applications in

the past twenty years), including intelligent autonomous agents [188].

In [67], Friedman and Kahn recommend a list of 12 values that have a par-

ticularly relevant ethical status and should be discussed w.r.t. the design of ICT:

Human Welfare, Ownership and Property, Privacy, Freedom From Bias, Universal

Usability, Trust, Autonomy, Informed Consent, Accountability, Identity, Calmness,

and Environmental Sustainability. However, not only this is not considered to be

an exhaustive list, as Friedman and Kahn point out, but new perspectives have re-

cently emerged when discussing the inter-cultural validity and impact of values [32]

(see Section 2.3 for a discussion of the state-of-the-art work on human values in the

Social Sciences).

VSD provides specific instructions to follow during the design process [66] and

this enables everyone, also those who do not have a philosophical or ethical back-

ground, to proactively integrate ethical reflections in the design of their work [49].

In particular, VSD recommends three steps [66]:

1. Conceptual investigation: this step concerns the identification of (i) the stake-

holders, both direct and indirect, that are affected by the design at hand; and

of (ii) the values that are relevant within the design. One should ask whether

the values of interest are compatible, i.e., they can all be guaranteed equally for

all the involved stakeholders, or whether trade-offs between competing values

need to be specified (e.g., anonymity vs trust, usability vs privacy, autonomy

vs control, etc.).
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2. Empirical investigation: this step informs the designer about the user’s per-

ception of the technology at hand through both qualitative and quantitative

methods. One should ask how the stakeholders, individually or at some organ-

isational level, understand the values of interest and what they expect from

the technology, e.g., in terms of priority over values. This is helpful to define

the success of a particular design.

3. Technical investigation: this step presents a two-fold goal, namely (i) un-

derstanding how the design properties of existing technologies can hinder or

promote values, and (ii) proactively design systems which support the values

identified during the conceptual investigation. Regarding (i), the technical in-

vestigation differs from the empirical one in terms of the scope, which is now

on the technology itself and no longer on the stakeholders.

These three investigations are interrelated and interdependent. Hence, VSD

requires an iterative approach where each step informs the designer about the others

and may redirect the overall design process.

2.4.1 In this thesis

While developing the project described in this thesis, I have followed a VSD approach

and I have particularly benefited from its iterative methodology. In fact, given the

user-centric focus of my work, it has been crucial to follow a research approach

that would enable me to include some properties, identified as desirable by users

and/or in the related literature, in the design of autonomous systems to support

the collaborative management of multi-user privacy. Previously, VSD has been

successfully applied by researchers in agents and multi-agent systems (e.g., see [33]).

Informed by the prior literature on privacy in online social networks, in a first

iteration of conceptual investigation I have identified adaptivity, role-agnosticism
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and value-alignment as the main features to be embedded in a model for manag-

ing multi-user privacy online. Hence, during a first technical investigation, I have

designed a preliminary model, that I describe in Chapter 4, where a negotiating

agent supports equally all the users involved in a privacy conflict according to their

contextual preferences, i.e., it is adaptive and role-agnostic, by recommending ac-

tions which are coherent with the user’s morality, i.e., it is value-aligned. However,

further technical investigation and additional insights from empirical studies in the

literature highlighted some limitations of that model and the necessity for other

features to be included in the model design.

Hence, in a second iteration of conceptual investigation, I have revisited the

model requirements by adding the need to be also utility-driven and explainable (cf.

Table 1.1 in Section 1.3). This has led to the design of a new agent-based model,

which I present in Chapter 5, that presents all the requirements identified during the

conceptual investigation. New technical and empirical investigations (see Chapters

6, 7 and 8) have shown the goodness of the new design in comparison with other

state-of-the-art approaches for multi-user privacy management in OSNs, confirming

the successful feature selection during the conceptual investigation and concluding

the VSD process.

2.5 Practical reasoning

In this section, I summarise the approach to practical reasoning presented in the

work of Atkinson and Bench-Capon [14, 13, 15].

Practical reasoning regards the deliberation of the best action to perform in a

given circumstance. An argumentation scheme ArgS that describes the values that

are promoted by performing an action can be considered as a prima-facie justification

for performing that action [17].

ArgS: “In the current circumstances R, I should perform action A, to
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CQ1: Are the believed circumstances true?
CQ2: Assuming the circumstances, does the action have the stated consequences?
CQ3: Assuming the circumstances and that the action has the stated consequences,
will the action bring about the desired goal?
CQ4: Does the goal realise the value stated?
CQ5: Are there alternative ways of realising the same consequences?
CQ6: Are there alternative ways of realising the same goal?
CQ7: Are there alternative ways of promoting the same value?
CQ8: Does doing the action have a side effect which demotes the value?
CQ9: Does doing the action have a side effect which demotes some other value?
CQ10: Does doing the action promote some other value?
CQ11: Does doing the action preclude some other action which would promote
some other value?
CQ12: Are the circumstances as described possible?
CQ13: Is the action possible?
CQ14: Are the consequences as described possible?
CQ15: Can the desired goal be realised?
CQ16: Is the value indeed a legitimate value?
CQ17: Is the other agent guaranteed to execute its part of the desired joint action?

Table 2.2: The critical questions (CQs) that can attack the argument scheme ArgS.

bring about new circumstances S, which will achieve goal G and promote

value V.”

However, ArgS can be intended only as presumptive justification for action and its

soundness can be challenged by critical questions (CQs) [198, 14]. Negative answers

to the critical questions, which I report in Table 2.2 as they are presented in [14],

represent arguments attacking the original argument, i.e., the instantiation of ArgS,

when considering the representation of the world, the desirability of the action, or

the feasibility of the outcome.

In particular and among other elements, the feasibility of the outcome can be

influenced by the actions of other agents involved in the same circumstances (see

CQ17). The concept of joint actions [15], which are complex actions corresponding

to a set of actions individually performed by a set of agents (with no requirement

of cooperation or common purpose), is useful to represent this type of situation.
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Definition 1. A joint action jAg is a tuple ⟨α1, ..., αn⟩, where each αj ∈ Acj, j ≤ n

represents the action of the agent agj ∈ Ag (|Ag| = n). A joint action contains one,

and only one action, for every agent in Ag. The set of all joint actions for the set

of agents Ag is denoted by JAg.

Example 1. In the Ultimatum Game [75], the outcome of the game, i.e., whether

the players keep the money, depends on both the action selected by the Player 1, i.e.,

to offer amount x ≤ N , and on the action of the Player 2, i.e., to accept or reject

the offer. In this case, JAg = {⟨offerx, acceptx⟩, ⟨offerx, rejectx⟩,∀x s.t. 0 ≤ x ≤ N},

where Player 1 makes an offer x and Player 2 accepts/rejects it.

In order to reason rigorously about joint actions, Action-based Alternating Tran-

sition Systems (AATS) were introduced by Wooldridge and van der Hoek [208] as

a natural choice to represent an open agent system as a set of states, and actions

as the transitions between them, where the outcome of an action can be influenced

by what other agents decide to do. Atkinson and Bench-Capon [14] augmented the

original AATS, which are formally based on alternating-time temporal logic, and de-

fined AATS+V by considering how each transition could promote or demote certain

values.

Definition 2. An Action-based Alternating Transition Systems with Val-

ues (AATS+V) is a (2n+ 8)-tuple

S = ⟨Q, q0, Ag, Ac1, ..., Acn, ρ, τ,Φ, π, Av1, ..., Avn, δ⟩,

where:

• Q is a finite, non-empty set of states;

• q0 ∈ Q is the initial state;

• Ag = 1, ..., n is a finite, non-empty set of agents;
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• Aci is a finite, non-empty set of actions, for each i ∈ Ag where Aci ∩Acj = ∅

for all i ̸= j ∈ Ag;

• ρ : AcAg → 2Q is an action pre-condition function, which for each action

α ∈ AcAg defines the set of states ρ(α) from which α may be executed;

• τ : QJAg → Q is a partial system transition function, which defines the state

τ(q, j) that would result by the performance of j from state q – note that, as

this function is partial, not all joint actions are possible in all states (cf. the

pre-condition function above);

• Φ is a finite, non-empty set of atomic propositions;

• π : Q → 2Φ is an interpretation function, which gives the set of primitive

propositions satisfied in each state: if p ∈ π(q), then this means that the

propositional variable p is satisfied (equivalently, true) in state q;

• Avi is a finite, non-empty set of values Avi ⊆ V , for each i ∈ Ag;

• δ : Q×Q×AvAg → {+,−,=} is a valuation function which defines the status

(promoted (+), demoted (−) or neutral (=)) of a value vu ∈ AvAg ascribed by

the agent to the transition between two states: δ(qx, qy, vu) labels the transition

between qx and qy with one of {+,−,=} with respect to the value vu ∈ AvAg.

After providing the syntax for representing the world as states, and the actions of

the agents as transitions between the states, I can proceed now to formally detail the

three steps of the practical reasoning process: (i) problem formulation; (ii) epistemic

stage; and (iii) choice of action.

Problem formulation The problem formulation involves the identification of the

propositions and values which are relevant in the situation, and the consequent

construction of the AATS+V. In this step, the soundness of AS can be contested
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by eight CQs, which highlight potential discrepancies between the agents’ AATS+V

representations (CQ2-CQ4, CQ12-CQ16).

Epistemic stage The epistemic stage regards the determination of the current

state and of the joint action that will follow the agent’s choice of a particular action.

In order to identify the joint action, some assumptions may be required about the

beliefs and the expected behaviour of the other agents involved in the situation. In

this step, CQ1 and CQ17 need to be resolved.

Choice of action During the choice of action step, by instantiating ArgS and

CQ5-CQ11, the agent develops arguments and counter-arguments in support of an

action or another and evaluates them according to its value ordering. In particular,

the agent considers alternative ways to realise the same consequence (in terms of

reached state, achieved goal or promoted value), other consequences of the same

action that can be desirable (other promoted values) or undesirable (demoted values

or impediment for other positive consequences).

By completing the three steps of the practical reasoning and by collecting only

negative answers for the CQs, the agent identifies the best action to perform.

2.5.1 In this thesis

After exploring alternative approaches for enabling autonomous systems to reason

over values (see 3.3.3 for an overview of techniques employed in the related lit-

erature), I focused my work on value-based argumentation, and in particular on

Atkinson and Bench-Capon’s contributions, as these allowed me to define an agent-

based model that could not only reason over potentially conflicting values, as it

often happens in several domains including privacy decision-making, but also take

into account the actions of others while deliberating.
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In the model that I introduce in Chapter 5 and that I evaluate in Chapters 6

and 7, I define an agent, ELVIRA, that by performing practical reasoning is able

to identify the sharing policy that is most coherent with the preferences of all the

users involved in the MPC.

As I will detail later, I model the resolution of an MPC as a joint action, where

the agent with the role of uploader can offer a sharing policy and the agents with the

role of co-owners can either accept it or reject it. I adapt the definition of AATS+V

and of the argument scheme AS so that the uploader can reason about the effects of

offering a particular policy; by discussing the critical questions, these too adapted

to the context, the uploader selects the policy that most satisfies both the sharing

and moral preferences of all the involved users and that is believed to be accepted

by the co-owners (epistemic assumption).

2.6 The social nature of explanations

In this section, I summarise Miller’s work [112] on the insights from the Social

Science that any AI researcher should consider when facing explainability challenges.

Miller [113] alerts that, if AI researchers build explanations for themselves rather

than for their users, they are going to fail in their task of making their system

“explainable”.

As depicted in Figure 2.2, eXplainable Artificial Intelligence (XAI) should not be

tackled from a pure AI perspective, as it is mostly a human-agent interaction prob-

lem. Instead, it could benefit from the vast and mature body of work in Philosophy,

Cognitive Science and Social Psychology, which highlight the following elements:

• Explanations are contrastive: people are generally interested in counterfactual

cases, i.e. they do not wonder why some event X happened, but rather why

the event X happened instead of some other Y.
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Figure 2.2: Scope of explainable artificial intelligence [112].

• Explanations are selected : when considering a causal chain of events that led

to X, people are generally not interested in the complete list of preconditioning

events, but only in a few that are subjectively considered more relevant.

• Explanations are social : explanations are best delivered as part of an inter-

action, where the beliefs of the explainee are to be taken into account by the

explainer.

• Probabilities are not as important as causal links : to use statistical generali-

sations is not as effective as to refer to the causes of an event.

Miller [112] defines an explanation both as a product and as a combination of

two processes:

1. the cognitive process is an abductive inference process to “determine an

explanation for a given event, called the explanandum, in which the causes for

the event are identified, perhaps in relation to a particular counterfactual case,

and a subset of these causes is selected as the explanation (or explanans)”;

2. the social process is the “process of transferring knowledge between explainer

and explainee, generally an interaction between a group of people, in which
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the goal is that the explainee has enough information to understand the causes

of the event”.

In conclusion, to provide an explanation is not sufficient to identify the most

likely chain of events that resulted in the event to be explained, but it is necessary

to tailor it according to the context in which the explanation is delivered, the subject

that will receive the explanation, and the purpose of sharing that explanation [170].

2.6.1 In this thesis

In Chapter 5 I introduce an agent-based model, ELVIRA, that is explainable ac-

cording to Miller’s definition.

In fact, as a consequence of applying practical reasoning, the agent is provided

with a cognitive process, i.e., the ability of gathering all the necessary information to

explain an event. Then, its social process is designed and validated empirically, by

considering the needs, preferences and feedback of the users who are supposed to in-

teract with the agent in the context of multiuser privacy management. In particular,

ELVIRA is able to generate explanations, eventually contrastive or counterfactual

ones, by providing arguments according to the argument scheme AS and the critical

questions (as introduced in the previous section) that justify or attack the selection

of each possible sharing policy as a solution to the conflict.

2.7 Conclusion

In this chapter, I have reported an overview of the background knowledge or tech-

niques that I assume, apply or adapt in the following parts of this thesis.

First, I have described the multifaceted conception of privacy and its online

threats. The insider threat in OSNs, that is the inappropriate disclosure of personal

information within one’s network, gives the underlying motivation to the work pre-

sented in this thesis. The agent-based models I will present to tackle the multi-party
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aspect of the insider threat build on the privacy theories of Nissenbaum (contextual

integrity) and Petronio (communication privacy management).

Second, I have introduced the concept of values according to the Social Sci-

ences and I have discussed alternative theories of values that can be embedded

into the design of value-aligned autonomous agents. I have focused in particular

on the Schwartz theory, because it provides (i) a useful overall structure of values,

where values can compete or combine with each other when influencing the human

behaviour, and (ii) reliable tools to elicit the value preferences from users.

Then, I have presented Value Sensitive Design as the methodological approach

that has supported the development of my entire PhD work. By iteratively identi-

fying the values, or properties, that are crucial to successfully solve MPCs in OSNs,

and by investigating both technically and empirically the models I have designed to

embed them, I have managed to design a user-centric autonomous agent that has

collected positive feedback from real users.

Furthermore, I have summarised the practical reasoning approach of Atkinson

and Bench-Capon, which represents a cornerstone for the definition of the main

agent-based model that I introduce in this thesis. I have reported the most relevant

definitions and notations from Atkinson and Bench-Capon’s work in order to sup-

port the understanding of the adaptations and simplifications that I make later in

Chapter 5.

Lastly, I have detailed the expectations for explainable artificial agents, according

to the vast body of work in the Social Sciences. The importance of considering

explanations as the combination of both a cognitive and a social process fits perfectly

with the user-centric focus of my work, which is driven by the understanding of what

is useful for the user and how to best deliver it.

In the next chapter, I will present an overview of the literature related to au-

tonomous agents in the context of privacy, value-alignment and explainability.
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Chapter 3

State of the Art

3.1 Introduction

Managing online privacy is problematic in our hyper-connected society, as I intro-

duced in Chapter 1. Agent-based systems, where artificially intelligent entities sup-

port users while making their privacy decisions, have been suggested as a potential

solution. However, embedding artificial intelligence (AI) in the society in a safe and

trusted manner brings upon other challenges. In fact, in order to truly assist their

users in whatever application we consider, autonomous systems (ASs) should be

user-centric: they should act on the users’ behalf according to their will and desires,

i.e., value-alignment of ASs, and users should be able to understand their behaviour,

i.e., explainability of ASs. In other words, to be effectively helpful for people, ASs

need to cater for the users as a whole, by taking into account their human, fallible

nature, while acknowledging the specific needs of each individual user and tailoring

the support they offer. This means, on the one hand, that ASs should be aligned

both with the values of humanity and with their users’ expectation. On the other

hand, ASs should be able to meaningfully engage with their users, by keeping them

in the loop and explaining their processes and outcomes in a satisfactory way.

In this chapter I offer an overview of the approaches to manage privacy, value-

alignment and explainability in AI, focusing in particular on the agent-based models

55



and solutions. Research efforts in these directions have been prolific, but too often

they have tackled only individual aspects of the overall challenge, i.e. there are

plenty of models that either support privacy, or are value-aligned, or are explainable.

First, in Section 3.2, I describe the agent-based models that have been presented

in the recent years in order to help users of online services, mostly in online social

networks (OSNs) contexts, manage their privacy. After outlining the models to

preserve both individual and multi-user privacy, I analyse how the latter compare

with the features required for an effective multi-user privacy support (cf. Table 1.1

in Section 1.3). Then, in Section 3.3, after introducing the value alignment problem

and the related design challenges for ASs, I discuss recent studies that prove the

increasing awareness of the community towards value alignment. In particular,

I present research regarding (i) the elicitation of moral values, (ii) the automated

reasoning over values, and (iii) the application of value-aligned agent architectures in

several scenarios. Finally, in Section 3.4, after introducing the main concepts related

to explainability in AI and the related design challenges for ASs, I report on a number

of promising approaches towards explainable agents, with a particular focus on the

models that, similarly to the work I present in Chapter 5, are argumentation-based.

3.2 Privacy-enhancing Agents

As introduced in Section 2.2, OSNs users can encounter a variety of privacy threats

and have reported to be mostly worried by the insider threat [87], that is the inap-

propriate sharing of personal data within the one’s network.

In order to tackle this, a prolific line of research has been developed towards

helping users better manage their online privacy, independently of their privacy un-

derstanding and experience. In particular, scholars have advocated for more usable

access control mechanisms, which would help users prevent inadvertent disclosure

on OSNs. In Section 3.2.1, I present an overview of these mechanisms, focusing in
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particular on the agent-based models. In fact, if the social rules that regulate the

disclosure of personal information [129] are modelled as norms, then autonomous

agents defined in normative multi-agent systems could efficiently contribute to solv-

ing some of the privacy problems that users encounter online in general, and in

OSNs in particular. The definition and implementation of privacy personal assis-

tants [177] could, for instance, simplify the configuration of the privacy settings of

the platforms the users want to interact with, by dynamically suggesting when and

what to share according to the user’s privacy preferences. Notice that, by learning

the user’s desired behaviour, an autonomous agent may enable everyone, including

the more inexpert and risks-unaware users, to overcome the “privacy paradox” [2],

i.e., the empirical inconsistency between desired and actual behaviour in privacy

management.

Furthermore, an agent-based approach to the insider threat can be particularly

helpful when tackling its multi-party component, i.e., when the user’s privacy is

violated by content inappropriately shared by other users in the network. In these

situations of multi-user privacy conflict (MPC), the collective management of access

control to personal information [137] is crucial to avoid privacy violations. Agents

that are able to identify and recommend group-based optimal privacy policies have

been presented in the literature, as I detail in Section 3.2.2.

3.2.1 Individual privacy

Most research in the area of usable access control mechanisms has focused on the au-

tomated recommendation of flexible and appropriate sharing policies. For instance,

through active learning mechanisms that adapt to the user’s behaviour [29, 57] it is

possible to predict the desired set of privacy settings according to the content to be

shared. Specifically in the context of photo sharing, some works recommend sharing

policies based only on image features [168, 210], some consider also social graphs
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properties [146, 160, 118, 63], similar characteristics among users [10, 117], or the

user’s sharing history [169, 7, 100].

I refer the interested reader to extensive literature reviews on the topic (such as

[62]) and focus next on agent-based approaches for individual privacy management.

In fact, these could help users manage their online privacy [177] by recommending

appropriate privacy settings or by directly acting on the user’s behalf.

Kurtan and Yolum [96] introduce PELTE, an agent that recommends individual

privacy decisions for images using tags. When the user’s sharing history is not

sufficient for predicting the correct policy for a new input, the agent considers the

tags of all the images available in the user’s network, modelling the users’ tendency

to mimic their peers in absence of clear preferences, which is a common dynamic

described by the social learning theory.

Similarly, in [89] Kepez and Yolum present an approach that suggests privacy

configurations by considering the user’s previous posts and configurations. In this

case, when not enough information is available, the agent relies on a multi-agent

system architecture to aggregate the trust-weighted recommendations of other users’

agents.

Misra and Such [116, 119] introduce REACT as a personal assistant agent that

recommends customised access control decisions based on relationship type, rela-

tionship strength and content. This model achieved high accuracy in a user study,

succeeding at minimising the user’s effort in expressing their preferences.

Criado and Such [48] present a computational model of Implicit Contextual In-

tegrity, where an agent uses the information model to learn implicit contexts, re-

lationships and the information sharing norms in order to help users avoid sharing

undesired data, while minimising their burden.

Finally, Ruiz-Dolz et al. [150] propose a preliminary argumentation-based ap-

proach to identify optimal sharing policies and generate explanations that help users
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understand the consequences of their privacy decisions. Starting from the user’s be-

haviour on the network and the nature of the content, positive or negative arguments

related to privacy, trust, risk and content are automatically generated and evaluated

in an argumentation graph; after the acceptable arguments have been identified, an

explanation in favour or against sharing the content is presented to the user.

3.2.2 Multi-user privacy

Given the high incidence of multi-user privacy conflicts (MPCs) [175] and the upload-

ers’ inability to identify appropriate sharing policies for co-owned items [28, 97, 207],

researchers have worked on designing collaborative models to support multi-user pri-

vacy management in OSNs: I discuss next the main approaches suggested so far,

but refer the interested reader to reviews on the topic for more details and ref-

erences [174, 134, 83]. Similarly to the work I present in this thesis, the models

that I discuss in this section often do not detail how to detect MPCs and mostly

focus on how to identify a solution after the MPC is detected. Notable exceptions

are [81, 211, 176], whose detecting mechanisms could be preliminarily applied in

combinations with other resolutive models.

Most of the proposed methods to solve MPCs are based on preference-aggregation

techniques: in [182, 37, 81, 82, 145] the solution is identified mostly by majority vot-

ing; [161, 6, 173] introduce fuzzy rules for decision making, where factors such as

content sensitivity, trust between co-owners and concession behaviour play a role;

Xu et al. [209] describe a voting system where the co-owners’ trust values, which

are updated according to privacy loss, are used to weight the users’ preferences.

Squicciarini et al. [166] suggest a system based on the Clarke-Tax mechanism,

where users are incentivised to express truthful sharing preferences and are rewarded

for promoting co-ownership when being truthful. Ulusoy and Yolum [185, 187]

present a similar auction system, enriched with an abuse control feature and with
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agents that can learn the users’ bidding strategies. In [141, 142] Rajtmajer et al.

study the convergence of users’ access control policies in multi-round and one-shot

games, when assuming full or bounded rationality in the players.

In [60], Fogues et al. present a model where users are supported by learning

agents which recommend sharing policies while considering contextual and preference-

based features. The same authors suggest also another recommendation engine in

[59], where different argument schemes prove to be very influential when identify-

ing the optimal sharing solution. Ruiz-Dolz et al. [151] propose a model similar

to the one for individual privacy mentioned earlier [150], where conflicts are solved

by eventually persuading the uploader not to share the content through arguments

extracted from the context and the involved users’ preferences. In [91], Kökciyan et

al. design agents which represent their users’ sharing preferences through semantic

rules and reach common sharing decisions using assumption-based argumentation.

Mester et al. [111] introduce an iterative negotiation mechanism where, through

semantic rules, the co-owners can justify the eventual rejection of sharing offers

to help the uploader suggest an acceptable policy. Kekulluogle et al. [88] extend

this model by introducing different utilitarian strategies which reduce the uploader’s

disadvantage and consider social reciprocity. Utilities of a deal are also explicitly

considered in the one-step negotiation protocol suggested by Such and Rovatsos

[176].

Ajmeri et al. [5] introduce a value-aligned component in the context of data

sharing, where a normative system allows agents to aggregate the users’ value pref-

erences to select appropriate actions. Other approaches based on normative systems

are by Calikli et al. [36], where privacy norms based on the social identity theory

are learnt adaptively for different contexts, and by Ulusoy and Yolum [186], where

privacy decisions are made according to social and individual norms emerged from

previous activities.
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Not agent-based models Even though are not based on autonomous systems,

there are some other interesting approaches, such as using cryptography [26, 131] or

obfuscation through image processing techniques [84, 195, 131], that provide more

fine-grained solutions to MPCs. In these cases, only specific authorised viewers

have access to the content, which can be, eventually, altered for unauthorised users

by cropping or blurring parts. Given that these mechanisms do not require an

intentional collaboration among the involved users —that is, the users do not need

to explicitly agree on a commonly acceptable solution—, if implemented in real

OSNs, they would represent a promising answer also for those MPCs that occur in

malicious contexts, such as revenge-porn and cyberbullism.

3.2.2.1 Comparison with requirements

All the approaches that I described so far present some strengths and show the com-

munity’s interest and progress in making up for the insufficient support that OSN

users currently receive when dealing with multi-user privacy. However, if we con-

sider the required features for an effective MP support (cf. Table 1.1 in Section 1.3),

then all these models reveal evident weaknesses and none of them presents all the

required properties, as I summarise in Table 3.1.

Role-agnosticism is the requirement more commonly fulfilled in the literature.

Most of the aggregation-based, the game theoretic, the learning and fine-grained

approaches disregard the users’ roles in the conflict and look at their preferences

only. In the negotiation systems there is usually a clear distinction between the

actions available to the uploader or the co-owners, but they still aim to identify a

solution that is commonly acceptable.

The fine-grained approaches are clearly the most adaptive ones, allowing extreme

flexibility for each privacy decision. The game-theoretic models, the learning-based

approaches and the normative systems also permit to reach decisions which are very
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Approaches role-agnostic adaptive utility-driven value-driven explainable

game-theory [141, 142, 166,
176, 185, 187]

[141, 142, 166,
176, 185, 187]

[141, 142, 166,
176, 185, 187]

- -

aggregation [6, 37, 81, 82,
145, 161, 173,
182, 209]

[6, 81, 161,
173, 209]

[81, 209] - -

human values [5] [5] - [5] -

learning [36, 60, 186] [36, 60, 186] - - -

argumentation [59, 91] [59] - - [151], *

semantic rules [88, 111] [88, 111] [88] - *

norms [5, 36, 186] [5, 36, 186] - [5] *

obfuscation [84, 131, 195] [84, 131, 195] - - -

cryptography [26, 131] [26, 131] - - -

Table 3.1: Summary of the properties satisfied by previous approaches in the liter-
ature; * marks partial fulfilment of the property.

context-dependent. Some aggregation-based models, such as [37, 82, 145, 182], are

generally not adaptive because of their rigid and static way of aggregating the users’

preferences. Argumentation approaches [91, 151] tend to solve the conflicts following

an “all-or-nothing” approach, that is by persuading a user to accept the requests of

the other one, without looking for a middle ground solution.

The utility-driven requirement is surely fulfilled by the game-theoretical ap-

proaches, and by some other specific models [81, 209, 88] where the solutions are

identified with the effort of maximising the users’ utility, or to minimise their privacy

loss.

Regarding the solutions which are value-driven, there is only [5]. However, there

have been efforts of modelling real-world dynamics, where the users often concede

and try to accommodate each other’s preferences [175], such as reciprocity [88] and

bounded rationality [141].

Finally, approaches based on argumentation [59, 91, 151], or that use semantic

rules [111, 88] or normative systems [5] have the potential to support some type

of explainability of the system, but none of these works autonomously generates
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explanations for their outputs and shares them with the users. There is one exception

[151], where explanations are explicitly defined in the model, but in a static way,

offering limited information, and without any empirical evaluation.

3.3 Value-aligned Agents

The deployment of artificial agents in the society presents a number of challenges,

among which the value alignment is prominent, as I introduce in Section 3.3.1. Ma-

chine Ethics [183] is a field of AI research concerned with the issues of enabling

autonomous intelligent systems to “behave ethically” when operating within our so-

ciety. Fully ethical agents, such as average human adults, can make explicit ethical

judgements and generally are competent to reasonably justify them [120]. But how

can we design machines to be fully ethical agents? Researchers in AI have looked

at this questions from different, complementary perspectives: in Section 3.3.2, I

describe strategies that aim to identify the moral values at stake in different con-

texts; in Section 3.3.3, I summarise methodologies that enable artificial agents to

reason about competing values in order to decide how to behave; and, finally, in

Section 3.3.4, I report some examples of value-aligned agent architectures which

showcase contextual reasoning on given sets of moral values.

3.3.1 Value-alignment problem

Given the pervasiveness of ASs in our day-to-day life and the increasing role that AI

techniques play in supporting our daily decisions, concerns have been raised about

the beneficiality humanity gets out of such technologies. There are innumerable

scenarios where humans, after providing ASs with what seems to them very clear

instructions, would be at minimum surprised, and in some cases seriously harmed,

by the behaviour of the AS. For example, when we ask a self-driving car to bring

us to the airport as fast as possible, we would not expect to reach our destination
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suffering from motion-sickness and chased by the police for not respecting the speed

limit. When we tell our virtual home assistant that we want to cut on food to lose

weight, we would not expect to find the smart fridge locked at our baby’s meal

time. If we ask our virtual personal assistant to book the most amazing holiday

trip, we would not expect to overdraw our bank account. While these examples

depict possibly exaggerated situations and can compare to those tales such as the

Sorcerer’s apprentice and King Midas [203], where magical agents fulfil wishes in

literal ways leading to unsatisfactory and damaging results, they are helpful to

understand some of the potential risks involved in the human/autonomous-agent

interaction and cooperation.

Already for some years, the scientific community has been interested in under-

standing how to ensure that ASs are not only beneficial for humanity, but also that

they do not develop destructive methods when pursuing their goals [34]. In 2017,

during the 2017 Asilomar Conference on Beneficial AI, an interdisciplinary group of

researchers defined the Asilomar AI Principles i, a list of 23 issues that should guide

the future development of autonomous systems, with a special focus on ethics and

values. In particular, the Asilomar Principles include the Value Alignment Problem

(Asilomar Principle 10):

“Highly autonomous AI systems should be designed so that their goals

and behaviors can be assured to align with human values throughout

their operation.”

Related to this, the 11th Asilomar Principle on Human Values also recommends

that:

“AI systems should be designed and operated so as to be compatible

with ideals of human dignity, rights, freedoms, and cultural diversity.”

ihttps://futureoflife.org/ai-principles/ (last accessed on 03/06/2021).
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Challenges for designing value-aligned agents Value-alignment of ASs can be

realised at different levels, such as the architectural level and the actionable level. In

the architectural level, I refer to the set of values that are by design acknowledged

and explicitly considered when designing ASs. Achieving value-alignment would

then mean to include in the AS design all the human values that anyone could

consider relevant to the context. But how do we identify such an unanimous value

domain? How do we translate the effect of each of these values onto the selection

of possible alternative actions? In the actionable level, I refer to the subset of

values that the user expects to influence the contextual decision process of the

AS. Achieving value-alignment would then mean that the values that are the most

relevant to a user have the most influence on the AS decision process. But how do we

guarantee such a correspondence between individual preferences and the outcomes

of automated reasoning processes? What do we do when the most preferred values

of an individual would fire actions with contrasting effects?

3.3.2 Selecting moral values

The moral values to be embedded in artificial agents can be provided in a number of

ways, for instance (i) by drawing from ethical theories of values, (ii) by learning from

demonstration or imitation learning, or (iii) by directly interrogating the society.

The first approach relies on studies in Social Sciences, Psychology and Philoso-

phy like the ones I discussed in Section 2.3. Ethical value frameworks can grant not

only a definition of moral values, but also a description of the interrelation and in-

fluence between values. I speculate that this element in particular has pushed many

researchers to rely on theories such as the Schwartz Theory of Basic Values, because

the availability of a formal and complete system of values somewhat facilitates the

modelling of reasoning layers for artificial agents.

The second approach aims to learn from labelled training data what values are
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relevant in given contexts or to given users. Despite multiple issues arise when

considering value-learning through data [165], scholars have presented a few strate-

gies for learning values from stories and, more generally, natural language corpora.

For instance, Nahian et al. [127] show how to learn proper or improper behaviour

from children’s literature and allegorical tales. Even though values are not learnt

explicitly, this work suggests that value-alignment can be learnt and generalised to

new situations. As usual, special attention must be paid when selecting the cor-

pora, and cultural bias must be acknowledged. In fact, when moving away from

educational children literature, even just reaching consensus on labelling the data

becomes challenging. For this purpose, Liscio et al. [103] propose a hybrid (human-

AI) methodology to engage humans in identifying context-specific values, i.e., values

that, differently from the ones defined in general theories of values (see Section 2.3),

are or become relevant only in selected circumstances.

The last approach relies on mostly empirical studies which aim to understand

which values are considered relevant by humans in different circumstances. To iden-

tify relevant values and gain consensus between ethicists, engineers and users is cru-

cial to “educate” artificial agents to act according to humans’ expectations. Moral

dilemmas, which consist of comparing two options none of which is unambiguously

morally preferable to the other, have been traditionally studied as a way of evalu-

ating and comparing ethical decision-making. Bjorgen et al. [30] suggest to adapt

this strategy for advancing Machine Ethics research and recommend the creation of

a curated repository of moral dilemmas that can represent a benchmark for estimat-

ing the ethical performance of an autonomous system. This approach has already

been proven successful to spark conversation about the ethical behaviour of AI in

society: just think about the classic trolley dilemma [64] and its in-depth analysis

w.r.t. self-driving cars in the Moral Machine experiment [18].
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3.3.3 Reasoning over values

After defining what is a value and what are the values that are relevant in a context,

an artificial agent needs to have a strategy to identify the best action to perform,

where “best” is evaluated in terms of consistency with the values at hand. Research

in this direction has proliferated mostly in the fields of argumentation and normative

systems.

Bench-Capon [27] introduces the concept of value-based argumentation frame-

works (VAFs), where arguments can be considered admissible by an audience but be

rejected by another, according to their partial order over values. VAFs are crucial

in multi-agent systems to identify actions that are consistent with the moral pref-

erences of multiple stakeholders. Together with Atkinson [16, 14] (cf. Section 2.5),

Bench-Capon also discusses moral problems through practical reasoning. In fact,

an artificial agent can decide what is to be done according to its value preferences,

which allow the evaluation of arguments and the consequent emergence of norms

regarding what is morally correct, morally praiseworthy and morally excusable.

VAFs require assumptions about the values to be considered and about the

influence of these values on the possible actions. Van der Weide et al. [191] introduce

several argument schemes to reason about values in order to assign meaning to

them, which allows to determine whether they are promoted or demoted in different

circumstances.

Verheij [193] proposes to combine existing qualitative and quantitative methods

to compare values and study their impact on decision-making. His suggestion is not

based on abstract argumentation as Bench-Capon’s work, but stays close to classical

logic and standard probability theory. Information modelled from contexts, prefer-

ences and rules allows to generate presumptively and conclusively valid arguments

with a conditional form.

Sierra et al. [162] discuss value alignment in the sense of alignment between the
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values (with a cognitive and consequentalist view) that one holds dear and the norms

of the socio-technical system one is situated in. The authors first suggest how to

aggregate individuals’ and groups’ preferences over single or set of values. Then,

the alignment of the behaviour of an agent with the values at hand depends on the

degree of preference for the state resulting from a norm.

Serramia et al. [158] model ethical decision-making in normative systems as a

single-objective optimisation problem. Assuming a set of relevant values and a total

order over them, the definition of a utility function supports the identification of the

optimal norm system, i.e., the norm system with the maximum value support.

Liao et al. [102] suggest that normative systems and formal argumentation can be

used for implementing a “moral council” that supports the decisions of an artificial

agent while characterising the moral preferences of all the stakeholders involved,

who can have contrasting values or even same values but contrasting arguments.

Their agent architecture is also able to provide explanations for moral decisions in

terms of justification and dialogue.

Without relying on argumentation or normative systems, Loreggia et al. [104]

present a model to make decisions that are consistent with subjective preferences

of the decision-maker and with exogenous preferences such as ethical principles.

Both preference systems are represented through CP-nets, whose distance deter-

mines whether the deviation from the ethical principles is acceptable.

3.3.4 Contextual applications

Following the increasing awareness about the importance of designing systems that

uphold the moral, societal and legal values of individuals and societies, scholars have

presented value-aligned or value-driven agent architectures in several application

scenarios.

Cranefield et al. [46] introduce in the context of elderly care robots a new plan
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selection mechanism in reactive planning. Following a Value Sensitive Design ap-

proach, they identify the Schwartz values that are relevant to the context and trans-

late them into more concrete values that corresponds to actionable goals. As an

example, the Schwartz value dimension ‘self-enhancement’ is translated into ‘follow

user’s desires’ which can be act upon by ‘serving the desired meal’. This allows the

authors to define plans based on a Belief-Desire-Intentions (BDI) architecture that

can reason over alternative goals and competing values.

Still in the context of eldercare, Anderson et al. [11] present a case-supported

principle-based behaviour paradigm where a number of ethical requirements are

defined by experts and then actions are performed by the robot in order to maximise

the compliance to those ethical requirements. According to its perceptions (e.g., ‘low

battery’, ‘no interaction’, etc.), the robot can decide to implement different actions

(e.g., ‘charge batteries’, ‘engage with patient’, etc.) in order to satisfy some overall

duties (e.g., ‘maximise good to patient’, ‘minimise non-interaction’, etc.), which are

treated as ethical values.

Following a Value Sensitive Design approach, Boshuijzen-van Burken et al. [33]

describe an agent-based model of values in humanitarian logistics for refugees, where

Schwartz values are operationalised and considered in terms of trade-off between

the wellbeing of the refugees and the public opinion. In particular, they define

sets of possible actions for each of the involved roles (e.g., newcomer, governmental,

institutional or non-government institutional agents) which can temporarily promote

one of Schwartz value-dimensions. Each agent is given individual thresholds defining

their relative preference over the values; when the promotion of some value falls

below its threshold, the agent is motivated to increased it again. This model is

accessible through an interactive website, where decision makers can explore the

impact and the consequences of governmental policies.

Heidari and Dignum [78] attempt to bridge the gap between the abstract Schwartz
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values and the definition of corresponding behaviours by presenting a framework to

model values into decision systems. Specifically, they define some metrics that allow

to compare alternative actions in terms of the values they promote, by taking into

account the influence that values have on each other, as illustrated in the circular

structure suggested by Schwartz. In order to translate the abstract Schwartz values

into actionable ones, they use the value trees defined by [190], where values become

more concrete when moving from the roots to the leaves. For example, in the context

of a fishery village, which they consider to showcase their theoretical model, when

considering whether to make a donation, ‘to donate to council’ promotes ‘sustain

village’, which is a concrete value referring to the Schwartz ‘tradition’.

3.3.4.1 Hybrid architectures

The increasing attention on Machine Ethics [183] and the inclusion of moral values

into the design of autonomous agents should not lead researchers to ignore the util-

itarian tradition of automated decision systems. In fact, utility-based optimisation

provides an elegant and theoretically sound mechanism to identify the most conve-

nient decision. By combining a careful and contextual definition of a utility function

with a value-aligned architecture, the resulting agents may not only better mimic

the human behaviour and better respect individual and social moral norms, but

they may also recommend decisions that would be better than the ones identified

by humans, thanks to their enhanced computational abilities.

Within this scope, Dehghani et al. [54] present a cognitively motivated model

for decision-making which combines both a utilitarian and a deontological approach.

When only secular values are involved in the decision, the agent aims to maximise

utility. However, whenever moral values play role, the agent becomes less sensitive to

the utilitarian outcome and prefers to act in a more ethical way. The combination of

first-principles logical reasoning and analogical reasoning allows the agent to better
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mimic the complex human reasoning, as the authors show by reproducing previous

psychological findings.

Santos et al. [152] introduce a multi-agent system to facilitate group decision-

making by incorporating affective characteristics of the participants in the nego-

tiation process. Each agent represents its user by reasoning about their mood,

personality (coded with the Big Five factors) and emotions. The negotiation strat-

egy can be adapted according to the interlocutors and their evolution throughout

the interaction, strategically selecting whether to appeal, threaten or reward. Even

though this model does not include values in a strict sense, it is interesting to see

how these affective agents manage to reach an agreement much faster than non-

affective ones, suggesting that architectural layers beyond the utilitarian ones can

be very beneficial when seeking agreement in multi-user scenarios, which is one of

the focuses of this thesis.

3.4 Explainable Agents

Explainable Artificial Intelligence (XAI) concerns the ability of artificial intelligent

systems to generate solutions that can be understood by humans. Together with

value-alignment, it is one of the crucial challenges for the safe deployment and use

of AI systems in society.

After introducing the explainability problem in Section 3.4.1, when reviewing

the state-of-the-art of explainable autonomous systems, in Section 3.4.2 I focus on

the agent-based ones that explain their outputs through argumentation, similarly to

what I do later in the thesis. In fact, argumentation is a transparent technique par-

ticularly suitable for providing explanations, justifying decision-making outcomes,

and more. Then, in Section 3.4.3, I briefly survey other promising approaches to

explainability. For more general reviews of explainability in AI, I refer the reader to

[4], which summarises motivations, trends and research approaches to XAI; [101],
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which categorises existing works on data-driven and knowledge-aware XAI; and

[172], which highlights the relevance of contrastive and counterfactual explanations

and introduces a taxonomy in this regard.

3.4.1 Explainability problem

Explainability has been argued as a necessary component for the appropriate de-

ployment of artificial agents in the society. In fact, explainability is believed to

increase people’s trust towards AI systems [204], enabling users to better discern

whenever the model may be wrong or imprecise, especially in those contexts where

people need more than a binary prediction to follow an automated recommendation.

Other implications that follow from making AI explainable regard accountability [45]

and responsibility [56], in the sense that the understanding of the reasons why an

autonomous agent behaved in a certain way, or provided a certain output, simplifies

the process of identifying liabilities. From a legal perspective, the right to an ex-

planation has been acknowledgedii especially in those contexts where an automated

decision-making process significantly affects an individual, such as the financial or

legal ones.

Furthermore, explainability is essential for appropriate user-AI interaction and

cooperation. As Kraus et al. [95] point out, explanations are relevant in situations

where a user interfaces an AI system whose goal is known (e.g., a classification task

in a neural network), but are even more crucial when the system’s goal is not evident,

i.e. when the system’s output depends on multiple users’ or agents’ preferences not

known a priori, such as in the management of online multi-user privacy. In these

situations, explanations could increase user’s satisfaction, for instance proving the

alignment of the system with the expectations of the user.

Let me recall (see Section 2.6) that an explanation is the output of two pro-

iiSee, for instance, General Data Protection Regulation (GDPR) and California Consumer
Privacy Act (CCPA).
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cesses [112]: (i) a cognitive process, which aims to gather all the information that

is necessary for the explainer in order to explain something to the explainee, and

(ii) a social process, which regards the way of transferring the information from the

explainer to the explainee. Too often AI researchers focus on the cognitive process

only and design explanations that are suitable for themselves but may fail to satisfy

the users of their AI systems [113]. Hence, AI practitioners and developers should

bear in mind that AI users may have needs and expectations regarding what an

explanation looks like that are different (i) from their own and (ii) between each

other. For instance, thinking of an AI-supported medical diagnosis, for an expert

physician an MRI scan would suffice as a justification, while a patient may require

further verbal elaboration in simple terms. However, what the designer of the hy-

pothetical medical-support AI believes to be a good explanation is not necessarily

helpful for that patient. For this reason, explanations need to be tailored to their

recipient and to the context and their evaluation should focus more on the users’

feedback than on technology [113].

Yet, despite the common urge to develop explainable autonomous systems, progress

in this direction has been sometimes hindered by the interchangeable misuse of some

terminology, as pointed out well by Arrieta et al. [12] and summarised in Table 3.2.

In this thesis, I refer to explainability as a design requirement that improves the

usability of AI tools rather than a post-hoc solution concept to ‘black-box’ models

(e.g., deep learning).

Challenges for designing explainable agents In order to maximise the ex-

plainability of ASs, several aspects need to be considered during the design phase.

First and foremost, the explanation of an autonomous decision should provide

enough information to allow the inference and comprehension of the process that

has led to such decision. This implies that the explanation should enable the user
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• Understandability denotes the characteristic of a model to make a human understand
its function – how the model works – without any need for explaining its internal structure
or the algorithmic means by which the model processes data internally.
• Comprehensibility: When conceived for ML models, comprehensibility refers to the
ability of a learning algorithm to represent its learned knowledge in a human understand-
able fashion. Given its difficult quantification, comprehensibility is normally tied to the
evaluation of the model complexity.
• Interpretability is defined as the ability to explain or to provide the meaning in
understandable terms to a human.
• Explainability is associated with the notion of explanation as an interface between
humans and a decision maker that is, at the same time, both an accurate proxy of the
decision maker and comprehensible to humans.
• Transparency: A model is considered to be transparent if by itself it is understandable.

Table 3.2: Nomenclature of most common XAI-related concepts as defined by Arri-
eta et al. [12].

to understand the space of possible outcomes and the relations between them. But

how do we design such transparent cognitive processes? How do we facilitate the

generation of contrastive and counter-factual explanations? Furthermore, the ex-

planation should be accessible and usable by any recipient, for instance in terms of

adopted technical language and background knowledge. But how do we design and

implement explanations that are tailored to the contexts and to the explainees?

3.4.2 Argumentation-based explainable agents

Argumentation is having a strong positive impact on XAI. From a cognitive process

perspective, by modelling an automated decision-making process as an argumenta-

tion procedure, it is possible (i) to analyse and justify every single step that led to

its outcome, (ii) to reason under uncertainty and (iii) to take into account different

points of views (audiences) who can present conflicting information. Moreover, when

considering the social process, argumentation is naturally appropriate to convey the

explanation, as different types of dialogues and interactions can be defined [109].

For an overview of how argumentation enables explainability in AI, the reader can

refer to [192, 52].
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Considering AI planning applications, which have been among the first to dis-

cuss and present explainable approaches [65], Cyras et al. [51] exemplify the use of

abstract argumentation for modelling scheduling problems. Starting from a problem

instance, they represent it through an argumentation framework, whose stable ex-

tensions are in one-to-one correspondence with schedules that are feasible, efficient

and satisfying fixed decisions. The argumentation framework then allows for the

extraction of argumentative explanations. The authors describe an implementation

(‘Schedule Explainer’) of this model in [50] and showcase possible interactive expla-

nations in makespan scheduling. The empirical evaluation of the model is planned

as future work.

Shaheen et al. [159] use argumentation-based explanatory dialogue games to

explain the decisions of a Satisfiability Modulo Theories solver in the context of

treatment plans for multiple chronic conditions. The recommended plan is the search

output of an optimal path across multiple graphs (one for each chronic condition to

be considered). The dialogue protocols allow to identify supporting reasons for a

given treatment, while justify the exclusion of others, by highlighting any potential

adverse drug interaction. A user validation, not yet performed, will provide useful

insights in terms of usability, credibility and dependability of the proposed dialogue

game.

Regarding recommendation systems, models traditionally presented in the liter-

ature are often black-boxes that hardly present justification for their outputs. Rago

et al. [139] describe a hybrid recommendation system for movie recommendations

that is able to provide adaptive and interactive argumentative explanations. Con-

sidering the predicted user’s rating, they build a tripolar argumentation framework

(where neutralising relationships between arguments are considered in addition to

supporting and attacking ones) giving a dialectical interpretation of the factors in-

fluencing a recommendation. Thanks to scaffolding argumentation, several types

75



of explanation, e.g., textual, visual/tabular, interactive, etc., can be automatically

generated with different levels of detail and presented to users. The quality and con-

tent of these argumentative explanations have been evaluated empirically through

two user studies.

The researchers involved in the CONSULT projectiii (see [41] and [92] among

others) have suggested an argumentation-based decision support system to help pa-

tients suffering from chronic conditions self-manage their treatments. Their system

can recommend appropriate actions after reasoning over a meta-level argumentation

framework that includes different inputs such as sensors data, health records, and

clinical guidelines. Users can interact with a dashboard or, dialogically, with a chat-

bot in order to gather justification and further explanation for the recommended

treatment. A pilot study has been performed to evaluate the functionality and us-

ability of the implemented model, but the quality of the explanations and of the

interactions has not yet been analysed appropriately.

Looking at AI and Law applications, there have been a number of studies aimed

at explaining and justifying legal decisions or procedures, to support either end-users

or specialised workers when engaging with some regulations. Unfortunately, also

due to the lack of available sources given the sensitive application contexts, these

explainable model have not been evaluated in large-scale studies, and are mostly

showcased in limited scenarios. For instance, Burgeemestre et al. [35] present a

value-based-argumentation approach to reason about compliance with laws and reg-

ulations. Their argumentation framework links the abstract regulatory goals to

concrete control measures, which can be explained and justified under the consid-

eration of corporate values. In a case-study regarding EU custom regulations, the

appropriateness of the obtained compliance decisions (more than their explanation)

was evaluated by a group of experts.

iiihttps://www.kcl.ac.uk/research/consult
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Wardeh et al. [200] propose two interactive tools for the purpose of policy con-

sultations. In particular, by instantiating an argument scheme such as the practical

reasoning (see Section 2.5) and some appropriate critical questions, arguments for

the actions to be (or not) performed can be formulated. By engaging with the tools,

citizens can efficiently seek justifications for and understand the policy proposals,

eventually objecting them and making counter-proposals.

Collenette et al. [42] present an abstract dialectical framework to reason about

legal cases within the European Convention on Human Rights. By navigating a tree

representation of the legal case from the leaves (the relevant factors in the case) to

the root (the verdict) through appropriate questions and answers, the autonomous

system is able to accurately predict its outcome, and in a more adaptive way than

similar machine learning approaches. Most importantly, the system complements

the identification of the verdict with strong explanatory features which report the

details of the performed reasoning.

3.4.3 Other explainable models

Despite argumentation being one of the most promising approaches to explainable

AI [192], there are alternative lines of research that have shown interesting results.

Regarding planning applications, Winikoff et al. [205] model the agent’s deliber-

ation as a BDI process on goal trees, where behaviour is determined and explained

according to desires, beliefs and valuings. An explanation for the action in a given

node N of the tree is generated by traversing the relevant parts of the goal tree and

includes the conditions for selecting the node at hand and the conditions for not

selecting all the other options. The explanations can include details on preparatory

actions, motivations and failure handlings. The authors provide an accurate em-

pirical evaluation of usability (through user study) and efficiency (through software

simulations) of their model.
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Chakraborti et al. [39] argue that an AI system, rather than explaining the

correctness of its plan and the rationale for its decision in terms of its own model,

should aim to explain its process in terms of the human’s model, who may have

a different representation and interpretation of the problem at hand. This ‘model

reconciliation problem’ has been validated with human-in-the-loop as described in

[38]. For a (not planning oriented) approach to model reconciliation with BDI

agents, see also the dialogue games presented by Dennis and Oren [55], where two

interlocutors are able to identify if, and where, a divergence of views exists between

them with regards to a BDI agent’s operation.

Kim et al. [90] study the problem of inferring specifications that describe tem-

poral differences between two sets of plan traces and present BayesLTL, a Bayesian

probabilistic model for inferring contrastive explanations as linear temporal logic

specifications. The generation of contrastive explanations was evaluated in a simu-

lated realistic scenario and, even though they were somewhat simplistic, the expla-

nations were consistent with an expert’s interpretation of the events.

Sukkerd et al. [178] propose a method to automatically generate verbal expla-

nation of multi-objective probabilistic planning. By comparing the generated plan

with the possible alternatives in terms of trade-off between competing objectives,

their algorithm reports contrastive explanations that justify the goodness of the

identified plan. The authors show through a user study [179] that the generated

explanations help users determine whether the agent’s planning solution is aligned

with their objectives.

Moving away from AI planning, Ghazimatin et al. [70] propose an explain-

able recommender system, namely Prince, that explores counterfactual evidence

for discovering causal explanations in a heterogeneous information network, while

protecting users’ privacy. In particular, Prince is a provider-side mechanism that

produces tangible explanations for end-users, where an explanation is defined to
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be a set of minimal actions performed by the user that, if removed, changes the

recommendation to a different item. The authors justify formally the correctness

of their algorithm and show empirically how users considered Prince’s explanations

more useful than the ones generated by other models.

The models described in this subsection, even though they are different from the

argumentation-based approach I follow in this thesis to design explainable agents,

share similar objectives as mine and present aspects that are crucial for explain-

ability. First, they all aim to provide tailored and contrastive explanations, by

considering the user’s mental model of the problem or their values, preferences and

experience. Then, they validate empirically their explainable mechanisms, appreci-

ating that the feedback of end-users is paramount to evaluate explanations.

3.5 Conclusion

In this chapter I have reported the most relevant results presented in the literature

towards automated management of online privacy, the value-alignment problem and

the explainability challenge in AI in general, and in agent-based models in particular.

Regarding privacy-enhancing agents, the models outlined in Section 3.2.1 are

complementary to the work I present in this thesis. They help the users identify

their individual privacy preferences; then, if conflicts are detected, the models I

introduce in Chapters 4 and 5 could support them to identify the optimal collective

sharing policy. The models I discuss in Section 3.2.2 share the same objective as

this thesis, namely to support the management of multi-user privacy (MP). However

none of them is successful in presenting all the features necessary for an effective

support of MP that I have identified through conceptual investigation within the

Value Sensitive Design approach. Specifically, the properties that more rarely are

satisfied in the literature are to be value-driven and explainable: these are exactly

the features that I aimed to promote in the models I introduce later in this thesis.
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Value-alignment is crucial to guarantee that the agent’s behaviour is consistent

with the user’s desire and expectation. In Section 3.3 I have summarised the research

efforts in this direction, in particular regarding (i) the elicitation of relevant moral

values, (ii) reasoning about competing values to identify appropriate actions, and

(iii) contextual applications of value-aligned agents in different scenarios. In this

thesis, I introduce two privacy-enhancing agent-based models that are value-aligned

(see Chapters 4 and 5). In order to do so, I draw upon existing theories of values,

namely Schwartz’s theory (illustrated in Section 2.3.1), to select the relevant moral

values, which I then map onto actions and behaviours in the context of online privacy

according to insights from the literature and common sense. The subjectivity of

this mapping process, common to the majority of value-aligned systems, however,

is among the main limitations of this type of agent architectures.

Finally, in Section 3.4 I have provided an overview of the explainable agent-based

models, with a particular focus on the ones that rely on argumentation. In fact,

argumentation guarantees several properties, such as transparency, the ability of

reasoning under uncertainty and to consider contrasting information, which simplify

the design of intrinsically explainable architecture. Moreover, argumentation-based

dialogue games can be defined in order to enable the interaction that is deemed

as necessary by the definition of explanations as social processes. Yet, many XAI

researchers may fail to design explainable systems that cater for the needs of their

users, as the lack of empirical validation of these models highlights. In order to avoid

this, the explanations generated by the agent model I describe later in Chapter 5

are not only designed being informed by users’ feedback, but are also empirically

validated to assess their helpfulness for users.
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Chapter 4

JIMMY: A Value-aligned
Negotiating Agent

4.1 Introduction

While following a Value Sensitive Design approach (VSD, see Section 2.4), through

conceptual and technical investigations of the literature on online multi-user pri-

vacy (MP) I noticed a discrepancy between the way users manage MP in the real

world and the way scholars have tried to support users with their theoretical models.

Empirical studies [175, 199, 97] showed that often users are not interested only in

their own social benefit when sharing content online, but that they care, eventu-

ally too late, about the consequences that their decisions may have on others; in

particular, users reported to regret not to have asked for permission before sharing

co-owned content, and many were willing to compromise and find a solution that

was acceptable for all the involved parties. However, many of the mechanisms that

have been suggested in the literature (see Section 3.2.2) fail to consider this type of

behaviour, where users may disregard their own advantage in favours of others, and

mainly recommend the sharing action which guarantees the best outcome in terms

of sharing utility.

For this reason, I aimed to bridge the gap between the MP literature and the

empirical evidence by designing a model that, instead of focusing solely on the shar-
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ing outcome, supports the interaction of the users involved in a multi-user privacy

conflict (MPC). Informed by a first iteration of VSD conceptual investigation, I

concluded that an autonomous system, in order to effectively support MP, should

present the following features:

• Role-agnosticism: the model should treat in the same way all the parties

involved in the conflict; this is because the asymmetricity of the access control

mechanisms currently available to uploaders and co-owners is considered one

of the main causes of MPCs [207].

• Adaptivity : the model should generate solutions to MPCs that are consistent

with the contextual preferences of the involved users; this is because privacy

is highly subjective and managed in different ways according to the scenarios

[2, 129].

• Value-alignment : the model should provide recommendations that are consis-

tent with the moral and behavioural preferences of the users; this is because,

as empirical evidence shows, users are often willing to transcend their own

interest in order to favour others and avoid conflicts [175].

Hence, I designed JIMMY, an agent-based model that acts like the Jiminy

Cricket from Pinocchio and helps its users, when interacting with each other, pick

the actions that are most aligned with their moral values. The users’ interaction

for the resolution of an MPC is modelled as an audience negotiation, where JIMMY

equally supports each user by recommending whether to accept/reject an offer or

make a counter-offer, in a consistent way with their moral values.

In Section 4.2, I introduce some preliminary concepts that are necessary to de-

fine the possible actions that the JIMMY agent can recommend. In Section 4.3, I

describe the dynamics of the negotiation, including the details for generating value-

aligned offers, and I report a complete example of a negotiation. In Section 4.4
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I show some formal properties of this agent architecture, namely termination in a

finite time and soundness. In Section 4.5 I discuss the advantages and disadvantages

of JIMMY, specifying how these have influenced the next steps of my research, and

I conclude the chapter with Section 4.6.

4.2 Preliminary concepts

In order to recommend negotiating actions that are coherent with the users’ desires,

the agent JIMMY needs to be informed about (i) the user’s preferred privacy level

for the content in discussion and (ii) the user’s preferred order over a set of moral

values. Both these factors can be elicited with minimal user intervention as detailed

below.

4.2.1 Sharing policies

I represent a collaborative platform (e.g. an OSN) where users are supposed to

interact with each other and share content as a graph G = (V,R), where V is the

set of the OSN users, and R describes all their relationships (vk, vj, ikj) ∈ R; ikj ∈

{1, ..., imax} ⊂ N represents the closeness or intimacy of the relationship between

two users vk and vj (1 denotes a superficial connection, imax denotes the maximum

intimacy) and can be elicited by using predictive techniques as presented in [61].

Content is shared in the platform according to sharing policies, which define the

criteria users must satisfy in order to access such contenti.

Definition 3. A sharing policy is a tuple p = ⟨d, i⟩ ∈ P, where d ∈ [0, dmax]

represents the maximum allowed distance a user must be from the owner of the

content, meant as the length of the shortest path of the social graph connecting the

iAlthough new relationships can emerge and old ones evolve or dissolve, i.e. links and intimacy
between users may vary over time, this is irrelevant w.r.t. the definition of the sharing policy: some
user who today has access to some content, may lose it in the future and vice-versa.
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two users, and i ∈ [0, imax] represents the minimum required intimacy over each edge

of the path connecting the two users.

Note that the policy definition used in this chapter could be translated to and

back from the usual group-based access control policies of social media sites like

Facebook [173]. Also, note that individual privacy preferences for each item, i.e.

the sharing policy that each of the involved users would select if they were to decide

alone about the item, can be provided directly by the user or can be elicited following

data-driven AI techniques as in [167, 116], to minimise user effort, or can be derived

from suitable defaults based on approaches like [201].

4.2.2 Schwartz Basic Values

Based on the Schwartz Theory of Basic Values (see Section 2.3.1), I identify five

values, or groups of similar values, which are relevant in the context of collective

decision-making processes. The individual relative preference over these values is

proven to be relatively stable over the lifetime [24]; this suggests that their elicitation,

for instance using the Schwartz Value Survey or the Portrait Values Questionnaire

[154] (see Section 2.3.1) may not be a constant or repeated burden for the user.

For each of the identified values, I interpret its influence on the negotiation

behaviour as follows:

• self-direction (sd): the user is open-minded and ready to change the negoti-

ating strategy during the decision-making process to suggest new solutions;

• power (po): the user holds his/her initial sharing preference with higher regard

than the one of the other user, leaving little space to accommodate the others’

preferences;

• benevolence, universalism (be): the user is willing to accommodate the pref-

erence of another user;
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• security (se): the user prefers the safest sharing policy, meant as the most

restrictive one in terms of publicity;

• conformity, tradition (tr): the user’s choice is highly influenced by the society’s

expectations.

As I mentioned, JIMMY recommends actions during the negotiation according to

how the user would like to behave in that context. Given the influence that moral

values have on behaviour [24], JIMMY considers the relative importance of each

value for the user as the factor that most influences the user’s negotiation strategy.

I formalise the relative importance of the values for each user as follows.

Definition 4. A value order is a particular order o ∈ OV , o = v1 ⪰ v2 ⪰ v3 ⪰ v4 ⪰ v5

over the values vi ∈ V, where V = {be, po, se, sd, tr}, that determines the relative

influence the user believes each value has on his/her behaviour, where OV is the

space of all the possible total or partial orders over V.

Example 2. Emma has a total order over her values oE : po ≻ se ≻ sd ≻ tr ≻ be,

meaning that she considers power as the most important value to guide her behaviour,

followed by security as the second most influential and so on.

Note that, while the example shows a total order, JIMMY could work also with

partial orders, e.g., users having some preferences of values over the others but not

for all values, as I will detail later.

4.3 The negotiation process

The communication between the users involved in the MPC follows a number of steps

(or negotiation rounds) until a decision is agreed upon. For simplicity, I consider

an alternated proposals negotiation framework [58], as depicted in Figure 4.1, and

a MPC that involves two users, one with the role of uploader (A), the other with

85



Figure 4.1: Message Sequence Chart showing the negotiation process between the
uploader A and the co-owner B.

the role of co-owner (B). Each user is supported by one independent instance of the

JIMMY agent during the negotiation.

In the first iteration of the negotiation, the uploader A starts the dialogue offering

his/her preferred policy pA to the co-owner B. In the second iteration, B evaluates

the received offer: if B accepts, then the negotiation is concluded and the content

is shared with the policy pA; if B is not satisfied by the offer, then B can make a

counter-proposal, which is evaluated by A in the third iteration and so on. However,

an agreement may be impossible to reach, for instance if both parties keep offering

the same policy without trying to accommodate each other. In this case, which I

detail at the end of the next subsection, the negotiation is considered as failed and

no content is shared.

In order to support the user while interacting with the other party during the

negotiating process, at every iteration JIMMY suggests to its user whether to accept

the offer or to make a counter-offer, i.e. the agent always recommends the negotiating

action that is the most coherent one with their moral values.
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4.3.1 Generation of a new offer

I now introduce the elements that allow the agent JIMMY to identify the negotiating

action that is the most coherent with its user’s values at each negotiation round.

In a nutshell, each moral value (self-direction, power, benevolence, security, and

tradition – see Section 4.2.2) is mapped onto a negotiating behaviour, which is

translated in a function that influences either the overall negotiation strategy or

each single iteration of the negotiation.

First, I model the behaviour related to self-direction as a function that influences

the negotiating strategy of the user. This is achieved by modifying the user’s value

order, with the aim of reflecting the influence of being creative and open-minded

while looking for a solution.

Definition 5. The sd-function fsd : OV , T −→ OV∖{sd} defines the influence of

the value self-direction over the entire user’s strategy. Considering the order o ∈ OV

provided by the user X, it returns another order õ ∈ OV∖{sd} where, according to the

negotiation turn t ∈ T of X, either the value self-direction is removed or the value

self-direction is removed and the two following values, if any, are swapped, in order

to generate a dynamic negotiation strategy.

õ = fsd(o, t) =

{
removeSD(o) if t is odd

removeSDswap(o) if t is even.

The sd-function allows the agent, and therefore its user, to be flexible during the

negotiation process by eventually employing two strategies alternatively, i.e. two

different orders over benevolence, power, security and tradition.

Example 3. Let’s recall that the preferred order over the values for Emma is oE :

po ≻ se ≻ sd ≻ tr ≻ be. The first time fsd is activated, i.e., the first time JIMMY

needs to recommend an action for Emma, fsd generates õ = removeSD(oE) = po ≻

se ≻ tr ≻ be, where self-direction has been removed from Emma’s original value
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order. The next time fsd will be activated, it will produce õ = removeSDswap(oE) =

po ≻ se ≻ be ≻ tr, where self-direction has been removed and benevolence and

power, which were the two values following self-direction in the original order, have

been swapped.

Regarding the behaviours corresponding to the other values, i.e., power, benev-

olence, security and tradition, instead of impacting the overall negotiation strategy,

these values influence each negotiation step by collectively altering the generation of

a new policy offer. In order to track the sequential influence that each value-function

has on the definition of the final new policy to be offered, the value-functions take

in input a “placeholder” policy pv, which memorises the outcome of the other value-

functions previously combined (see Definition 7 for clarification on this).

Definition 6. A value-function fv : P3 −→ P3 defines the cumulative effect of

the value v on the generation of the new sharing policy to be suggested. It takes as

inputs the preferred policies pA, pB of the two users (or their last offered policies),

and pv, a placeholder policy which keeps track of the influence of the other value-

functions that have already been considered. The co-domain of fv is a subset of its

domain: i.e. given three policies pA, pB, pv and defining

p1 =⟨min(dA, dB, dv),max(iA, iB, iv)⟩ = ⟨d1, i1⟩

p2 =⟨max(dA, dB, dv),min(iA, iB, iv)⟩ = ⟨d2, i2⟩

as the tuples having respectively the most and the least restrictive components over

pA, pB, pv, then

fv(pA, pB, pv) ∈ ([d1, d2]× [i2, i1])
3. (4.1)

A possible instance of the fv functions is reported as follows, but alternative

definitions could be suggested:

• fpo(pA, pB, pv) = (pA, pB, avg(pA, pv)): power influences the new sharing policy

by averaging it with the user’s own preferred policy;
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• fbe(pA, pB, pv) = (pA, pB, avg(pB, pv)): benevolence influences the new sharing

policy by averaging it with the interlocutor’s preferred policy;

• fse(pA, pB, pv) = (pA, pB, avg(⟨minpA,pB d,maxpA,pB i⟩, pv)): security influences

the new sharing policy by averaging it with the most restrictive distance and

intimacy, computed over the two users’ preferred policies;

• ftr(pA, pB, pv) = (pA, pB, avg(pσ, pv)): tradition influences the new sharing pol-

icy by averaging it with the socially preferred policy pσ, i.e., the policy that

a majority of people would select for sharing some content with the same

sensitivity, which can be automatically elicited (see, e.g., [60]).

Note that, since the distance and the intimacy must be integer numbers, rounding

is performed towards the one own policy in general, and towards the other user’s

policy when the value-function is fbe.

Finally, I can now introduce the crucial part of the model, that is the generation

of a new proposal. At each step of the negotiation after the first one, a user receives

an offer that needs to be evaluated. To do so, JIMMY first generates for the user

what would be his/her optimal next counter-offer, given his/her preferred policy and

order over values.

Definition 7. A proposal generator g : P3 −→ P is a function which provides the

policy p̃ that the user should offer according to his/her preferred value order, his/her

policy preference (which is either the initial one or the last generated one), and the

last received offer. In particular, it is a composition of all the value-functions fv ∈ F ,

where the order of the composition is given by the output order õ : v1 ≻ v2 ≻ v3 ≻ v4

of the sd-function, and the projection operator Π3, which selects only the third policy

from the last obtained tuple:

p̃ = Π3 ◦ fv1 ◦ fv2 ◦ fv3 ◦ fv4(pA, pB, null).
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Notice that the third policy of the last obtained tuple corresponds to the resulting

effect of the last value-function applied (fv1) on the last placeholder policy pv, which

in turn represents the aggregated effects of all the previously applied value-functions

(fv4 , fv3 , fv2) when considering the users’ preferred policies pA and pB. In case the

value order is a total order, then the composition order of the value functions is

trivial (see a complete example in the next section). If the value order is a partial

order, different solutions can be applied: for instance, a possibility could be to pick

randomly only one of the value-functions for each group of equally preferred values.

After identifying the counter-offer that would be most coherent with the user’s

desired behaviour, JIMMY computes the distance between the newly-generated po-

tential counter-offer and the last received offer.

Definition 8. The distance ϵpA,pB between two policies pA = ⟨dA, iA⟩ and pB =

⟨dB, iB⟩ is defined as the Manhattan distance:

ϵpA,pB = |dA − dB|+ |iA − iB|.

If such distance is within a reasonable range, which can be left as a default

value or decided by the user, e.g., it is equal to 0 so that the policies are the

same, then JIMMY recommends the user to accept the offer and the negotiation

ends. Otherwise, JIMMY suggests to offer p̃ as a counter-proposal and the dialogue

proceeds until either the convergence is reached or until it is recognised as impossible,

i.e. when both users have tried out all their strategies (that is, different composition

orders generated by the sd-function) and cannot help but keep suggesting the same

policies. If an agreement is found, then the item in discussion is shared according

to the last offered policy; alternatively, the content remains private.

Recall that, at each step of the negotiation, the choice of the action to perform

is left to the user, in respect of his/her autonomy [194]; JIMMY simply nudges the

user to dialogue with the other in a way which is consistent with his/her moral
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values, similarly to the Pinocchio’s Jiminy Cricket.

4.3.2 Example of a JIMMY-supported Negotiation

Let us examine a situation where users Alice (A) and Bob (B) discuss about shar-

ing some content on an online collaborative platform. Their preferred policies are

respectively pA = ⟨5, 8⟩ and pB = ⟨1, 1⟩ and a MPC occurs. According to the

sensitivity of the content, in general people would suggest the policy pσ = ⟨2, 6⟩.

While negotiating a sharing policy that is acceptable for both, both Alice and

Bob are supported by an instance of the JIMMY agent, respectively JIMMYA and

JIMMYB, which each has access to its user’s preferred order over the values:

oA : se ≻A be ≻A tr ≻A po ≻A sd

oB : be ≻B tr ≻B se ≻B sd ≻B po.

Here, both users have a single strategy, because self-direction is in the last or second-

last position in the order and therefore fsd has no values to eventually swap.

Let us consider the instances of the value-functions listed earlier, where pv = null

at the beginning of each negotiation step s. Let us assume that in order to accept a

received offer, the distance between the received offer and the newly generated offer

must be ϵ = 0.

Finally, for the purpose of this example and for the sake of brevity, let us assume

that each user accepts his/her agent’s recommendation at every step.

At s = 0, JIMMYA suggests to offer Alice’s original preferred policy p0 = pA =

⟨5, 8⟩.

At s = 1, Bob needs to evaluate whether to accept or reject the offer. To

do this, JIMMYB computes the best (according to Bob’s values) policy that Bob

would eventually counter-offer and then, if this coincides with p0, JIMMYB would
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recommend to accept:

g(pA, pB; oB) =Π3 ◦ fbe ◦ ftr ◦ fse ◦ fpo(pA, pB, null)

=Π3 ◦ fbe(ftr(fse(⟨5, 8⟩, ⟨1, 1⟩, ⟨1, 1⟩)))

=Π3 ◦ fbe(ftr(⟨5, 8⟩, ⟨1, 1⟩, ⟨1, 4⟩))

=Π3 ◦ fbe(⟨5, 8⟩, ⟨1, 1⟩, ⟨1, 5⟩)

=Π3(⟨5, 8⟩, ⟨1, 1⟩, ⟨3, 7⟩)

=⟨3, 7⟩.

Since ϵpA,pB = |5− 3|+ |8− 7| > 0, JIMMYB suggests Bob to reject the offer and to

propose p1 = ⟨3, 7⟩.

At s = 2, it’s Alice’s time to evaluate Bob’s offer:

g(pA, p1; oA) =Π3 ◦ fse ◦ fbe ◦ ftr ◦ fpo(pA, p1, null)

=Π3 ◦ fse(fbe(ftr(⟨5, 8⟩, ⟨3, 7⟩, ⟨5, 8⟩)))

=Π3 ◦ fse(fbe(⟨5, 8⟩, ⟨3, 7⟩, ⟨4, 7⟩))

=Π3 ◦ fse(⟨5, 8⟩, ⟨3, 7⟩, ⟨3, 7⟩)

=Π3(⟨5, 8⟩, ⟨3, 7⟩, ⟨3, 8⟩)

=⟨3, 8⟩.

Since ϵpA,p1 = |3− 3|+ |8− 7| > 0, JIMMYA recommends to reject the offer and to

propose p2 = ⟨3, 8⟩.
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At s = 3, JIMMYB reasons about the last offer received from Alice:

g(p2, p1; oB) =Π3 ◦ fbe ◦ ftr ◦ fse ◦ fpo(p2, p1, null)

=Π3 ◦ fbe(ftr(fse(⟨3, 8⟩, ⟨3, 7⟩, ⟨3, 7⟩)))

=Π3 ◦ fbe(ftr(⟨3, 8⟩, ⟨3, 7⟩, ⟨3, 7⟩))

=Π3 ◦ fbe(⟨3, 8⟩, ⟨3, 7⟩, ⟨3, 7⟩)

=Π3(⟨3, 8⟩, ⟨3, 7⟩, ⟨3, 8⟩)

=⟨3, 8⟩.

Since ϵp1,p2 = 0, that is JIMMYB has obtained as newly generated offer the same

policy that was last offered by Alice, JIMMYB recommends Bob to accept and the

content is shared with policy p = ⟨3, 8⟩.

4.4 Properties of the model

Given that dealing with MPCs on OSN is a real and practical problem, it is crucial

for the model to present some properties that allow its implementation on real

systems, such as termination in a finite time and soundness.

Lemma 1. Termination On the assumption that neither party withdraws, in a

finite time, the offers pt suggested alternatively by the two instances of the JIMMY

agent always converge towards an agreement p̂

d(pt, p̂)→ 0 for t→ N < +∞ (4.2)

or the impossibility of reaching an agreement is recognised.

Proof. During the negotiation process, a user can either maintain his/her position

or accommodate the other user’s preference. Let us consider each case separately:
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(a) Both users want to accommodate each other: let us prove this by contradiction

and let us assume that (4.2) is false; this means that the distance between

the new suggestion and the final agreement may increase at each iteration

or that the convergence may happen in an infinite number of iterations. By

the definitions of the functions fv, the output of each fv is always within the

range defined by the most and the least restrictive tuples of each iteration (see

Equation (4.1)). If the users are both trying to accommodate each other’s

preference, it means that the new suggestion is a tuple whose at least one

element is internal to the domain; i.e. the domain of fv(pα, pβ, pv) becomes

one of the following:

[d1, d2)× (i2, i1] (d1, d2]× (i2, i1]

[d1, d2)× [i2, i1) (d1, d2]× [i2, i1)

(d1, d2)× (i2, i1).

Noting that these are all subsets of N2, it follows that the width of the domain

of the new suggestion decreases at every iteration. Therefore, the distance

between the new suggestion and the final deal can only decrease, as they both

are elements of the domain; this contradicts our initial hypothesis. Also, given

the fact that the domain is a finite and bounded subset of N2, the convergence

happens in a finite number of iterations. Therefore, (4.2) is valid.

(b) One user wants to accommodate, the other user holds his/her position: the

reasoning is similar to the previous case, but now the contraction of the domain

happens only at every other iteration, i.e., whenever a user makes an accom-

modating offer. In fact, when a user sticks to his/her preference, he/she keeps

offering a tuple whose elements are on the border of the domain. Eventually

with a slower speed than in the previous case, the domain does get contracted

and, given its finite dimension and its boundary, it converges in a finite time.
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So, (4.2) is valid.

(c) At some point, both users start holding their positions: if both users stick to

their preferences, it means that both of them keep suggesting policies whose

elements are on the border of the domain

fv(pα, pβ, pσ) ∈ [d1, d2]× [i2, i1] ∈ N2;

therefore, the domain cannot contract. The system interrupts the negotiation

whenever both users have tried all their strategies after receiving the same

inputs. Since every user has at most two strategies, this happens at latest at

the 5th iteration of the algorithm with no changes in the offers: that is, the

termination of the algorithm is realised in a finite time.

Lemma 2. Soundness Assuming that the users always follow the suggestions of

their agent JIMMY, the outcome of the negotiation is optimal, i.e., it is consistent

with their initial preferences and orders over the moral values.

Proof. This can be proven by contradiction. Let us assume that the outcome of the

negotiation is not consistent with the users’ initial preferences over the sharing poli-

cies and their preferred order over the values, even though both users always followed

their agent’s suggestions. This implies that, in at least one step of the negotiation

process, JIMMY recommended a sharing policy which was not consistent with the

users’ inputs. A new policy proposal is computed according to the function g (see

Definition 7) as the composition of value-functions fv. Hence, if a new suggestion is

not consistent with the user’s preferences, it means that either (i) the composition

order or (ii) the value-functions fv are not consistent with the inputs. However,

(i) the order for composing the value-functions fv is defined exclusively by the sd-

function (see Definition 5) which, according to the order over the values provided

by the user, assures that different relevance is given to different value-functions fv
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according to the priority that the user assigns to the values that each fv function

represents. Therefore, the composition order is, by definition, consistent with the

user’s preference. On the other hand, (ii) the value-functions fv are defined in such

a way that they reflect the interpretation of each value in the negotiation context

given the initial policy preferences. So, by definition, the value-functions are con-

sistent with the initial preferences of the users. In both (i) and (ii) we reached a

contradiction, therefore we can say that, given a coherent behaviour from the users’

side, every step of the negotiation must be consistent with the initial preferences of

the users. Every outcome of the model must be reached through a sequence of such

consistent steps; therefore every outcome, whether it is a deal or not a deal, must

be consistent with the initial preferences of the users.

4.5 Discussion

JIMMY is my first attempt to support users when collaboratively managing multi-

user privacy online. On the one hand, its design satisfies the requirements for solving

MPCs in OSNs that I identified in the first iteration of conceptual investigation and

that I have described at the beginning of this chapter. In particular, the agent is

role-agnostic: in fact, JIMMY equally supports both participants during the audi-

ence negotiation process in an equal way. Then, JIMMY is adaptive: whenever a

new negotiating action needs to be recommended, the agent generates a new policy

starting from the original (in the first iteration) or updated (later iterations) policy

preferences of the users (see Definition 7); this also contributes to the soundness of

the model, as proven in Lemma 2. Finally, JIMMY is value-aligned : new negotiating

proposals are generated through the composition of value functions, which directly

map behavioural preferences either on the overall negotiation strategy (see Defini-

tion 5) or on individual negotiation steps (see Definition 6), and whose composition

order is defined by the user’s value order (see Definition 4). The value-alignment of
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JIMMY also contributes to its soundness.

On the other hand, however, this preliminary model presents some limitations

which have directed and influenced the subsequent steps of my research work.

First, even though I properly define its components and it presents some inter-

esting formal properties, this model lacks some other formal definitions, such as the

ones for the syntax and the semantics of the negotiation protocol [109]. Also, the

notion of optimality, which in this chapter refers to “consistency with the user’s

moral values”, would benefit from a better definition, that would help distinguish

and compare different degrees of goodness of a solution.

Second, this model assumes the user-agent interaction, but does not include

any element to support it. Theoretically, JIMMY may present the user with a

value-based justification of its recommendations, but it is not enabled to reason

over alternative solutions. This would, for instance, make impossible for the agent

to provide contrastive explanations of its outputs. This leads to two distinct but

complementary research lines: (i) to design agents with more complex reasoning

abilities, and (ii) to investigate further how to successfully convey the model’s output

to the users.

Lastly, by relying only on the moral values during the generation of a new policy,

JIMMY fails to represent some other motivations that drive the users in the real-

world, such as their perception of individual advantage or disadvantage when sharing

content with some desired or undesired audience. For this reason, I argue that a

hybrid agent architecture, which combines both a value-driven component and a

utility-driven component, may provide recommendations that are more acceptable

and useful for users.
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4.6 Conclusion

Following a VSD approach (see Section 2.4), a preliminary conceptual investigation

of the related literature identified role-agnosticism, adaptivity and value-alignment

as design features to be embedded in models to effectively manage multi-user privacy

on OSNs. In this chapter I have presented the output of a first technical investigation

in this direction, that is the design of JIMMY, an agent that aims to support users

when collaboratively defining privacy policies for co-owned content. JIMMY’s design

is such that it is role-agnostic, i.e. it supports equally all the users, adaptive, i.e.

its recommendations depend on the users’ contextual preferences, and value-aligned,

i.e., it recommends actions according to the user’s morality, while supporting the

users interaction during the collaborative deliberation of a solution for an MPC.

This interaction is modelled as a negotiation, where alternatively one user offers

a sharing policy and the other user either accepts it or rejects it. The agent, by

considering the user’s moral values, recommends the action which is most coherent

with the user’s desired behaviour, similarly to what the Jiminy Cricket does in

the Pinocchio novel. Specifically, I mapped some relevant Schwartz values onto

behaviours which are common during a negotiation: each user (i) may want to

hold onto their own preference (when power is dominant), or (ii) may be willing to

accommodate the interlocutor (when benevolence is dominant); or (iii) may prefer

to act according to what the society would generally do in a similar circumstance

(when tradition is dominant); or (iv) may lean always towards the safest, i.e., the

most private, option (when safety is dominant). Also, I considered that when self-

direction influences the behaviour, then open-mindness and creativity may lead the

user to alter their negotiating strategy in order to identify new solutions. According

to the relative preference of the user over these values, JIMMY recommends the most

appropriate action at each negotiation step, that is either to accept the received offer
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or to make a counteroffer. If the users always follow the agent’s recommendation

and an agreement is recognised, then that agreement is guaranteed to be the most

consistent with the users’ initially preferred sharing policy and values.

Although JIMMY satisfies the properties stated in the Introduction to this chap-

ter, namely it is role-agnostic, adaptive and value-aligned, it also presents some draw-

backs. For instance, the user-agent interaction, crucial for explaining the agent’s

outputs to the user, is not modelled, and the identified solutions, being only value-

driven, risk not to fully satisfy the users. For instance, despite being mainly driven

by benevolence, a user may perceive the potential privacy violation caused by some

undesired person accessing the content as too serious to just accommodate the co-

owner’s preference.

Still following a VSD approach, in the next chapter I will describe the output

of my updated conceptual and technical investigations, namely a new agent-based

model which overcomes most of JIMMY’s deficits: it is value-driven but it also

considers the individual’s utility of a sharing policy; it is able to reason about al-

ternative solutions; and it presents an explainable architecture, which aims to help

users understand the underlying processes of the model.
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Chapter 5

ELVIRA: A Value-aligned,
Utility-driven and Explainable
Agent

5.1 Introduction

Aware of the limitations of the JIMMY model described in the previous chapter and

in line with an iterative Value Sensitive Design approach (VSD, see Section 2.4),

I have performed another round of conceptual investigation regarding the effective

resolution of multi-user privacy conflicts (MPCs) on OSNs. As a result, as I have

introduced in Section 1.3 (cf. Table 1.1), I have included two new requirements: a

model that effectively manages online multi-user privacy should not only be adap-

tive, role-agnostic and value-aligned, but also utility-driven and explainable. In this

chapter I describe ELVIRA, another agent-based model that can support the col-

laborative resolution of MPCs, as the output of a new technical investigation stage,

that had the aim of designing a system that would fulfil all these properties.

The design of ELVIRA represents a refinement of JIMMY’s: its strengths, such

as being role-agnostic, adaptive and value-aligned, are maintained, and its draw-

backs, namely not being explainable and utility-driven, are compensated. In fact,

when computing the solution to the MPC, ELVIRA explicitly considers not only

the user’s moral values, again modelled based on the Schwartz theory [154], but also
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the user’s individual utility, interpreted as the gain or loss the user can perceive

when desired or undesired audiences access the content subject of the MPC. Then,

ELVIRA is also explainable in the way that it presents both a cognitive process, given

by the practical reasoning approach described in Section 5.3, and a social process,

defined and empirically evaluated in Section 5.6. Finally, ELVIRA is role-agnostic

and adaptive, as guaranteed by the formal properties of soundness, completeness,

anonymity and neutrality (Section 5.4). Therefore, ELVIRA’s design is such that it

complies with all the desired requirements described in Table 1.1.

5.2 The ELVIRA architecture

ELVIRA is an agent that could be used on top of a social network, as an extra

service that could be offered to the users, or directly embedded in the OSN archi-

tecture. Therefore, I define all the components of the agent basing on a graph-based

representation of the social network the agent may interact with.

I represent an OSN as a graph G = (V,R), where V is the set of the OSN

users, and R describes all their relationships (vk, vj, ikj) ∈ R, where ikj ∈ [0, imax]

represents the intimacy or closeness of the relationship, which can be elicited auto-

matically [61].

Among other activities, users can engage with the network by sharing online

contenti that they own offline. While in certain circumstances ownership is clear

(e.g., when a user takes a selfie, that picture belongs to her/him), there are situations

when ownership can be more challenging to define [175]: in a group picture, all the

depicted people would co-own the photo; in a picture depicting kids, it is likely

that the parents, despite not being depicted, would own the photo; etc. We consider

everyone whose privacy may be impacted by a picture to be an owner of that picture.

iIn this thesis I mostly focus on photographic content, but similar solutions can be applied
also to other types of content.
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Definition 9. Given a set of digital content X and the function ownership, own :

V → X, a user v ∈ V owns the item x ∈ X if x ∈ own(v).

Ownership is not an injective function and the same item x ∈ X could be co-

owned by multiple users. E.g., when both v1, v2 ∈ V own the item x, we denote the

co-ownership as x ∈ own(v1) ∩ own(v2) and the co-owners as Ag = {v1, v2}.

In line with previous work [176], but noting that this is equivalent and can be

translated to and back from the group-based access control models used in OSN

platforms [173], I define a sharing policy as follows:

Definition 10. A sharing policy for an item x ∈ X from user k ∈ V is sp = ⟨d, i⟩,

where d is the length of the shortest path connecting a user with k, and i is the

minimum intimacy that each link of the path connecting the user with k must satisfy

for the user to have access to the item.

I assume that every user has a preferred sharing policy for each content they

are involved in (e.g., they own), and that it can be elicited automatically (e.g. see

Section 3.2.1). I denote with spk the user’s k preferred sharing policy. In addition,

each sharing policy sp defines for the user k an individual audience audsp,k, i.e., a

set of users who satisfy the conditions of sp from user k. An MPC occurs when

users that are involved in the same item, namely the co-owners Ag of the item, have

contradictory preferred sharing policies which lead to different preferred audiences.

Definition 11. An MPC regarding an item x ∈ X co-owned by users k ∈ Ag and

j ∈ Ag, i.e., x ∈ own(k) ∩ own(j), occurs when k and j’s preferred audiences do

not coincide, i.e. audspk,k ̸= audspj ,j.

Definition 12. When considered from all the involved users’ points of view, a shar-

ing policy sp′ grants access to the item to the collective audience audsp′, which is
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the intersection of the individual audiences generated by sp′ for each involved user:

audsp′ =
⋂
k∈Ag

audsp′,k.

In the remaining part of this chapter, I will refer to candidate solutions for an

MPC as collective audiences.

Furthermore, I consider that the item can be shared in its original form (as-it-

is) or in its pre-processed version (modified), e.g., where some parts are blurred or

cropped (similarly to the type of fine-grained solutions like [84] that I mentioned in

Section 3.2.2). In fact, empirical evidence [175] suggests sharing modified content

is sometimes an acceptable compromise among co-owners. Generally, the candidate

solution audience guarantees access to the original item; in addition, if specified with

audsp′,mod, the solution allows also to share the modified content with the users in⋃
k∈Ag audsp′k,k ∖ audsp′ that are excluded from the solution audience.

5.2.1 The utility-driven layer

Users are known to benefit from sharing in social media [94], e.g. gaining utility if

an appealing picture is shared, but they also lose utility if a compromising picture is

seen by the wrong people. These effects are amplified with people having closer/more

intimate relationships, as they usually generate more utility gain/loss if included or

excluded from the preferred audience [175].

A compromising solution to a MPC may generally moderate the gain of utility of

some users in order to alleviate the loss of utility for others, according to the portions

of the individual preferred audiences that are included in the solution. Finally, I

also consider that each user may eventually prefer to under-share or over-share the

item, that is to make it visible to a smaller or broader audience than the preferred

one.

Following the rationale above in order to define the utility of a suggested solution

audience, I first define the following sets with respect to the user k and his/her
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Figure 5.1: MPC between 3 users, a possible solution aud′ (represented with bold
borders), and the A,B, C,D sets for user 1.

preferred audience audspk,k, considering the collective audience aud′ as a potential

solution to a MPC where k is involved (see Figure 5.1 for a graphical representation),

then the appreciation function capturing the tendencies to under/over-share, and

finally the utility function.

Definition 13. The allowed audience A is the set of users who k desires to grant

access to x ∈ X and that are part of the solution audience, i.e., A = audspk,k ∩aud′.

The allowed extra audience B is the set of users who k desires to forbid access

to x ∈ X but that are part of the solution audience, i.e., B = aud′ ∖ audspk,k. The

excluded audience C is the set of users who k desires to grant access to x ∈ X

but that are forbidden to access or allowed to access only a modified version, i.e.,

C = audspk,k ∖ aud′. The excluded extra audience D is the set of users who k

desires to forbid access to x ∈ X and that are either forbidden to access or allowed

to access only a modified version of the item, i.e., D =
⋃

l ̸=k audspl,l ∖ aud′.

Definition 14. Given a set of digital content X, the function appreciation, app :

X −→ [−1, 1], maps an item x ∈ X into a positive value if the user is happy to

overshare, and to a negative value if the user prefers to under-share.

Notice that the elicitation of appreciation will require further study: for instance,

the user may define it for each item or for sets of similar items (e.g. based on their

sensitivity), or it may be learnt over time.
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∆utility Domain

+
ij
dj

∀j ∈ A allowed audience

app(x)
ij
dj

∀j ∈ B allowed extra audience

−α ij
dj

∀j ∈ C excluded desired audience

app(x)β
ij
dj
∀j ∈ D excluded extra audience

Table 5.1: Variation of the individual utility for item x, considering audience sets,
appreciation and mode of sharing.

Definition 15. Given an audience aud, its utility for user k is:

uk,aud =
∑
j∈A

ikj
dkj
− α

∑
j∈C

ikj
dkj

+ app(x)

(∑
j∈B

ikj
dkj

+ β
∑
j∈D

ikj
dkj

)
, (5.1)

where dkj represents the length of the shortest path between user k and any user j

(i.e., their distance) and ikj represents the sum of the intimacy over that path.

For the sake of clarity, Table 5.1 shows the individual contributions of each

audience set to the variation in utility. Note that the components for the sets C and

D depend on the selection of α and β, system parameters which determine whether

to share the content only as-it-is (α = 1 and β = 0) or also modified (0 < α, β < 1).

However, experiments showed (see Experiment IV in Section 6) that the optimal

choice of these two parameters does not seem critical, as no significant impact was

found on the differences between individual utilities achieved under different values

for the parameters.

Example Let us consider the simplified OSN in Figure 5.2. Alice wants to up-

load on an OSN the picture x, where she appears with her friends Bob and Charlie

(Ag = {A,B,C}). Their preferred sharing policies for x are respectively spA =

⟨2, 2⟩, spB = ⟨1, 3⟩ and spC = ⟨3, 4⟩, and generate the following individually pre-

ferred audiences: audspA,A = {A,B,C,D,E, F,G, I}, audspB ,B = {A,B,C,D,G}

and audspC ,C = {A,B,C,G, I}. A conflict occurs, because the three individual
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Figure 5.2: The simplified online social network discussed in the example.

user A B C D

A {B,C,D,G,I} ∅ {E,F} ∅
B {A,C,D,G} {I} ∅ {E,F}
C {A,B,G,I} {D} ∅ {E,F}

Table 5.2: Detail of the audience sets for each user when considering audsp′ .

preferred audiences do not coincide. Furthermore, Alice and Charlie prefer to even-

tually under-share the content x (appA(x) = appC(x) = −1), while Bob prefers to

overshare it (appB(x) = +1).

Let us consider sp′ = ⟨2, 3⟩ as a possible solution to this conflict. This generates

the solution audience audsp′ = {A,B,C,D,G, I}; if we consider audsp′,mod, then

sharing the modified content is allowed (0 < α, β < 1) and {E,F} will access the

pre-processed content.

Then, considering the individual audience sets as reported in Table 5.2, Alice, Bob

and Charlie would perceive the following variation in utility (with some values of α
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and β:

uA,audsp′
=

∑
j∈{B,C,D,G,I}

ij
dj

−α
∑

j∈{E,F}

ij
dj

=
5

1
+

4

1
+

3

1
+

10

2
+

9

2
−α
(
2

1
+

6

2

)

uB,audsp′
=

∑
j∈{A,C,D,G}

ij
dj

+ 1 ·

∑
j∈{I}

ij
dj

+ β
∑

j∈{E,F}

ij
dj


=
5

1
+

3

1
+

3

1
+

5

1
+

8

2
+ β

(
7

2
+

11

3

)

uC,audsp′
=

∑
j∈{A,B,G,I}

ij
dj

− 1 ·

∑
j∈{D}

ij
dj

+ β
∑

j∈{E,F}

ij
dj


=
4

1
+

3

1
+

8

2
+

5

1
− 6

2
− β

(
10

3
+

)
.

5.2.2 The value-driven layer

The Theory of Basic Values by Schwartz [154] (refer to Section 2.3.1 for more details

on this) is one of the most well-known and established socio-cultural theories of hu-

man values, according to which values are socially desirable concepts that represent

the mental goals which drive human behaviour and influence any people’s decision.

Schwartz identifies ten main values and orders them in a circular way, considering

reciprocal similarities and influences. As depicted in Figure 5.3, two dimensions

emerge overall and define four directions that represent higher order values V , or

hypervalues, which pull apart while influencing the human behaviours: openness-to-

change (OTC), self-transcendence (ST), conservation (CO), and self-enhancement

(SE).

Driven by the Schwartz hypervalues, which for simplicity I refer to as just values,

I identified four main behaviours that humans follow when interacting in group

deliberations such as when resolving a MPC:
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Figure 5.3: The Schwartz hypervalues and their interpretation within the MPC
resolution context.

• self-transcendence pushes towards making the others happy, by accepting their

ideas and preferences;

• self-enhancement pushes towards getting the one’s own way, by maintaining

or increasing one’s own utility;

• openness-to-change pushes towards appreciating compromises which differ from

everyone’s initial preference;

• conservation pushes towards preserving individual and social security.

Studies showed that the preferred order of individuals over the values is relatively

stable over their lifetime [24]. This suggests that it should not be necessary to elicit

it –through validated tools [154]– from the users for every MPC, but it may be

sufficient to do it just once initially or every some fixed time interval (e.g., yearly).

It is important that ELVIRA is accurately informed about its user’s preference over

the values, in order for it to recommend sharing solutions that are coherent with

the user’s desired behaviour in the circumstance of the MPCs.

In fact, by comparing the candidate solutions and preferring one audience over
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Value Sharing Condition Behaviour

OTC + with audf everyone compromising
- with some user’s preference

CO + with more private option preserving everyone’s privacy
- with a more public option

ST + with the other’s preference making others happy
- ignoring the other user’s preference

SE + with own preference getting your way
+ gaining better utility
- gaining worse utility

Table 5.3: Promotion and demotion of the values for a user when comparing different
sharing options.

the others, it is possible to promote or demote the values, as I specify in Table 5.3;

note that, in the case of conservation and self-enhancement, the comparison is mainly

made with the user’s initial preference. For example, if a candidate audience coin-

cides with the user’s initial preference or would generate the maximum utility, then

its selection would allow the user to get his/her own way and would promote self-

enhancement; if a candidate audience is the most private one, or more private than

the user’s preference, then its selection would allow to better preserve everyone’s

privacy and would promote conservation, and so on.

Definition 16. Given an audience aud, its value promotion for user k, who has

a preferred order over the values o ∈ OV , is:

vk,aud =

|V|∑
i=1

(I − i) · promaud(oi), (5.2)

where I = |V| + 1, and promaud(oi) = 1 if the i-th preferred value is promoted

by selecting aud, promaud(oi) = −1 if the i-th preferred value is demoted, and

promaud(oi) = 0 otherwise.

Running example Considering the same MPC as in the previous example (see

a summary of the user’s preferences in Table 5.4), let us discuss how Alice may

109



Users k spk Values app(x)

Alice ⟨2, 2⟩ ST ≻ OTC ≻ CO ≻ SE -1
Bob ⟨1, 3⟩ CO ≻ SE ≻ OTC ≻ ST +1

Charlie ⟨3, 4⟩ OTC ≻ CO ≻ ST ≻ SE -1

Table 5.4: Users’ preferences in the MPC discussed in the running example.

promote and demote her values by selecting different candidate solutions.

By selecting aud⟨2,2⟩ as solution audience, Alice would promote SE, because ⟨2, 2⟩

is her own preference, but would demote OTC and ST. By selecting aud⟨1,3⟩, Alice

would promote CO, because ⟨1, 3⟩ is the most restrictive policy, and ST, because she

is selecting another user’s preference; but she would demote OTC and SE, because

she would gain a lower utility than with her preferred audience (for brevity, I do

not report all the individual utilities for each audience). By selecting aud⟨2,3⟩, Alice

would promote OTC, because ⟨2, 3⟩ is different from every user’s preference, CO,

because aud⟨2,3⟩ is more restrictive than her preference, and SE, because she would

gain a higher utility than with her preference. For a complete view of the value

promotion for all the involved users, see later Figure 5.4.

5.2.3 Collaborative behaviour

Every user involved in the MPC is represented by an agent and all the agents work

together collaboratively to resolve the MPC –recall that the focus of this thesis is on

the majority of MPCs which happen in non-adversarial settings [28, 97, 207, 175].

That is, for each MPC involving n users, there will be a set Ag of n agents, with

one uploader agent and n− 1 co-owner agents. The agents perform most activities

similarly, regardless of their role; however, the uploader has more responsibilities

and presents a more complex reasoning process, as I detail in the next section.

Therefore, I will present ELVIRA from the perspective of the uploader agent, and I

will specify when and how the agent behaviour differs for the co-owners.
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I report below an overview of the collaborative process to solve an MPC:

1. a user (the uploader) wants to share some content, but an MPC is detected

for a group of users;

2. each agent elicits its user’s preference, both sharing-wise and value-wise;

3. the candidate solutions for the MPC are identified;

4. each agent individually evaluates every possible candidate solution;

5. the uploader agent collects all the individual evaluations and identifies the best

solution;

6. the uploader agent shares the optimal solution with the co-owner agents;

7. every agent presents to its user a justified recommendation for selecting the

optimal sharing solution;

8. every involved user decides whether to accept the recommendation.

Whenever an MPC is detected in an OSN (1), all the agents of the involved users

get activated. As I explained in Sections 5.2.1 and 5.2.2, each agent already knows

or can elicit its user’s preferred order over the values and preferred sharing policy for

each item (2), or group of items. In fact, in the following I describe how to resolve

an MPC over a single item for simplicity but without loss of generality, as one could

define a preferred audience over a collection of items too and solve a set of MPCs at

the same time. Next, the uploader agent collects from the other agents the sharing

preferences of all the users and defines the set of candidate audiences A (3). A is

a finite set which includes the n collective audiences aud1, ..., audn deriving from

the users’ preferred sharing policies, and audf , where f is some function identifying

a subset of the union of all the individually preferred audiences, such that audf ̸=

audk ∀k ∈ Ag. Since each audience can be selected either as-it-is or modified, there
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are |A| ≤ 2(n+1) possible solutions to the MPC (≤ because two or more co-owners

may have the same preferred audience). In the remaining part of this chapter, we

do not specify whether the audience is selected as-it-is or modified, because all the

candidate solutions are considered equally, as we show later in Lemma 6.

For each audience aud ∈ A, each agent k computes its individual score (4),

which represents its appreciation of the particular option in terms of utility and

value promotion:

sk,aud =

{
−uk,aud · vk,aud if uk,aud < 0 and vk,aud < 0

uk,aud · vk,aud otherwise
(5.3)

where the utility uk,aud is computed as in Equation (5.1) and the value promotion

vk,aud is computed as in Equation (5.2). u and v are multiplied for assigning equal

weight to utility and values regardless of their range.

Then, all the co-owners share their individual evaluation of each audience, in-

cluding utility, value promotion and score, with the uploader (5a), who aggregates

them in an overall score for each audience aud ∈ A:

saud =
∑
k∈Ag

sk,aud. (5.4)

Notice that, given the assumption of collaborative behaviour among users and

agents [175], the ELVIRA agents are expected to share their truthful preferences

in terms of candidate solution and evaluations, because the underlying shared goal

is not to harm anyone by sharing content inappropriately. Also, in order to falsify

the evaluations of the solutions, an agent should either manipulate its own value

order, which is not in its interest and goes against the principles of value-aligned AI,

or manipulate its own utility, by accentuating the perceived loss or gain generated

by the selection of each candidate solution. In this model, the utility evaluation is

strictly computed according to Definition 15, but further work may look into adding

other reasoning layers that would enable a more strategic decision making process.

112



At this point, the uploader agent has gathered all the necessary information that

allows it to identify the best collective solution (5b) by applying argumentation

techniques, as I explain in the next section. Notice that, while the problem of

identifying the best collective solution could be framed simply as a multi-objective

(utilities and values) optimisation problem, the use of argumentation enables the

agent not only to find the optimal solution, but also to track all the information

that is necessary for justifying such outcome to the end-user in the form of attacking

or supporting arguments, which, in turn, can be easily reported to the user as part

of the explanation.

Then, the solution is shared with all the agents (6), who present it to their users

together with a tailored explanation describing its optimality (7); in Section 5.5 I

discuss possible designs for these explanations, but the use of argumentation (and

of the practical reasoning process in particular) would facilitate the generation of

diverse types of explanations, including dialogical, that can be adapted to the recip-

ient’s need and preferences. Finally, every user is free to decide whether to accept

the recommendation (8): if any of the users rejects it, then the content is not shared

and a manual negotiation can eventually take place among the users.

5.3 Practical reasoning

I describe the practical reasoning process performed by the ELVIRA agent, adapt-

ing the work by Atkinson and Bench-Capon that I summarised in Section 2.5. The

agent, by completing the abductive reasoning process that I detail below, not only

identifies the most desirable audience, but it also gathers all the necessary informa-

tion to discuss its causal attribution, which represents the cognitive process required

for providing an explanation [112]. I specify how ELVIRA uses this information to

generate the explanations in Section 5.6.

First, I consider that an agent can propose, attack and defend justifications for
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a given action by relying on an argument scheme (ArgS) and its associated critical

questions (CQs) [14, 15]. From the point of view of the uploader agent, ArgS can

be expressed as: “I should offer the audience aud′, that will lead to an agreement,

that will generate the score saud′ and that will promote the values V ”.

In order to identify the best solution to offer, ELVIRA uploader follows a practi-

cal reasoning process (PR)[14]: (1) it identifies a desirable outcome, e.g. agreement

on the audience aud′; (2) it argues in favour of offering aud′, e.g. by instantiating

the ArgS; 3) it considers objections (the critical questions CQs) based on alterna-

tive more desirable audiences, e.g. by considering possibly better overall scores or

promoted values; and, finally, 4) it attempts to rebut these objections.

Formally, the PR has three stages: (i) the problem formulation, (ii) the epistemic

stage, and (iii) the choice of action.

5.3.1 Problem formulation

The first step of PR consists of representing the relevant elements of the situation (i.e.

conflict occurrence, involved users’ preferences, possible actions and solutions, etc.),

which can be performed by building an Action-Based Alternating Transition Systems

with Values (AATS+V) [14]. This structure provides the underlying semantics used

to describe the world and formulate arguments about joint actions (JAg), i.e. actions

that are performed by a set of agents and that influence each other’s outcome.

In the MPC context, a joint action is composed of the uploader’s offer of an

audience and the co-owners’ responseii. I adapt Atkinson’s definition of an AATS+V

[14] to MPCs as follows:

Definition 17. In the context of an MPC among n users, an AATS+V is a 2n+8

tuple Σ = ⟨Q, q0, Ag,Ack, ρ, τ, S,V , Avk, δ⟩, with k = 1, ..., n, where:

iiAs in [15], I assume the offer and the response to be “simultaneous” actions, despite their
sequentiality.
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• Q = {conflict, agreementaud ∀aud ∈ A} is a finite, non-empty set of states;

• q0 = conflict is the initial state;

• Ag = {up1, co2, ..., con} is the set of agents involved in the MPC, with the roles

of uploader or co-owners;

• Ac1 = {offeraud ∀aud ∈ A} are the actions available to the agent up1;

• Ack = {acceptk, rejectk} are the actions available to the agent cok, for k = 2...n;

• ρ : AcAg → 2Q is the action-precondition function; here, every action can be

executed just from q0;

• τ : Q× JAg → Q is the partial system transition function, which defines what

state results from performing the joint action j in the state q, where possible;

here, only the joint actions where all the co-owners accept the uploader’s offer

end up in an agreement state, the others stay in q0;

• S = {0, saud ∀aud ∈ A} is the set of collective scores characterising each

state, where sq0 = 0;

• V = {SE, ST,CO,OTC} is the set of values considered;

• Avk = ok(V) is the preferred total order of the agent Agk over the values V;

• δ : Q × Q × AvAg → {+,−,=} is the valuation function, which defines the

effect of a transition over each value for each agent (see Table 5.3).

5.3.2 Epistemic stage

The epistemic stage consists of determining what the agent believes about the cur-

rent situation, given the previous problem formulation. As I mentioned earlier, based

on empirical evidence [175], the ELVIRA agents have a collaborative behaviour.

From this underlying assumption I can further imply two epistemic assumptions:
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• EA1: all agents share the same interpretation of the world and have the

same knowledge regarding the individual evaluations of the candidate solu-

tions: common knowledge = {uk,aud, vk,aud, sk,aud ∀k ∈ Ag, aud ∈ A};

• EA2: the co-owners are believed to accept an offer in two situations, i.e.

when the offered audience aud′ guarantees either (i) the individual maximum

score (sk,aud′ = maxA sk,aud), or (ii) the collective maximum score (saud′ =

maxA saud).

These epistemic assumptions are necessary because they allow the agent to discard

any CQs related to the problem formulation and its truthfulness (EA1) and to

evaluate appropriately the expectations regarding the other agents’ actions (EA2).

5.3.3 Choice of action

Finally, I develop a value-based argumentation framework that instantiates an ap-

propriate argument scheme, and the agent evaluates it according to its preference

over the values. Starting from ArgS, the agent discusses the CQs which contest the

desirability of the audience aud′:

• CQ1 Would another audience guarantee a better overall score?

∃aud ∈ A : saud > saud′

• CQ2 Would another audience with at least the same overall score promote

better values?

∃aud ∈ A : saud ≥ saud′ ∧ vAg,aud > vAg,aud′ ,

where vAg,aud =
∑

k∈Ag vk,aud

• CQ3 Would any co-owner reject this offer? i.e.

∃j ∈ JAg, k ∈ Ag : j1 = offeraud′ ∧ jk = reject
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JAg τ

j1−8 = ⟨offeraud, reject2, reject3⟩ τ(conflict, j1−8) = conflict
j9−16 = ⟨offeraud, accept2, reject3⟩ τ(conflict, j9−16) = conflict
j17−24 = ⟨offeraud, reject2, accept3⟩ τ(conflict, j17−24) = conflict
j25−32 = ⟨offeraud, accept2, accept3⟩ τ(conflict, j25−32) = agreementaudi

Table 5.5: Detail of the joint actions JAg and the partial transition function τ for
the running example: each aud ∈ A can be offered/accepted/rejected.

If aud′ collects negative answers to all of the above questions, then it is considered

the most desirable offer to make. By following this process, ELVIRA uploader is

granted justification for action.

5.3.4 Running example

Considering the same MPC as in the previous examples and adding that audf =

⟨2, 3⟩, let us discuss how the ELVIRA uploader agent, acting on behalf of Alice,

performs the practical reasoning process. Figure 5.4 shows the representation of

the AATS+V: for clarity and simplicity, I depict only the accept actions for the

co-owners; the reject actions, which would go back to the MPC state, would neither

promote nor demote any value. Table 5.5 reports all the available joint actions, and

Table 5.6 shows a summary of the utilities, value promotion and scores for each

pair of user and audience (recall that the overall score is given by the sum of the

individual scores —see Equation (5.4)).

First, the agent considers as desirable outcome the resolution of the MPC, i.e., the

agreement of all the involved users on a collective audience. For this reason, the joint

actions j1−24 are immediately discarded. Regarding the remaining joint actions, the

agent may identify agreement on Alice’s preference as a desirable outcome and argues

in its favour by instantiating ArgS⟨2,2⟩: “I should offer the audience aud′ = ⟨2, 2⟩,

that will be accepted by the co-owners, that will generate the score saud′ = −35

and that will promote SE”. Then, the agent considers eventual objections to the
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Alice Bob Charlie overall
A u v s u v s u v s u v s

⟨2, 2⟩ 3.5 -6 -21.0 3.5 -2 -7.0 2.3 -3 -7.0 9.3 -11 -35.0
⟨2, 2⟩mod 3.4 -3 -10.3 3.6 -1 -3.6 2.4 -1 -2.4 9.4 -5 -16.3
⟨1, 3⟩ 0.5 2 1.0 2.0 0 0.0 -1.7 -3 -5.0 0.8 -1 -4.0
⟨1, 3⟩mod 0.6 1 0.6 2.2 -1 -2.2 -1.4 -1 -1.4 1.4 -1 -3.0
⟨3, 4⟩ 2.8 0 0.0 4.2 2 8.3 3.7 -5 -18.3 10.7 -3 -10.0
⟨3, 4⟩mod 2.8 -1 -2.8 4.2 3 12.5 3.7 -2 -7.3 10.7 0 2.3
⟨2, 3⟩ 3.5 6 21.0 3.5 1 3.5 2.3 3 7.0 9.3 10 31.5
⟨2, 3⟩mod 3.4 4 13.7 3.6 1 3.6 2.4 3 7.2 9.4 8 24.5

Table 5.6: Utility, value promotion and score generated by each audience for each
user in the example.

desirability of aud′ by discussing the critical questions: (CQ1) all the other audiences

would guarantee a higher score; (CQ2) all the other audiences, apart from improving

the score, would also promote values that are ranked higher (see in Table 5.6 the

overall value promotion); (CQ3) both co-owners are believed to reject aud′ = ⟨2, 2⟩,

because it does not guarantee the best overall nor individual score for any of them.

Given the unfavourable answers to all the CQs, AS⟨2,2⟩ is discarded.

The agent proceeds similarly to consider all the other possible desirable outcomes,

until it eventually formulates ArgS⟨2,3⟩: “I should offer the audience aud′ = ⟨2, 3⟩,

that will be accepted by the co-owners, that will generate the score saud′ = 31.5

and that will promote OTC, CO and SE”. Again, the agent discusses the CQs:

(CQ1) there is no other audience which would guarantee a higher score; (CQ2)

there is no other audience with at least the same score and a better overall value

promotion; (CQ3) the co-owners are believed to accept because of EA2 (aud′ = ⟨2, 3⟩

guarantees the collective maximum score). Given the favourable answers to all the

CQs, ArgS⟨2,3⟩ is accepted and the agent identifies aud′ = ⟨2, 3⟩ as the solution to

the MPC.
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Figure 5.4: The AATS+V representing the PR performed in the example (audf =
⟨2, 3⟩).
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5.4 Formal properties

In this section, as part of the VSD technical investigation, I formally show how

ELVIRA, presenting some properties such as soundness, completeness, anonimity

and neutrality, fulfils the requirements of being adaptive and role-agnostic. In partic-

ular, soundness and completeness show that the model can adapt its output accord-

ing to the users’ preferences to always dynamically find the optimal audience, thus

satisfying adaptability. Anonimity and neutrality guarantee that the preferences of

uploaders and co-owners are treated equally, thus satisfying role-agnosticism.

Lemma 3 (Soundness). The audience recommended by ELVIRA is always opti-

mal, i.e., it is the one which is the most coherent with everyone’s utility and value

preferences.

Proof. This property can be proven by contradiction. Let us assume that ELVIRA

recommends an audience aud′ that is not optimal. This implies that there exists

at least another audience âud which is more desirable for the users involved in

the MPC, in terms of generated utility or promoted values, both represented by

the audience score. If âud is more desirable, then it must be one of the following

three cases: (i) âud has a higher score than aud′; (ii) or âud has the same score

as aud′ but a better value promotion; or (iii) aud′ would be rejected by the co-

owners, while âud would be accepted. However, this contradicts the outcome of

the choice-of-action stage of the practical reasoning (see Section 5.3.3), because, in

order for aud′ to be recommended, aud′ must have collected only negative answers

for the critical questions. This implies that âud cannot exist and aud′ is the optimal

recommendation.

Lemma 4 (Completeness). Assuming the agents’ cooperation in the computation,

if an optimal audience exists, then ELVIRA finds it and recommends it to the users.
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Proof. If the optimal audience aud′ exists, i.e., it has the maximum overall score

and the best individual value promotion, then the argument scheme AS in favour of

selecting aud′ as a solution to the MPC will not be challenged by any other argument.

This means that, during the choice-of-action stage in the practical reasoning process,

ELVIRA collects only negative answers to the critical questions. Hence, the optimal

audience aud′ is identified by ELVIRA as the successful output of the practical

reasoning and it will be recommended to the users.

Lemma 5 (Anonimity). The computation of the solution is not sensitive to per-

mutations of the users, i.e. all the involved users are treated the same.

Proof. Anonimity is provided by the commutative property of the sum in the Equa-

tion (5.4) and in the critical question CQ2 during the practical reasoning, where

the order of aggregation of the considered elements is irrelevant. In fact, in Equa-

tion (5.4), the sum of the individual scores is independent of whose score that is; in

CQ2, the promoted values vAg,aud of all users are considered equally independently

of their users.

Lemma 6 (Neutrality). The computation of the solution is not sensitive to per-

mutations of the possible audiences, i.e., all the audiences are considered equally

independently of their order.

Proof. When performing practical reasoning, ELVIRA instantiates the argument

scheme AS for every possible audience, and all the audiences are considered when

discussing the critical questions. Therefore, the order of consideration of the audi-

ences is irrelevant.

Furthermore, adaptivity and role-agnosticism allow for the MPC solutions iden-

tified through ELVIRA to be fair, in the sense that anyone, independently of their

role in the conflicts or of their privacy preferences, is supported in the same way.
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In fact, while other models in the literature where solutions are identified in a rigid

way, e.g., according to majority rule or selecting always the most private policy,

may disadvantage users whose privacy preferences are out of the ordinary, ELVIRA

considers whatever privacy preference is expressed by a user not on its own, but as

a function of how much utility or value promotion it generates for that specific user

and for the other users involved. This means that each solution is considered not in

terms of how private or public it is (which may be more or less preferable according

to the individuals and therefore unfair to aggregate for all the involved users in a

single evaluation), but simply in terms of how happy or how satisfied it makes each

user.

5.5 Explanations as social process

According to Chander and Srinivasan [40], explanations generated by AI systems

should serve some cognitive-behavioural purposes, such as engender the user’s trust

when accounting for the user’s values, or support the user’s understanding of the

recommendation in order to take appropriate action. However, as Miller stresses in

[112] (see Section 2.6), to produce an explanation is a complex task, which involves

two complementary processes: a cognitive process, i.e. the process of abductive

inference determining the causal attribution for a given event, and a social process,

i.e. the process of transferring knowledge between the explainer and the explainee.

In Section 5.3 I described how the practical reasoning process enables ELVIRA

to gather all the necessary information to provide an explanation, i.e. ELVIRA’s

cognitive process, while accounting for the user’s values. In this section, I now

describe the steps that led to the definition of the ELVIRA’s social process. First

I discuss, from a theoretical point of view, the elements that should be included

in the explanation for an MPC solution; then, I suggest some different explanation

designs, which are evaluated through a user study as described later in Section 5.6.
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5.5.1 Design of the explanations

Both Miller [112] and Langley [98] propose that social awareness is necessary for

explainable agency. They suggest that a social agent must be able to transfer knowl-

edge from itself (the explainer) to a user (the explainee) in such a way as to give

the user the necessary information to understand the causes of its recommendation.

This can happen when the agent is able (i) to align its knowledge base with the

recipient user; (ii) to tailor the explanation according to the context, including the

recipient user’s needs; and (iii) to engage in counterfactual explanations, e.g. jus-

tifying the rejection of possible alternative actions. In the following, I outline how

the design of ELVIRA’s explanations meets these requirements.

Conflict description In order to explain the solution for an MPC, it is useful

to provide details also about other components of the conflict, such as its detection

and representation [181]. This fits the necessity for an explanation to present causal

attribution [112]: it is desirable to have an explanation that not only guides the user

from causes to effect, but also that describes to the user the causes and the effect.

This enables the user to assess whether the agent that is providing the explanation

has understood the context and has thus grounded the explanation in a realistic

representation. Therefore, ELVIRA includes in the explanation a description of q0,

i.e. the initial conflictual state of the AATS+V.

Tailored explanations As part of the adaptability of the model, I argue that

not only the solution but also its explanation needs to be customised and context-

related. Every user may have different priorities regarding what is important to

them: this influences the way the solution is identified and also the information that

is worthy to be included in the explanation. Given the redundancy of reporting

ELVIRA’s entire PR process, I suggest that the agent could include in the explana-

123



tion only the elements that regard the optimal solution, that is, the instantiation of

the argumentation scheme for aud′. By doing so, the user would be made aware of

the benefits of the identified solution in terms of his/her utility and value promotion.

Contrastive explanations Miller [112] clearly highlights the importance of con-

trastive explanations, because people may in general be not as interested in the

causes of selecting the solution aud′ per se, as they may be in the causes of not

selecting their initial preference audk. Therefore, ELVIRA could include in the

explanation only the elements that regard aud′ in relation to audk, that is, the in-

stantiation of the argumentation scheme for audk with the positive answers to the

critical questions. By doing so, the user would be made aware of the different, and

better, consequences of selecting the recommended solution rather than the initial

preference.

Given these possible designs, I identified two alternative structures for the out-

put that ELVIRA could generate and present to the users: (i) general explanation,

and (ii) contrastive explanation. Both of them present first a description of the con-

flict, reporting the different sharing preferences of all the involved users, and then

a justification for the solution, highlighting either the benefits of the solution or

the positive comparison between the preferred policy and the solution. Practically

speaking, for each type of explanation, I propose a rule-based template where the

recommended solution, the sharing preference of the user and the value-inspired ac-

tions that would be a consequence of the solution, are variables that can be replaced

with the appropriate elements when the explanation is instantiated. In Table 5.7 I

report the details of the information included in each of these two types of expla-

nation, where O is the optimal sharing policy, P is the user’s preferred policy, the

actions promoting/demoting the values are like in Table 5.3.

Note that the decision of what to include in the explanations is not a limitation
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Conflict
description

[Example with 3 users] A multi-user privacy conflict to share this
content occurred, because the sharing preferences of the involved
people do not coincide. You suggested to share {P}; {user1} opted
for sharing {P1} and {user2} would like to share {P2}.

No explanation To share {O} is the best compromise that solves the conflict.

General
explanation

To share {O} is the best compromise that solves the conflict be-
cause it satisfies as much as possible everyone’s initial sharing
preference, and because it enables actions that are coherent with
everyone’s ranking of behavioural tendencies. Notably, by select-
ing to share {O}, the user would {list of actions corresponding to
the values promoted by selecting {O}}.

Contrastive
explanation

To share {O} is the best compromise that solves the conflict be-
cause it satisfies as much as possible everyone’s initial sharing
preferences, and because it enables actions that are coherent with
everyone’s ranking of behavioural tendencies.

[If {O} coincides with {P}] This is also your preference! [Else]
Notice that to share {P} (your initial sharing suggestion) would
not allow the involved users to find a compromise, because other
users may experience negative consequences.

[If {O} is more private than {P} and preference for undershar-
ing ] Also, you said that it would be ok sharing with fewer people.

[If {O} is more public than {P} and preference for oversharing ]
Also, you said that it would be ok sharing with more people.
In addition, by selecting to share {O}, {list of actions correspond-
ing to the values promoted by selecting {O}} that would not be the
case if sharing {P}. Furthermore, by selecting to share {P}, {list
of actions corresponding to the values demoted by selecting {P}}.

Table 5.7: Detailed design of the suggested structures for an explanation which in-
cludes the conflict description. {O} is the variable representing the optimal sharing
policy; {P} is the variable representing the user’s preferred policy; the actions pro-
moting/demoting the values are like in Table 5.3. For the contrastive explanation,
when the if -conditions are verified (which is optional), then the corresponding sen-
tences are added to the explanation.
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of the model: if a dialogue between the user and the agent was developed, the agent

would be able to reply to any of the user’s objections regarding the selection of

alternative solutions based on the model described in Section 5.3.

In the user study which I describe next, I comparatively evaluate the design of

the general explanation and of the contrastive explanation with a baseline, namely

no explanation, where the recommended solution is suggested without motivation

after the description of the conflict (see Table 5.7).

5.5.2 Running example

Still considering the same MPC scenario as before, I report below how the conflict

description and the three explanations generated by the ELVIRA uploader agent

would look like for Alice.

Conflict description: A multi-user privacy conflict to share this content occurred,
because the sharing preferences of the involved people do not coincide. You suggested
to share with ⟨2, 2⟩; Bob opted for sharing with ⟨1, 3⟩ and Charlie would like to share
with ⟨3, 4⟩.

No explanation: to share with ⟨2, 3⟩ is the best compromise that solves the conflict.

General explanation: to share with ⟨2, 3⟩ is the best compromise that solves the con-
flict because it satisfies as much as possible everyone’s initial sharing preference, and
because it enables actions that are coherent with everyone’s ranking of behavioural
tendencies. Notably, by selecting to share with ⟨2, 3⟩, everyone would compromise
the same, everyone’s privacy would be preserved and you would get your way.

Contrastive explanation: to share with ⟨2, 3⟩ is the best compromise that solves

the conflict because it satisfies as much as possible everyone’s initial sharing prefer-

ences, and because it enables actions that are coherent with everyone’s ranking of

behavioural tendencies. Notice that to share with ⟨2, 2⟩ (your initial sharing sug-

gestion) would not allow to find a compromise, because other users may experience

negative consequences. Also, you said that it would be ok sharing with fewer people.

In addition, by selecting to share with ⟨2, 3⟩, everyone would compromise the same

and everyone’s privacy would be preserved, that would not be the case if sharing

with ⟨2, 2⟩. Furthermore, by selecting to share with ⟨2, 2⟩, you would not make

others happy and everyone would not compromise the same.
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5.6 Evaluation of the explanations

In this section, I present the within-subjects user study that I designed and con-

ducted in order to evaluate the design of the explanations that ELVIRA can generate:

the baseline explanation (exp0 ), the general explanation (exp1 ), and the contrastive

explanation (exp2 ). For the full specification of the experiment design, including

the scenarios and questions presented to participants, the generated explanations

and the collected data, see Appendix A.

The results of this study informed the final design of ELVIRA, which I evaluated

in another user study against other models suggested in the literature, as I report

in Chapter 7. Participants were recruited through Prolificiii and the study received

ethical approval by the Ethical Board of King’s College London (see Appendix B).

5.6.1 User study design

I developed a web application in Python to conduct the experiment. After eliciting

the participants’ moral values, the application generated some MPCs and provided

for each of them, in a random order, the three alternative outputs from Table 5.7,

that the participants were required to comparatively evaluate.

Values elicitation I relied on the Portrait Value Questionnaire (PVQ) designed

by Schwartz [154] to elicit the value preferences of the users. As I mentioned in

Section 2.3.1, among the tools suggested by Schwartz, this is the most appropriate

for a broad audience and can easily be delivered online. Specifically, participants

were faced with the PVQ-21, which presented 21 sentences describing behaviours

of people and asked them to report how similar these people were to themselves.

This version of the PVQ has been very commonly used in social studies and has

been included in the European Social Survey [156] since 2002. After eliciting the

iiihttps://www.prolific.co
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Scenario Relationship Sensitivity

1 colleagues low
2 colleagues high
3 friends low
4 friends high
5 family low
6 family high

Table 5.8: Details of the scenarios considered in the user study.

preferred order over the ten Schwartz basic values, ELVIRA computed the equivalent

preferred order over the hyper-values by averaging the scores of the corresponding

basic values.

Scenarios I followed an immersive scenario approach [106], which was successfully

used in previous work in MPCs [173, 59], in order to elicit the participant’s behaviour

in MPC situations. I selected six scenarios, consisting of pairs of one picture and one

description, among the ones similarly used by Fogues et al. [59]iv. Each scenario is

representative of different sensitivities (low/high) and relationship types (colleagues,

friends and family), see details in Table 5.8 and in Appendix A.

MPCs Each participant was shown three randomly selected scenarios. For each

scenario the participant was asked to put him/herself in the shoes of one of the

depicted people and provide the following: (i) their preferred sharing policy among

keeping it private, sharing with common friends, sharing with friends of friends, or

sharing publicly; and (ii) their appreciation, i.e., whether they would be ok with over-

sharing or under-sharing, each with a 5-point Likert scale anchored with ‘very happy’

and ‘very unhappy’. For simplicity, the sharing policies were defined as group-based

policies, which, as aforementioned and shown in [173], are equivalent to the distance-

intimacy policies we used in earlier parts of this thesis, and as-it-is modality, because

ivThe picture for scenario 1 is different than in [59], as I could not recover the one they used,
but equivalent in terms of content and sensitivity.
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they are both (policies and modalities) more familiar and intuitive for users, as

that is what they currently see in mainstream online social networks [115]. Then,

the application randomly generated the preferences and appreciation of two (non-

participant) users involved in the scenario, making sure that an MPC was created

(e.g. at least one preference would be different from the one of the participant). Note

that, even if the photos and descriptions were the same, many more than just six

scenarios were randomly generated, because each involved user (one participant and

two simulated ones) could have one of 4 policies, one of 5 different appreciation levels,

and one of 24 orders over values. Finally, the MPC was presented to the participant

together with the three alternative explanation types, listed in a random order.

Satisfaction For each MPC that was presented to the participant, I asked about

their satisfaction with the alternative explanation types. To measure satisfaction,

I used the Satisfaction Scale proposed in [79] (see Table 5.9). This scale, based

on studies in cognitive psychology, philosophy of science, and other pertinent dis-

ciplines, is meant to evaluate explanations by considering the features that make

explanations good (e.g., level of detail, usefulness, accuracy, etc.). It includes 8

questions with a 5-point Likert scale anchored with ‘strongly agree’ (2) and ‘strongly

disagree’ (-2). After running a pre-test, I decided to add an extra question that asked

the participant to select the preferred explanation type among the three options.

Data quality measures To maximise data quality, I employed two well-known

methods: attention check questions, and participants’ previous performance [108,

136, 77, 133]. I recruited participants from Prolific with at least 100 submissions

and an approval rate of 95% according to [136]. Also, during the experiment, the

application presented participants with four attention check questions.
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Satisfaction Scale

1. From the explanation, I could understand how ELVIRA works.
2. The explanation I received is satisfying.
3. The explanation provided sufficient detail about how ELVIRA works.
4. The explanation provided complete information about how ELVIRA works.
5. The explanation tells me how to use ELVIRA.
6. The explanation that ELVIRA provided is useful to my goals.
7. The explanation showed me how accurate ELVIRA is.
8. The explanation let me judge when I should trust and not trust ELVIRA.

Table 5.9: The Satisfaction Scale [79].

Age ‘18-25’: 35.9%, ‘26-35’: 32.8%, ‘36-45’: 23.5%, ‘46+’: 7.8%
Gender ‘Male’: 40.6%, ‘Female’: 59.4%
Nationality ‘UK’: 26.6%, ‘Portugal’: 17.2%, ‘Poland’: 10.9%, ‘Spain’: 6.3%,

‘Italy’: 4.7%, ‘USA’: 4.7%, ‘Mexico’: 4.7%, other: 24.9%
Student status ‘No’: 65.6%, ‘Yes’: 34.4%
Social media use ‘Daily’: 92.2%; ‘2-3 times/week’: 4.7%; less often: 3.1%
Privacy ‘Not concerned’: 4.7%; ‘Concerned’: 57.8%; ‘Very concerned’:

37.5%

Table 5.10: Demographics of participants.

5.6.2 User study results

I recruited a total of 68 participants, who were rewarded £3.00 for completing the

survey, which took on average 25.3 minutes (median 20.9 minutes). I discarded 3

participants which failed at least one attention check question (4.4%) and one par-

ticipant for a technical issue that led to some missing data. I conducted the analyses

on the remaining 64 participants, for a total of 192 MPCs. The resulting dataset is

publicly available at https://osf.io/nrgtv/. Table 5.10 reports the demographic

distribution of the participants, including their privacy attitudes measured with the

IUIPC scale [105] and social media use.

Overall satisfaction Figure 5.5 shows the evaluation through the Satisfaction

Scale [79] of the three types of explanations when considering the total of 192 MPCs.

I performed a Multivariate ANalysis Of Variance (MANOVA) to compare differences
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Figure 5.5: Satisfaction Scale considering all the conflicts.

in the mean scores of the Satisfaction Scale between the three types of explanations,

which resulted to be significant (F = 12.81, p-value < .05; Wilk’s Λ = .717, partial

η2 = .153). To determine how the dependent variables (i.e., the scores) differ for

the independent variable (i.e., the explanation type), we need to look at the Tests of

Between-Subjects Effects (see Table 5.11). More than 80% of the variance is associ-

ated with the first four questions, which I conclude being the most important main

effects. Furthermore, I am interested in which specific explanations’ means differ

from each other. A Tukey Test, which is essentially a t-test, except that it corrects

for family-wise error rate, shows that both exp1 and exp2 performed significantly

better (p-value< .05) than exp0 across all the questions, but no significant difference

was detected between exp1 and exp2.

General vs. contrastive In order to identify situations where one type of ex-

planations may be preferred over another, I considered the Satisfaction Scale when

splitting the dataset in complementary portions, according to whether (a) the solu-

tion of the MPC coincided with the participant’s preferred policy (71 conflicts) or

131



Source Dependent Variable F p-value partial η2

expl q1 76.044 .000 .210
q2 76.981 .000 .212
q3 87.488 .000 .234
q4 56.093 .000 .164
q5 15.612 .000 .052
q6 24.887 .000 .080
q7 30.537 .000 .096
q8 26.410 .000 .084

Table 5.11: Tests of Between-Subjects Effects.

(b) the solution was different from the participant’s preference (121 conflicts) (see

Figure 5.6). Similarly as before, MANOVA tests showed significantly different dis-

tributions in both subsets: (a) F = 6.73, p-value < .05; Wilk’s Λ = .625, partial η2

= .21; (b) F = 7.694, p-value < .05; Wilk’s Λ = .725, partial η2 = .148. Tukey tests

proved that both the general and the contrastive explanations still outperformed

significantly the baseline in both subsets (p-value < .05). It is possible to notice

here a general trend that made participants prefer exp1 when (a) the solution co-

incided with their preference and prefer exp2 when (b) the solution was different

from their preference. This trend resulted to be a significant difference only in (a)

(p-value=.034) and almost significant in (b) (p-value =.057), when considering Q4:

“The explanation provided complete information about how the tool works.”. I did

not identify any other features (e.g., demographics, privacy concerns, scenarios, etc)

that led to significant differences in the preference for exp1 or exp2.

5.6.3 Conclusions of the user study

I summarise the above findings with three intuitions regarding the design of the ex-

planations that ELVIRA autonomously generates. First, participants overall seem

to appreciate receiving extra information that explains or justifies the recommended

solution. Second, when presented with a solution that coincides with their initial
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(a) When the recommended solution coin-
cides with the user’s preference.

(b) When the recommended solution is dif-
ferent from the user’s preference.

Figure 5.6: Satisfaction Scale on subsets of the dataset.

preference, participants seem to appreciate the description of the positive conse-

quences of selecting that policy, almost as a way of reinforcing their choice, rather

than comparing or contrasting it with others. Third, when the recommended so-

lution is different from the participant’s preference, participants seem to favour

contrastive explanations, i.e., they seem interested in knowing why their preference

is not recommended rather than in the reasons for selecting the audience suggested.

Furthermore, following the precious comments that some colleagues provided in

order to finalise the explanation design, I (i) simplified the wording of the conflict

description (“The sharing preferences of the other people involved do not coincide

with yours. You suggested to share P; user1 opted for sharing P1 and user2 would

like to share P2.” replaces what is in Table 5.7); and (ii) labelled for clarity the

components of the output that ELVIRA generates (“Conflict:” followed by the

conflict description and “Solution:” followed by the tailored recommendation).

In conclusion, the final design of the explanations generated by ELVIRA corre-

sponds to a hybrid tailored explanation structure, where the agent typically provides

a contrastive explanation whenever the solution does not coincide with the user’s

preference, and a general explanation otherwise.
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5.7 Conclusion

In this chapter I have introduced ELVIRA, an agent-based model that can help

OSNs users collaboratively manage multi-user privacy online, by recommending

group sharing policies that are most aligned with the preferences of all the users

involved in an MPC.

Following a Value Sensitive Design approach (VSD, see 2.4), ELVIRA is designed

in order to satisfy all the requirements identified in the literature to effectively solve

MPCs (see Table 1.1 in Section 1.3). In particular, the agent is both utility-driven

and value-aligned (see Sections 5.2.1 and 5.2.2): regarding the utility, the agent

considers the gain/loss perceived by the user when desired/undesired audience is

able to access the content; regarding the moral values, the agent favours the group-

deliberation behaviours that promote the values most important to the user. Then,

all the agents representing users involved in the MPC collaboratively contribute

to identify the optimal solution —recall that the assumption of non-adversarial

behaviour is supported by empirical evidence (e.g., [175]): all the users’ preferences

are considered equally, thus satisfying role-agnosticism, and directly influence the

dynamic identification of the solution, thus satisfying adaptivity, as I formally prove

in Section 5.4.

Finally, by performing practical reasoning to identify the optimal solution, ELVIRA

is able to generate explanations that justify its recommendation for the user. Such

explanations, which were carefully designed and evaluated in a user study (see Sec-

tion 5.6), have a tailored hybrid format: this means that, according to the nature of

the solution, i.e., whether it coincides or not with the user’s initially preferred shar-

ing policy, the explanation focuses on highlighting either the benefits of the solution

(general explanation) or the comparison between the solution and the user’s initial

preference (contrastive explanation).
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After the preliminary definition of the JIMMY agent (see Chapter 4) and an

update of the conceptual investigation within the VSD approach that identified new

requirements for successfully solving MPCs, this chapter has reported on a second

iteration of the technical investigation, complemented by a first empirical investi-

gation for the explanations design. In the next chapter, Chapter 6, I will further

complement the technical investigation with an analysis through software simula-

tions of the benefits of considering both utilities and moral values when computing

a solution for an MPC.
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Chapter 6

Software Evaluation

6.1 Introduction

In Chapter 5 I have introduced a novel agent-based model, namely ELVIRA, to

collaboratively solve multi-user privacy conflicts (MPCs) in online social networks

(OSNs). ELVIRA has been designed with the aim of satisfying all the properties,

introduced in Section 1.3 Table 1.1, that have emerged as crucial during the concep-

tual investigation within the Value Sensitive Design approach (VSD, see Section 2.4),

that has driven the work presented in this thesis.

In line with the two-fold objective of the VSD technical investigation, I have anal-

ysed how the design of ELVIRA effectively fulfils its requirements. In particular,

in Section 5.4 I have formally proven how role-agnosticism and adaptivity are guar-

anteed, and in Section 5.6 the effectiveness of explainability is discussed at length

on an empirical basis. The advantages of considering both utility and moral values

when computing the solution to an MPC, however, are still to be investigated and

are the topic of this chapter.

Recall that empirical evidence [94, 175] suggests to consider both utility and

values when solving an MPC, in order to better mimic the way users make privacy

decisions in the real world. In fact, people may be willing to transcend their own

advantage in order to accommodate someone else’s preferences, but not in a blind
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manner, meaning that severe privacy violations or missed sharing benefits are usually

taken into account. However, the approaches to identify solutions for MPCs that

have been previously suggested in the literature (see Section 3.2.2 and the JIMMY

agent in Chapter 4) mostly focus on the maximisation of either utility or value

promotion, differently from ELVIRA, which considers both.

In the following, I present a comparative analysis through software simulations

of ELVIRA (EL) and three other models inspired by approaches discussed in the

literature or available in the real world:

• Utility-based (UB): selects the audience that maximises utility for all the in-

volved users, similarly to works only utility-driven;

• Value-based (VB): selects the audience that maximises the promotion of values

for all the involved users, similarly to works only value-driven;

• Facebook (FB): selects the uploader’s preferred audience, i.e., neither utility-

or value-driven, similarly to what currently happens in Facebook and other

OSNs.

I compared the performance of EL, UB, VB and FB in two different types of

experiments: i) experiments on synthetic data, which allow to compare the models

varying all the relevant parameters and understand the influence they have on MPC

solutions; ii) experiments on real data, which allow to compare the models in realistic

social networks. In particular, I considered different social networks (in terms of

size N and connectivity d), numbers of users involved (n) in an MPC, numbers of

MPCs (T ), and values of the parameters α and β; I also considered different MPCs,

by varying the users’ preferred audiences, their appreciation for the content to be

shared, and their moral values.

In order to compare the performance of the four models, I have defined different
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metrics, which consider for each model M the generated utility and value promotion

either in the individual conflict or cumulatively across series of conflicts:

• the individual average variation of utility (iauc), normalised over the size of

the network, per each conflict:

iaucM =
1

nTN

∑
k∈Ut,t<T

ukt,M ;

• the individual average of value promotion (iavc) per each conflict:

iavcM =
1

nT

∑
k∈Ut,t<T

vkt,M

• the cumulative increment of social utility (csu):

csut,M = csut−1 +
∑
k∈Ut

ukt,M

• the cumulative increment of value promotion (csv):

csvt,M = csvt−1 +
∑
k∈Ut

vkt,M

where Ut are the users involved in the conflict generated at time t and ukt,M and

vkt,M are the variation of utility and of value promotion, computed respectively as

indicated in Equations 5.1 and 5.2, which the user k gets when selecting the solution

suggested by the model M in the conflict t.

I implemented the models in Python 2.7.10 (numpy 1.16.2; networkx 2.2) and I

ran all the simulations on Windows 10 64-bit, Intel(R) Core(TM) i7-7700 CPU @

3.60GHz 16GB. In each network, intimacies were generated randomly in the range

[1, 5], which is the intimacy scale used by Fogues et al. [61], where 1 represents a

mere acquaintance and 5 a very close relationship. Regarding the value preference,

I generated randomly for each node a total order over V , which remained static for

the entire simulation; this is coherent with the individual value preference being
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relatively stable over the human lifetime [24]. For each simulation, an MPC among

n random connected users was created, with sharing policies and appreciation func-

tions also generated randomly. In particular, distances were in the range [0, 5], which

captures the vast majority of cases reported about the degrees of separation between

users on Facebooki. Also, to generate audience audf , I randomly selected a tuple

of distance and intimacy so that each element was contained in the range identified

by the minimum and the maximum distance and intimacy of the users’ preferences,

but the tuple was not already contained in the set of possible solutions:

audf = ⟨df , if⟩ : df ∈ [min
A

d,max
A

d], if ∈ [min
A

i,max
A

i],

audf ̸= audk ∀k ∈ Ag.

Finally, I studied different implementations of the appreciation function, by con-

sidering the random selection of just extreme values, i.e. app = ±1, or randomly

selecting values from a fixed range.

6.2 Experimental settings

Here I detail the settings of each experiment. Experiments I-IV simulate MPCs

over synthetic social networks, which I generated according to the scale-free net-

work model by Barabasi-Albert with preferential attachment [23], where the degrees

of the nodes follow a power-law distribution, in order to reproduce scenarios that

would resemble as much as possible real online social networks [114]. Experiment

V simulate MPCs over portions of a real social network, namely Facebook, that are

available in the literature [196, 99].

Experiment I In this experiment I studied the performance of EL, UB, VB and

FB after solving T = 300 conflicts when increasing the size of the network from

ihttps://research.fb.com/blog/2016/02/three-and-a-half-degrees-of-separation/
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N = 100 up to N = 2500 while maintaining d = 10, n = 3, app = ±1 (random),

α = 0.9 and β = 0.1.

Experiment II In order to see the effect of other parameters in addition to the

size of the network, in this experiment, I compared the models considering N ∈

{100, 200, 300, 400, 500}, d ∈ {10, 20, 30, 40} and n ∈ {2, 3, 5, 10}, after T = 1000

conflicts, while maintaining constant the values of α = 0.9 and β = 0.1, and app =

±1 random.

Experiment III In this experiment I evaluated how the appreciation of the con-

tent to be shared influences the average utility obtained by the user after a num-

ber of conflicts. In particular, I compared the utility generated in Experiment II

when selecting randomly only the extreme values of appreciation (app ∈ {−1,+1})

with the utility generated when selecting randomly also intermediate values (app ∈

{−0.9,−0.45, 0, 0.45, 0.9}). I maintained all the other settings as in Experiment II.

Experiment IV In this experiment I studied the impact of selecting the au-

diences as-it-is or modified, by varying the parameters α and β. I considered

⟨α = 0.9, β = 0.1⟩, ⟨α = 0.5, β = 0.5⟩ and ⟨α = 0.1, β = 0.9⟩, in order to rep-

resent situations in which the excluded audience (both desired and extra, see sets C

and D in Definition 13) has different influence on the utility. I simulated T = 500

conflicts with different N, d and n combinations and each conflict was solved with

the three different configurations of α and β.

Experiment V Here I simulated conflicts on graphs corresponding to real portions

of Facebook — number of nodes and edges in parenthesis: G1 = (769, 16656) and

G2 = (1446, 59589) from [196], and G3 = (4039, 88234) from [99]. I maintained

α = 0.9 and β = 0.1 and app = ±1 (random), and I generated T = 500 MPCs
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among n = 3 random users on each graph, following the rationale that, as shown

in Experiment II, the models perform similarly regardless of the number of users

n involved in the MPC from 2 to 10 users, which covers the vast majority of cases

regarding the number of people depicted in photos [84, 175].

6.3 Experimental results

Here I report the results of the experiments described above.

Experiment I Figure 6.1a shows the iauc and the iavc generated by each model

after solving T = 300 MPCs. Figure 6.1b shows the csu and csv generated at the

network level after T = 300 conflicts. Despite few peaks and drops, which may be

due to the randomness of the system and therefore may smooth after generating

more conflicts, a clear trend is recognisable, where ELVIRA represents the best

trade-off between utility and value promotion. In particular, one can easily see how

UB and FB suffer massively in terms of value promotion and VB and FB in terms

of utility. The cumulative utility increases, not surprisingly, with the size of the

network: therefore, in the next experiments I focus only on iauc and iavc, which I

consider more significant to evaluate the performance of the models.

Experiment II Figure 6.2 shows, as an example of the performance of the four

models, the results when varying the connectivity d from 10 to 40 while keeping

N = 500 and n = 5. Over a more connected graph, users can in general achieve

higher utilities. Table 6.1 reports an overview of the results and their statistical

significance when performing pairwise t-tests (I marked with * the differences with

p-value< .05). The results show the same similar constant trend as in Figure 6.1.

Regardless of the scenarios, UB always generated the maximum iauc, but guaranteed

a poor promotion of moral values; VB always generated the maximum iavc, but with
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(a) iauc and iavc

(b) csu and csv

Figure 6.1: Performance of the four models in Experiment I.
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Exp.
Utility (iauc) Value Promotion (iavc)

ELvsUB ELvsVB ELvsFB ELvsUB ELvsVB ELvsFB

II,III: n=2 < * > * > * > * < * > *
II,III: n=3 < * > * > * > * < * > *
II,III: n=5 < * > * > * > * < * > *
II,III: n=10 n.s. > * > * > * < * > *

Table 6.1: ELVIRA’s performance in Experiment II and III: better (>), worse (<),
or not significantly different (n.s.) from the other models.

very low individual utilities; and EL represented the best utility-value trade-off. By

increasing n, the distance between the utility generated by EL and UB decreased,

with iaucEL and iaucUB being not significantly different when n = 10, while the gap

with VB and FB increased. This suggests that EL might reach optimal utilities if

increasing further the number of conflicting users.

Figure 6.2: Performance of the four models in terms of iauc and iavc when varying
d, with N = 500, n = 5, T = 1000.

Experiment III As reported in Table 6.1, when considering appreciation in a

range of values (app ∈ {−0.9,−0.45, 0, 0.45, 0.9}), the models performed in the same
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way as in Experiment II, where only extreme values were allowed (app ∈ {−1,+1}):

EL always generated a significantly worse iauc than UB (with the only exception of

n = 10), but better than VB and FB, and EL always generated a significantly worse

iavc than VB, but better than UB and FB. When comparing the iauc generated by

ELVIRA after T = 1000 in the experiments II and III, I noticed that considering

also intermediate values of appreciation tended to provide higher utilities, but no

significant differences were observed.

Experiment IV I simulated T = 500 conflicts for different N, d and n combina-

tions (n=2, N=100, d=10; n=3, N=100, d=10; n=3, N=100, d=40; n=3, N=300,

d=40; n=5, N=100, d=40; N=300,n=3,d=20) and solved them with the three dif-

ferent pairs of α and β. In all cases, the behaviour of the models was coherent with

what discussed in the previous experiments: ELVIRA produced sub-optimal iauc

and iavc, and guaranteed their best trade-off. Regarding the comparison of the iauc

generated by ELVIRA with the different α,β combinations, there were no significant

differences. This suggests that there is not evident impact on the generated util-

ity when the excluded audience does not access the content or accesses a modified

version of it.

Experiment V Figure 6.3 displays the performance of the models in terms of

iauc and iavc. Pairwise t-tests of EL with the other three models show significant

differences between the distributions with p-value< .01. The effect size of the com-

parison between the models is medium or large in all cases (average over the three

graphs): (i) regarding iauc, ELvsUT: -.29, ELvsVA: .32, ELvsFB: .35; regarding

iavc, ELvsUT: 1.09, ELvsVA: -.38, ELvsFB: 1.60. ELVIRA confirms to offer the

best trade-off between maximisation of individual utility and promotion of the users’

values over all the three networks. Regarding G3, the results seem lower than the

ones from G1 and G2, but this is due to the normalisation of iauc over a much bigger
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Figure 6.3: Comparison of the performance of the four models in terms of iauc and
iavc generated on G1, G2 and G3.

graph.

6.4 Conclusion

In this chapter I have progressed with the technical investigation of the ELVIRA

model within the VSD approach. In particular, I have shown how an architecture

that considers both utilities and value promotion when computing the solution for

an MPC can be more beneficial for a user than other models previously suggested

in the literature.

In order to do this, I have simulated the performance of ELVIRA and other

three models, which resemble some approaches from the literature or the real world

in terms of utility generation and value promotion. Across all the experiments, one

can clearly see that these models always behaved according to a constant trend.
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On the one hand, the utility-based approach outperformed the others in terms of

the utility generated (both individual average, iauc, and social cumulative, csut),

but with very disappointing value promotion. On the other hand, the value-based

approach produced the solutions which were the most coherent with the values of

the users involved in the simulated conflicts, but very poor in terms of generated

utility. The Facebook approach selected the solutions with the least generation of

utility and the worse value promotion. ELVIRA represented, among this selection

of models, the best utility-value trade-off, by producing utilities very close to UB

and value promotion close to VB. Future studies may focus on the exploration and

comparison of other mechanisms to aggregate utility and value promotion, beyond

their multiplication (see Equation (5.3) for the computation of the individual score).

In conclusion, the design of the ELVIRA agent fulfils all the requirements to

successfully solve MPCs in OSNs that I introduced in Section 1.3. However, this

is not a guarantee that the model would be actually appreciated and considered

useful by OSNs users, which is the final goal of this work. Therefore, in the next

chapter I describe the empirical investigation, still within the VSD approach, that I

performed in order to evaluate whether the recommendations generated by ELVIRA

are received in a more positive way than the ones generated by other models in the

literature, such as UB, VB and FB.
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Chapter 7

Evaluation - User Study

7.1 Introduction

In the previous chapters, I have described ELVIRA, an agent-based model that

can support online social networks (OSNs) users when managing multi-user privacy

online. ELVIRA’s design, developed following a Value Sensitive Design (VSD) ap-

proach, is informed by some requirements suggested in the literature on privacy and

autonomous systems, namely it is role-agnostic, adaptive, explainable, and both

utility-driven and value-aligned. Theoretically, a model that satisfies all these prop-

erties is believed to provide satisfactory recommendations for its users. In this

chapter, I describe the user study I performed in order to evaluate this hypothesis.

In other words, I report on the final stage of the VSD approach, i.e., the empirical

investigation, whose objective is to inform the designer about the user’s perception

of the developed technology.

In particular, I have designed and conducted a between-subjects user study with

a two-fold goal: (i) to study the user acceptability of the recommendations identified

by ELVIRA, comparing it to existing approaches; and (ii) to understand whether the

cognitive and social processes introduced in Sections 5.3 and 5.5 allow ELVIRA to

convey the recommendations in a more satisfactory way than existing approaches.

Similarly to the software simulations that I presented in Chapter 6, I compared
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the performance of ELVIRA (EL) with three other models inspired by related work

approaches: utility-based (UB), value-based (VB) and Facebook (FB).

Given the similarity of the models’ performance across different settings, as I

analysed in the previous chapter, for the evaluation through user study I decided

to maintain n = 3, ⟨α = 0.9, β = 0.1⟩ and the appreciation in a range of possible

values. For the full specification of the experiment design, including the scenarios

and questions presented to participants, see Appendix A. Participants were recruited

via Prolifici, and the study received ethical approval by the Ethical Board of our

university (see Appendix B).

7.2 User study design

In order to conduct this experiment, I developed another web application in Python

similar to the one whose design is described in Section 5.6.1; hence, for the unchanged

design details I refer the reader to that section in Chapter 5.

The application randomly assigned each participant to one treatment (between-

subjects user study): ELVIRA, utility-based, value-based, and Facebook. For all

treatments, the application proceeded as follows: i) first, participants were presented

with multi-user privacy conflicts (MPCs) scenarios automatically generated by the

tool, then, they were given the recommendations suggested by the model used in

the particular treatment and asked about the acceptability of the recommendations;

ii) finally, after all the scenarios, participants were asked about their satisfaction

with the model of their treatment. In addition, the treatments for ELVIRA and the

value-based model also included a preliminary phase to elicit the value preferences

of participants through the Schwartz questionnaire PVQ-21 [156] (see Section 2.3.1

and 5.6.1). I now describe the different steps further.

ihttps://www.prolific.co/
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Scenarios and MPCs I followed the same immersive scenario approach as de-

scribed in Section 5.6.1. The application considered the same six scenarios (picture

and description, – see [59]) and presented all of them in a random order to each

participant. After eliciting the participant’s sharing preference (group-based, cho-

sen from sharing among themselves, with common friends, with friends of friends

or publicly) and appreciation (i.e., happiness with over- and under-sharing, each on

5-point Likert scale), the application randomly generated the preferences and ap-

preciation of other two (non-participant) users involved in the scenario, making sure

that an MPC was created. The MPC was then presented to the participant together

with the recommendation to solve it that was computed by the model of the partic-

ipant’s treatment (see Table 7.1). The output generated by ELVIRA corresponds

to the hybrid tailored explanation described in Section 5.6.3. The utility-based and

value-based models communicate the occurrence of a conflict and recommend a so-

lution according to the works in the related literature that follow these approaches

(see Section 3.2.2). The Facebook model simulates what happens in Facebook: an

uploader, randomly selected among the involved users, shares the picture with the

uploader’s preference. Finally, the participant was asked to say how likely they would

be to accept the recommendation as an individual, and how likely they thought the

other involved users would accept the recommendation. Acceptabilities were given

as 5-point Likert scales anchored with ‘very likely’ (2) and ‘very unlikely’ (-2).

Satisfaction After all the MPCs were presented to the participant, and as a final

step, they were asked about their satisfaction with the model they had engaged with

across the MPCs in terms of the output that the models generated (rather than just

the acceptability of the recommendations). In order to measure satisfaction, I used

again the Satisfaction Scale proposed by [79] (see Section 5.6.1 for details).
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Model Output

UB, VB Conflict: The sharing preferences of the other people
involved do not coincide with yours.
Solution: The conflict would be solved by sharing {P}.

FB {UserUploader} uploads this content online and shares
it with {UploaderPolicy}.

Table 7.1: Outputs generated by the models: {P} is the sharing policy identified as
a solution by UB or VB; {UserUploader} and {UploaderPolicy} are respectively the
name and the preferred policy of the user defined as uploader in the FB treatment.

Data quality measures Similarly to Section 5.6.1, in order to maximise data

quality, I employed both attention check questions and participants’ previous per-

formance. I recruited participants from Prolific with at least 100 submissions and

an approval rate of 95%. Also, during the experiment, the application presented

participants with three attention check questions.

7.3 User Study Results

I recruited 470 participants, who were rewarded £2.50 for completing the sur-

vey, which took on average 23.71 minutes (median 20.58 minutes). I discarded

participants who failed at least one attention check question (28.7%), and anal-

ysed the remaining 335 participants. The resulting dataset is publicly available

at https://osf.io/v9z4s/. Table 7.2 reports the demographic distribution of the

participants, including their privacy attitudes, measured with the IUIPC scale [105],

and social media use. The final split of the participants per treatment (recall this

was done randomly) was: 85 ELVIRA, 82 utility-based, 85 value-based, and 83

Facebook.

Acceptability of recommendation Figure 7.1 shows the distribution of individ-

ual and collective acceptability for each model (2=‘Very likely’, -2=‘Very unlikely’).

The stars (⋆) on the bottom mark the distributions that are significantly worse
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Age ‘18-24’: 28.5%, ‘25-30’: 22.2%, ‘31-40’: 24.0%, ‘40+’: 25.3%
Gender ‘Male’: 55.1%, ‘Female’: 44.6%, ‘Rather not say’: 0.003%
Nationality ‘UK’: 41.6%, ‘USA’: 16.2%, ‘Poland’: 9.9%, ‘Portugal’: 6.3%,

‘Greece’: 4.8%, ‘Italy’: 2.7%, ‘Spain’: 2.1%, ‘Canada’: 2.1%,
other: 14.3%

Highest education ‘Grad degree’: 27.3%, ‘Undergrad degree’: 32.9%, ‘Tech/commu-
nity college’: 8.4%, ‘Secondary education’: 29.6%, other: 1.8%

Social media use ‘Daily’: 85.7%; ‘2-3 times/week’: 9.8%; ‘Once a week’: 1.8%; ‘Less
than once a week’: 2.7%

Privacy ‘Not concerned’: 3.3%; ‘Concerned’: 54.0%; ‘Very concerned’:
42.7%

Table 7.2: Demographics of participants.

Figure 7.1: Individual and collective acceptability of the recommendations presented
by each model.

than ELVIRA, when considering pairwise t-tests with p-value< .05 (effect size for

individual acceptability: ELvsUT: .18, ELvsFB: .25; for collective acceptability:

ELvsUT: .29, ELvsFB: .3). We can see that the recommendations generated by

ELVIRA were significantly more accepted than those generated with utility-based

or Facebook models.

In general, the value-based model shows a performance not significantly different

from ELVIRA’s. However, there were cases where ELVIRA’s recommendations were
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significantly more accepted, considering both individual and collective acceptabil-

ity, than the value-based ones: for participants older than 40yo (p-value< .01, effect

size= 0.37); for participants who had previously experienced MPCs as co-owners

(p-value< .05, effect size= 0.25); and for users accessing social media less than daily

(p-value< .06, effect size= 0.32). Regarding only individual acceptability, ELVIRA

performed better when the recommended solution coincided with the participant’s

preference (p-value< .05, effect size= 0.27). Finally, considering only the collective

acceptability, we see that ELVIRA’s outputs were more acceptable when the partic-

ipant was mediumly privacy-aware (awareness score from IUIPC score in [0.5, 1.5);

p-value< .05, effect size= 0.26); for participants younger than 25yo (p-value< .1, ef-

fect size= 0.25) and for participants with at most secondary education (p-value< .1,

effect size= 0.21).

Scenarios Considering only the 85 participants who interacted with ELVIRA, I

investigated whether there was any difference in acceptability of the recommen-

dations across the scenarios (see Figure 7.2a, w.r.t. the scenarios summarised in

Table 5.8). Regarding the individual acceptability, in the scenarios 1-3-5 most users

either agreed or strongly agreed with the recommendation received, while in the

scenarios 2-4-6 the average acceptability was slightly lower, but still mostly in the

positive range. A similar but less distinct trend is present also for the collective

acceptability. This suggests that the sensitivity of the scenarios influenced the ac-

ceptability of the recommendation. A t-test comparing the average acceptability in

scenarios with low sensitivity (s1-s3-s5) vs. scenarios with high sensitivity (s2-s4-s6)

was significant with α < .05 (effect size: individual: 0.60; collective: 0.41).

Satisfaction of the output Regarding the quality of the generated output,

ELVIRA achieved by far the best performance. Figure 7.3 shows the distribution

of the answers to the Satisfaction Scale (2=‘Strongly agree’, -2=‘Strongly disagree’;
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(a) Acceptability per scenario. (b) Acceptability per sensitivity level.

Figure 7.2: Acceptability in the ELVIRA treatment.

Figure 7.3: Evaluation of the outputs provided by each model, according to the
Satisfaction Scale [79].
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see all the questions reported in Table 5.9), with significant differences marked as

above (p-value< .05, minimum effect size is .31). ELVIRA is the only model pre-

senting a positive average score for each question, and the one with overall the most

compact distribution. Particularly, ELVIRA’s dominant results can be noted in Q1:

“From the output, I could understand how the tool works”; Q3: “The output pro-

vided sufficient detail about how the tool works”, Q4: “The explanation provided

complete information about how the tool works.”, Q5: “The explanation tells me

how to use the tool.”, and Q8: “The explanation let me judge when I should trust

and not trust the tool”.

7.4 Motivations for accepting a recommendation

When asking the users about the acceptability of each recommendation, I also in-

vestigated the motivations that supported their decisions, which were given in a

single free-text box for both individual and collective acceptability. Out of the 2010

records I collected, I discarded 65 records where the participants either gave very

poor answers due to low effort (e.g., id114: “Intuition”, id224: “No”, id0: “No mo-

tivation”, etc.) or provided off-topic comments (e.g., id63: “The more I think about

this, the more I wonder how FB hasn’t integrated this kind of technology already...

you might be on to something here :)”).

I analysed the remaining 1945 responses by applying thematic analysis (TA)

[180], a well-known and extensively-used method for analysing qualitative data in

many disciplines and fields. The purpose of TA is to identify patterns of meaning

across a dataset that provide an answer to the research question being addressed.

Patterns are identified through a rigorous process of data familiarisation, data cod-

ing, and theme development and revision. I followed an inductive and semantic

approach to TA [180]: starting from the explicit meaning of the data, I worked

bottom-up to develop codes and, ultimately, themes.
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Keeping in mind the research question “Which motivations support the accep-

tance or rejection of a solution to an MPC?”, I identified the following main themes.

Together with the description of the theme, I report some exemplar responses with

the identifier of the user (id), their treatment (t) and the scenario where they were

given (s):

• Context: the nature of the content represented in the pictures, such as de-

picted people and activities, sensitivity, and sentiment, was the most com-

monly reported factor when evaluating a recommendation. Users very often

considered also the consequences, either positive or negative, that may de-

rive from sharing the picture online. It includes the codes: context, context-

neutral/inappropriate, consequences, consequences-bad/good/lack. [Id276,t4,s4:

“Sharing this photo with more people may lead to complications between the

groom and bride”. Id314,t2,s1: “Th picture is very professional and will be

a nice picture if future employers want to view Felipes social media accounts

before hiring him”.]

• Privacy: the protection of someone’s privacy was the second most considered

factor. Users often reported concern for the privacy of their own person or of

someone else (mainly children or people in a vulnerable position), associating

the privacy violation with potentially very negative consequences related to

their safety. It includes the codes: privacy, safety. [Id30,t4,s5: “Because of

the children in the image, I would be keen to keep this photo private, even

though it is a good photo technically, for the safety and privacy of the children

involved.” Id140,t2,s6: “A very personal picture that could be seen by many

and used for a number of reason that might not align with me.”]

• Others: the other people’s preferences were frequently playing a role in the

decision. When the others’ wishes were known, the participants often re-
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spected and accommodated them. When that knowledge was not available,

users sometimes were wondering what they could be and whether the picture

was taken to share with the others’ consent. There was often the explicit

intention to identify a fair compromise: this was a highly subjective evalua-

tion, which sometimes favoured the option that respected the wishes of the

majority, and sometimes the most private preference. It includes the codes:

others, respect, consent, fairness, majority, privacy-most. [Id21,t1,s2: “It is a

very personal photo and the people asleep didnt know that they were being

pictured. They did not consent prior to the photo being taken”. Id22,t3,s3:

“This is fair and respects all parties’ privacy”].

• Indifference: in many cases, the participants were neutrally interested in

the outcome of the MPC and were willing to accept any recommendation or

compromise, sometimes just because the solution coincided with what was per-

ceived as a common sharing behaviour. It includes the codes: neutral attitude,

compromise, compromise-accept, common behaviour. [Id91,t1,s1: “If people

do not want to share it with much people then I do not mind”. Id103,t2,s5:

“Whatever solves the conflict I’ll be happy with”.]

• Aesthetics: the aesthetics of the picture and its impact on the reputation

of the users (more on the social network than in real life) were taken into

account by many participants. It includes the codes: flattering, unflattering,

entertaining, interest, utility loss. [Id251,t1,s3: “It would be nice for common

friends to see image so they can discuss and comment and leaves comments”.

Id163,t2,s1: “This was a picture taken of Felipe by someone else and isnt so

flattering so would be unlikely to share it further. Others may have a different

opinion” Id82,t2,s5: “I don’t think that friends of friends really need access

to, or benefit from, what was primarily meant for family.”]
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Figure 7.4: Themes distribution across the treatments.

• Ego: a number of participants considered the acceptability of the recom-

mended solution just by comparison with their own preference. It includes the

code: ego. [id258,t4,s2: “the tool has decided the same way i did”. id224,t2,s5:

“It was my first choice”.]

Another reported factor, which is worthy of mention despite its lower frequency,

was the possibility of keeping the picture private, in order to satisfy the other users’

preferences, and to share more broadly an alternative one, either another picture

with the same subject or a modified version of the same one. [Id198,t3,s1: “I would

prefer to share this photo publicly [...]. If the other people felt uncomfortable with

this then I would either crop them out of the photo or simply take a photo without

them in it to post publicly.[...].”] This is a further confirmation of a common strategy

considered in real situations which was already reported by previous studies [175].

Being the thematic analysis purely qualitative and exploratory in nature, I do

not draw any confirmed conclusions, but I discuss some interesting trends that have
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Figure 7.5: Themes distribution across the scenarios.

emerged and may be worthy of future confirmatory studies. Figures 7.4 and 7.5

report a comparative overview of the themes occurrence in the participants’ answersii

respectively across the treatments and the scenarios. Regarding the treatments, in

ELVIRA the participants were influenced most by Others, with less impact from

Context and more from Privacy than in the other treatments. This suggests that

ELVIRA successfully nudged the participants to be much more conscious of the

co-owners and more Privacy-aware than the other models, where the participants

mostly focused on Context when evaluating the recommendation. Regarding the

scenarios, Context had a stronger influence in the more sensitive scenarios (s2-s4-

s6), while Indifference and Aesthetics were generally more considered in the less

sensitive situations (s1-s3-s5); Privacy concerns were more related to the familiar

sphere (s5-s6) than to other types of relationships.

Figure 7.6 shows the distribution of the codes within each theme, when consider-

iiNote that each answer could be labelled with multiple codes and, therefore, be included in
multiple themes.

158



Figure 7.6: Codes distribution within each theme.159



ing the treatments (on the left) or the scenarios (on the right). These are in general

consistent with what seen in Figures 7.4 and 7.5. However, this more granular

analysis highlights interesting new elements, especially regarding the codes within

Others. To consider the others’ preferences had different implications according to

the participants: some appreciated solutions coinciding with the preference of the

majority; others prioritised the protection of everyone’s privacy and opted for the

most private solution; some were willing to accept a solution that was not their first

choice in order to accommodate the other’s wishes; and, finally, some worried about

the consequences that sharing the picture could have for the co-owners. The interac-

tions with ELVIRA encouraged the participants to reflect more upon the fairness of

the recommendation, whether it was a compromise (within Indifference), and, more

generally, to be more respectful of the others’ wishes. On the other hand, the other

treatments made the participants wonder more often about the co-owners’ consent,

about common sharing practices (within Indifference), and about how (un)flattering

the picture was (within Aesthetics). With ELVIRA, these factors were less relevant,

because the participants were told that the received recommendation was already

taking into account the others’ preferences.

Regarding the scenarios, participants were particularly aware of the (bad) conse-

quences (within Context) of sharing when considering high sensitive scenarios such

as s2 and s4; attention to safety (within Privacy) was mostly relevant when thinking

of children, e.g., in s5; and, finally pictures with friends, such as s3 and s4, were

considered the most entertaining (within Aesthetics).

7.5 Discussion

Considering both the acceptability of the recommendations and the satisfaction with

the model’s output, ELVIRA outperformed all the other models.

The value-based model provides recommendations that are, generally, as ac-
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cepted as ELVIRA’s, but its outputs are significantly less satisfactory. Even in

terms of acceptability, ELVIRA generates solutions that are more acceptable across

demographics, while the value-based model seems not to cater for older, more pri-

vacy aware and less active social media users, providing recommendations that are

significantly less acceptable than ELVIRA’s for these groups. Significantly worse

than ELVIRA, the utility-based and the Facebook models performed equivalently in

terms of acceptability, with Facebook being slightly better in terms of satisfaction

of the output.

Moreover, with the less sensitive scenarios, ELVIRA’s recommendations were al-

most always accepted (neutral or positive individual acceptability in 89.8% MPCs),

suggesting that the agent may be able to further reduce the user’s burden to man-

age his/her online privacy by autonomously solving the MPCs that emerge in less

threatening situations.

Regarding the participants’ reasons for accepting or rejecting a recommendation,

the users who interacted with ELVIRA showed a much clearer tendency to take into

account and respect the co-owners’ preferences, than the ones who engaged with the

other models.

In conclusion, these results suggest that, in order to promote further the empir-

ically evident collaborative behaviour in MPCs, the recommendations generated by

ELVIRA may be beneficial in real-world scenarios for several reasons: (i) they would

suggest solutions that are acceptable for users independently of their demograph-

ics, their privacy awareness and their OSN experience, especially in low sensitivity

contexts; (ii) they would be justified by an overall satisfying explanation; (iii) they

would nudge the users towards the appreciation of respectful and fair solutions for

all the users involved; and, finally, (iv) they would reduce the discrepancy between

very privacy-aware uploaders, who would likely worry more about the others’ con-

sent and preferences before sharing, and the less privacy-aware ones, who would
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more likely cause more often unintentional privacy violations.

7.6 Conclusion

In this chapter, I have described the design and the results of a between-subject user

study that I performed in order to evaluate the hypothesis that ELVIRA, an agent-

based model which satisfies all the requirements suggested by previous empirical

and theoretical studies in privacy and autonomous systems, can offer OSN users a

better support for multi-user privacy than other models previously suggested in the

literature.

The participants who interacted with ELVIRA accepted significantly more often

than for the other treatments the recommendations to solve some simulated MPCs;

furthermore, they reported significantly higher satisfaction for the quality of the

received output, i.e., the explanation that justified the privacy recommendation.

This evaluation through user study fulfils the scope of the empirical investigation

within the VSD approach, which aims to understand the user’s perception of the

developed technology. In this case, the agent ELVIRA has collected broad consensus

and positive feedback, for both the content and the quality of the recommendations

it provides.

In the next chapter, I will discuss the dynamics that lead OSNs users to adopt

and keep using ELVIRA, by presenting the conditions that guarantee its long-term

dominance against competing strategies for solving MPCs.
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Chapter 8

A simulation of ELVIRA’s
adoption in OSNs

8.1 Introduction

In Chapter 7 I have described how, in the context of solving multi-user privacy

conflicts (MPCs), the participants to the user study found the recommendations

generated by ELVIRA more acceptable and more satisfying than the ones generated

by other models. In this chapter, I now investigate the dynamics emerging in an

online social network (OSN) when ELVIRA can be adopted by users as a technology

to manage multi-user privacy (MP).

In particular, I assume an online social network (OSN) to be a free market, where

individuals can adopt competing technologies to manage MP. In turn, individuals,

if satisfied with their technology, can influence others to adopt it, according to

well-known word-of-mouth marketing dynamics [22, 25]. In the following, I show

the different market settings and conditions in which ELVIRA imposes itself as the

most successful, and therefore adopted, strategy. In order to do this, I draw from

evolutionary game theory and study the long-term composition of the market, whose

dynamics are influenced by the individual selection of competing technologies. In

other words, I study how an OSN user switches strategies for managing MP over

time, and how this is influenced by the strategies that are adopted by other users.
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After recalling the main concepts of evolutionary game theory in Section 8.2, in

Section 8.3 I define and detail the evolutionary game between ELVIRA and other

competing strategies. Then, in Section 8.4, I describe and motivate the game con-

figurations that I analyse and I report on their results in Section 8.5. Finally, I

conclude this chapter in Section 8.7 with closing comments and remarks.

8.2 Evolutionary Game Theory

Classical game theory regards the study of optimal strategies in competition between

adversaries. Players, who are assumed to be rational, self-interested and aware of

the rules of the game being played, can select different strategies in order to max-

imise their own benefit or payoff, while taking into account the expected behaviour

of the other players. Of particular interest in a game is the identification of Nash

equilibria, that is the sets of strategies where no player has any incentive to switch

the played strategy, i.e., everyone makes their optimal move given the others’ moves.

However, the assumption of rationality does not always hold, especially in case of re-

peated interactions with the same players. For example, when playing the Prisoner’s

Dilemma, each player is individually best off by defecting (when both players defect,

it is a Nash equilibrium), but if the game was repeated an undetermined number of

times, then pure defection would not be a strictly dominant strategy anymore [19].

Inspired from biology, where animals (or humans) sometimes act for the benefit

of their species more than for their individual one, evolutionary game theory studies

the dynamics that lead to changing strategies in a population [164]. In this context,

players are not required to rationally select a strategy, they can just enter the game

with any strategy and evaluate afterwards if their strategy was satisfactory. In the

negative case, they can drop it and adopt a new one. The adoption of a new strategy

can happen similarly to how genes evolve in the DNA of a species [184]: it can be

a random mutation, useful to explore new opportunities, or it can be influenced by
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other more successful individuals that the player wants to learn from, that is tra-

ditionally referred to as imitation. In evolutionary game theory, we are interested

in identifying evolutionarily stable strategies [164], which are strategies that, when

adopted in a population, are impermeable to the invasion of other strategies. Evo-

lutionarily stable strategies are a refinement of Nash equilibria and are dominant in

the long-run, because random mutation is not sufficient to alter the strategy balance

in the population.

In the context of this thesis, I consider the users of an OSN as a population (or

a market) that can dynamically adopt, through mutation or imitation, competing

strategies (or technologies) in order to manage MP; then, I investigate the emergence

of evolutionary stable strategies that can provide insights regarding the optimal

conditions for ELVIRA’s widespread in real-world OSNs.

8.3 An evolutionary competition game

I define an evolutionary game (EG) where a population of N self-interested agents

can adopt competing strategies to solve MPCs. Each iteration of the game repre-

sents the influence that the resolution of an MPC can have on users adoption of a

technology in the social network: by noticing that someone else’s conflict was better

managed by a different strategy, a player may adopt that other strategy to solve

future conflicts. Similarly to the methods implemented for studying public goods

games in [163] and [153], in EG the differences between the payoffs obtained by the

strategies, seen as the ‘happiness’ of the agent involved in the conflict about the

conflict resolution with that technology, influence the probability of each strategy to

be copied through social learning. This, together with mutation dynamics, defines

a stochastic process describing the evolution of the frequencies of players (or users)

adopting each strategy. By computing the stationary distribution, i.e. the relative

frequency in the long-run, of ELVIRA, we can evaluate its evolutionarily stability
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given different initial settings.

In particular, consistently with the previous evaluation of the ELVIRA agent

architecture, in EG there are four competing strategies S = {EL,UB, V B, FB}:

ELVIRA (EL), the utility-based (UB), the value-based (VB) and the Facebook (FB)

technology. These employ the same approaches as described in Chapters 5 and 6 to

solve an MPC.

Algorithm 1 provides an overview of the evolutionary game. Each iteration t of

the game corresponds to an MPC resolution. According to the composition of the

population kt = [kt,EL, kt,UB, kt,V B, kt,FB] at the time t, i.e. how many agents play

each strategy i, a payoff Pt,i is computed and dynamics of mutation and imitation

may take place.

Algorithm 1: The Evolutionary Competition Game EG

input : k0,M, s, µ, T
output: kT
for t = 0 to T do

if random(0,1) < µ then
kt+1 ← mutate(kt);

else
Pt ← computePayoffs(kt);
kt+1 ← imitate(kt, Pt, s);

return kT

Payoffs For each strategy i ∈ S, according to the proportion kt,i of agents that

adopts it at time t, I define the payoff Pt,i as follows:

Pt,i = (acccoll,i + accind,i + sati − γic)
kt,i
N

. (8.1)

The collective acceptability acccoll, the individual acceptability accind and the sat-

isfaction with the output sat contribute positively to the payoff, while the cost c,

eventually discounted by γ, contributes negatively. Table 8.1 reports for each strat-

egy the payoff parameters used in the experiments. The values of sat, acccoll and

166



strategy sat acccoll accind

EL 0.62 0.708 0.418
UB 0.264 0.461 -0.064
VB 0.496 0.627 0.026
FB 0.245 0.363 0.02

Table 8.1: Payoff parameters obtained from user study in Chapter 7.

accind are informed by the user study reported in Chapter 7: they represent respec-

tively the average of the satisfaction score (across the 8 questions of the Satisfaction

Scale), of the collective acceptability and of the individual acceptability, that each

approach to solve MPCs obtained in the user study. In the context of EG, the cost

of a technology may be interpreted and instantiated in several ways, according to

the focus(es) of interest: e.g., from a user experience perspective, it could quantify

the easiness of the user-technology interaction during the MPC resolution; from a

software development perspective, it could represent the inter-operability, i.e., the

compatibility of a technology in generating a MPC solution when interacting with

different technologies; from an economical perspective, it could represent the price

the user needs to pay, in terms of money, personal data, etc., in order to use the

technology to solve MPCs; and so on. Given the lack of real data that can inform

the selection of appropriate costs, in the first tranche of experiments both the costs

and the discount factors will be unitarian for all the strategies, in order to evaluate

the influence of the other elements of the model on the emerging dynamics. Later,

I will vary the discount factors for the costs of the technologies competing against

ELVIRA, in order to identify the relative maximum cost of ELVIRA, in comparison

with the other strategies, that would allow ELVIRA to be evolutionary stable.

Mutation In each iteration t of the evolutionary game EG, an agent is randomly

selected to randomly change its strategy, i.e. to adopt a new technology to manage

MP, according to the mutation rate µ. This parameter influences the component of
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noise in the evolutionary game.

Imitation In each iteration t of the evolutionary game EG when mutation does

not occur, imitation dynamics, also referred to as social learning, happen. In this

case, two agents are randomly selected and one adopts the strategy of the other

one according to the imitation strength parameter s and the payoffs of the two

agents’ strategies. In particular, given two sampled agents a and b and the difference

between their payoffs δ = Pt,a−Pt,b, if a number randomly selected between 0 and 1

is lower than f(s, δ), then a adopts b’s strategy, otherwise vice-versa. According to

the tradition in evolutionary games (e.g., see [163, 153]), I define f(s, δ) as follows:

f(s, δ) =
1

1 + e−sδ
.

If s is relatively high, then the learning capabilities of the agents are stronger and it

is more likely that the agent that receives the lowest payoff adopts the strategy of

the better off agent; if s is low, then the learning is weaker and an agent may adopt

a worse strategy.

8.4 Experimental settings

In order to explore different situations in which ELVIRA may result to be the evo-

lutionarily stable strategy, i.e., the dominant technology in the long-run, I evaluate

the evolutionary game EG with different settings, which I describe below.

EG1 - Uniform population composition In this setup, I assume the four

strategies to be initially equally represented in the population, i.e., k0,i = N/4 for

each strategy i. This is helpful to study the effect on the strategy adoption when

considering different values for (i) the size of the population N , (ii) the number of

iterations played T , (iii) the mutation rate µ and (iv) the imitation rate s, while

maintaining the same discount factor γ = 1 for the cost of all the strategies.
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EG2 - Varying population composition In this setup, I consider fixed values

for the size of the population N = 1000, the number of iterations T = 104, the

mutation rate µ = 0.001, the imitation rate s = 10 and the discount factor γ = 1,

while varying the percentage of population that initially adopts each strategy k0.

This is helpful to identify the types of population composition that guarantee the

evolutionary stability of ELVIRA, i.e., for understanding the ability of the ELVIRA

technology to be adopted by the majority of users in as OSN even when starting

from disadvantaged distributions.

EG3 - Varying discount factors In this setup, I first define sub-games where

ELVIRA’s competition is represented by a single technology at time and the OSN is

initially uniformly distributed: k0,EL = N/2, and k0,i = N/2 for one i ∈ {UB, V B, FB}

at time. The discount factor for the cost of ELVIRA remains constant, γEL = 1,

while I study the effect of decreasing the ones of each other strategy, making them

“cheaper” to adopt than ELVIRA. Then, I consider again the main game EG and

I look at the effect that discounting the cost of the other strategies when they all

compete against each other has on the adoption of ELVIRA. This is helpful to un-

derstand how much more expensive than each other strategy can ELVIRA afford to

be in order to still guarantee its wide adoption in the OSN (i) in each direct com-

petition (one-to-one) game and (ii) in the main game with an initially uniformly

distributed population.

I implemented the evolutionary competition game EG in Python 3.6 and I ran all

the simulations on Windows 10 64-bit, Intel(R) Core(TM) i7-7Y75 CPU @ 1.30GHz

1.60 GHz 8GB.
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Figure 8.1: Evolution of a uniformly distributed initial population: N = 1000 and
k0,i = N/4 for each strategy i ∈ {EL,UB, V B, FB}.

8.5 Experimental results

In this section I report on the results of the simulated evolutionary game EG with

the settings previously introduced.

8.5.1 EG1 - Uniform population composition

First, I explored the variation in population composition during T = 104 iterations

of the competition game between the strategies ELVIRA, utility-based, value-based

and Facebook when fixing the size of the population N = 1000, the mutation rate

µ = 0.001, the imitation rate s = 10 and the cost c = 1. Figure 8.1 shows that,

when starting from a uniformly distributed population, the agents quickly drop the

other strategies and adopt ELVIRA in an evolutionarily stable manner, i.e. ELVIRA

invades the OSN and is the dominant technology in the long run. The stability of

this emerging dynamics is confirmed by the average and the standard deviation,

computed over 100 runs of EG1, of the long-run average frequency of each strategy

(see Table 8.2).

Second, I explored the population composition when varying the population size

N from 100 to 20k agents. Figure 8.2 shows that ELVIRA is the evolutionarily stable
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strategy mean st. dev.

EL 0.9249 0.0027
UB 0.0220 0.0013
VB 0.0316 0.0023
FB 0.0215 0.0012

Table 8.2: Long-run average frequency of a uniformly distributed initial population.

(a) T = 103 iterations. (b) T = 104 iterations.

(c) T = 104 iterations. (d) T = 105 iterations.

Figure 8.2: Population distribution after T iterations, when varying the population
size N .

strategy in any size of population, as long as enough game iterations are allowed

for. Hence, the bigger the population, the longer it takes for the word-of-mouth

marketing to impose ELVIRA as the dominant technology in the OSN, which is

anyways the guaranteed outcome.

Next, I explored the impact of the mutation rate µ on the population composition

(see Figure 8.3), when maintaining N = 1000, T = 104 and s = 10. Intuitively, the
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Figure 8.3: Population distribution after T = 104 iterations, when varying the
mutation rate µ.

(a) T = 104 iterations. (b) T = 105 iterations.

Figure 8.4: Population distribution after T iterations, when varying the imitation
strength s.

larger the mutation rate, the more random is the behaviour of the population: in

particular, when µ = 1, the strategy distribution remains unchanged after T = 104

iterations, with a quarter of agents adopting each strategy. On the other hand, for

smaller values of µ, i.e., for less noisy configurations of game, ELVIRA tends to be

the most preferred strategy by the agents.

Finally, I explored the impact of the imitation strength s on the population

composition (see Figure 8.4), when maintaining N = 1000 and µ = 0.001. Relatively

small values of s already resemble “strong” imitation (s → +∞, see [163]), where
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more successful agents (such as the ones playing the ELVIRA strategy) are always

imitated, and less successful ones never. Strong imitation guarantees the efficacy of

the word-of-mouth marketing for imposing ELVIRA on the OSN.

8.5.2 EG2 - Varying population composition

Here I explore the ability of the strategy ELVIRA to invade the population, i.e.,

to be adopted in a stable manner by the majority of the agents, when varying the

initial composition of the population. For these simulations, I maintained T = 104,

N = 1000, µ = 0.001, s = 10 and ran 100 evolutionary games for each configuration.

Figures 8.5a, 8.5b and 8.5c show the time series of the strategy frequencies during

one evolutionary game where at t = 0 there is only one agent playing ELVIRA and

all the others playing utility-based, value-based and Facebook, respectively. Note

that in each scenario there are two strategies that are initially not represented in

the population, even though they may be adopted by mutation. The utility-based

and Facebook strategies seem to be easily dropped in favour of ELVIRA, but a

homogeneous population of value-based players does not get influenced by a single

ELVIRA player.

Then, I look at the long-run frequency of ELVIRA, when consecutively increasing

the initial number of agents adopting ELVIRA kEL,0 from 0 to 400 with steps of

5. Figures 8.6, 8.7 and 8.8 show its average and standard deviation computed

over 100 runs of each EG2. Again, utility-based and Facebook react similarly to

the invasion of the ELVIRA strategy. In both cases, the more ELVIRA agents

are in the population at the beginning, the faster ELVIRA becomes, and remains,

evolutionarily stable. On the other hand, when engaging with a population of VB

players, there need to be at least about 150 ELVIRA players in order for ELVIRA

to have a chance of invading the population: with a number of ELVIRA players

between 150 and 200, the system is very volatile and ELVIRA may or may not
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(a) kEL,0 = 1, kUB,0 = 999.

(b) kEL,0 = 1, kV B,0 = 999.

(c) kEL,0 = 1, kFB,0 = 999.

Figure 8.5: Evolution of a population with different initial distribution k0.
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(a) Avg. of long-run average frequency. (b) Std. dev. of long-run average frequency.

Figure 8.6: EL vs UB: Long-run average frequency of ELVIRA agents when varying
the initial population composition: kEL,0 ∈ [0, 400], kUB,0 = N − kEL,0.

invade (see Figure 8.9). Only with more than 205 initial agents, the evolutionary

dominance of ELVIRA is guaranteed. This means that, while an OSN saturated

by the UB or FB technologies would be easy to invade for ELVIRA, the conquest

of an OSN dominated by VB would require a more substantial effort in terms of

initial resources: for example, more users should be initially paid to try the new

ELVIRA technology, before the word-of-mouth marketing could be effective. Further

research could investigate whether the number of initial ELVIRA players could be

reduced if these were selected strategically in the network, i.e. well-connected users

or “influencers”, and the social connections were influencing the imitation dynamics,

which is not the case in the current EG model.

8.5.3 EG3 - Varying discount factors

Here I explore the ability of the technology ELVIRA to invade the OSN, i.e., to be

adopted in a stable manner by the majority of the users, when discounting the cost

of adopting the other competing technologies. For these simulations, I maintained

T = 104, N = 1000, µ = 0.001, s = 10 and ran 100 evolutionary games for each

configuration.
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(a) Avg. of long-run average frequency. (b) Std. dev. of long-run average frequency.

Figure 8.7: EL vs VB: Long-run average frequency of ELVIRA agents when varying
the initial population composition: kEL,0 ∈ [0, 400], kV B,0 = N − kEL,0.

First, in order to study the effects of a direct competition between ELVIRA and

each other strategy, I define three sub-games where only two strategies are involved.

At the beginning of each sub-game, the population is uniformly distributed: in all

the three cases kEL,0 = N/2 and (EG3a) kUB,0 = N/2, (EG3b) kV B,0 = N/2 and

(EG3c) kUB,0 = N/2. Note that, differently from EG2, each sub-game involves only

two strategies: the other two cannot be adopted even by mutation. These more

limiting assumptions about the model allow the derivation of stronger and more

reliable results, because less influenced by randomness, which could better inform

the future deployment of the ELVIRA technology in real-world OSN. Figures 8.10,

8.11 and 8.12 show the average and the standard deviation of the long-run average

frequency of agents adopting ELVIRA (computed over 100 runs of each evolutionary

sub-game), when increasing the discount factor γ (steps by 0.05) for the cost of

utility-based, value-based and Facebook, respectively. In EG3a and EG3c, even by

discounting the cost of the utility-based and the Facebook strategies at the point of

making them “free”, ELVIRA still gets quickly adopted by the entire population.

However, in EG3b there emerges a more interesting dynamics: if the adoption of

value-based is expensive at most 30% of the cost of adopting ELVIRA, then VB
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(a) Avg. of long-run average frequency. (b) Std. dev. of long-run average frequency.

Figure 8.8: EL vs FB: Long-run average frequency of ELVIRA agents when varying
the initial population composition: kEL,0 ∈ [0, 400], kFB,0 = N − kEL,0.

(a) Dominance of ELVIRA strategy. (b) Dominance of VALUE-BASED strategy.

Figure 8.9: Alternative evolutions of a population with the same initial distribution
kEL,0 = 170, kV B,0 = 830.

invades the population; if the cost of VB is equal or more than 50% of the cost of

EL, then EL invades the population; finally, for costs of VB between 30% and 50%

of the cost of EL, the outcome of the competition among the two strategies is more

uncertain, as the pick in standard deviation of the long-run average frequency of

ELVIRA agents shows in Figure 8.11b.

Then, I considered the main game EG3, where the four strategies compete with

each other starting from a uniformly distributed population. Without discounting

the cost of ELVIRA, γELcEL = 1, I explored all the combinations of discount factors
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(a) Avg. of long-run average frequency. (b) Std. dev. of long-run average frequency.

Figure 8.10: ELVIRA vs UTILITY-BASED: Long-run average frequency of ELVIRA
agents when varying the cost of UT: cEL = 1, cUB = γcEL, where γ ∈ [0, 1]. Average
and standard deviation computed over 100 runs.

(a) Avg. of long-run average frequency. (b) Std. dev. of long-run average frequency.

Figure 8.11: ELVIRA vs VALUE-BASED: Long-run average frequency of ELVIRA
agents when varying the cost of VB: cEL = 1, cV B = γcEL, where γ ∈ [0, 1]. Average
and standard deviation computed over 100 runs.
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(a) Avg. of long-run average frequency. (b) Std. dev. of long-run average frequency.

Figure 8.12: ELVIRA vs FACEBOOK: Long-run average frequency of ELVIRA
agents when varying the cost of FB: cEL = 1, cFB = γcEL, where γ ∈ [0, 1]. Average
and standard deviation computed over 100 runs.

γUB, γV B and γFB (steps by 0.1). Figure 8.13 shows the average and the standard

deviation of the long-run frequency of ELVIRA agents in the population with these

settings, where each axis reports the variation of one discount factor. It is evident

that different values of γUB and γFB did not have any visible impact on the long-

run frequency of ELVIRA, that is instead clearly influenced by γV B. In particular,

values of γV B lower than 0.4 led to a close-to-zero long-run frequency of ELVIRA

(white dots in Figure 8.13a), while values higher than 0.4 resulted in ELVIRA being

the evolutionary stable strategy (dark dots in Figure 8.13a). Coherently, γV B = 0.4

generated the noisiest outcomes, as shown by the peak of standard deviation in

Figure 8.13b. For the interested reader, since the figure does not allow to infer the

details, I report in Table 8.3 the configurations of the discounts γUB, γV B and γFB

that generated values of interest (minimum and maximum average and standard

deviation) for the long-run average frequencies of the agents playing ELVIRA and

value-based strategies. Both strategies were the least stable, i.e., their long-run

average frequencies show the highest standard deviation, in the same configuration,

where UB and FB were little or not discounted and the cost of VB was 40% of
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(a) Avg. of long-run average frequency. (b) Std. dev. of long-run average frequency.

Figure 8.13: Long-run average frequency of ELVIRA in an initially uniformly dis-
tributed population (k = N/4 for each strategy) when varying the cost of the other
strategies. The darker the dot, the higher the value represented; note, however, that
each colour corresponds to different value ranges in the two plots – see Table 8.3 for
details.

ELVIRA’s one. ELVIRA shows the best performance, i.e., the highest average of

long-run average frequencies, in the same scenario as in CG1, where all the strategies

have the same cost. The value-based strategy shows the strongest dominance when

γV B = 0, intuitively, and UB and FB are little or not discounted (γUB = 0.7, γFB =

1).

In conclusion, the dynamics that emerged in the sub-games are confirmed also

in the main game: whether the ELVIRA technology manages to be widely adopted

in the OSN depends mostly on its relative price compared with the value-based

technology, while the other two technologies seem to have a negligible influence on

ELVIRA’s chances of success.

8.6 Discussion

In order to understand the most successful conditions that allow the ELVIRA tech-

nology to be adopted by the majority of the users when deployed in an OSN, I

have simulated a number of evolutionary games where ELVIRA competes against
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γUB γV B γFB avg freq (avg) avg freq (std)

EL
min

avg 0.0 0.0 0.0 0.028431 0.002625
std 0.9 1.0 0.9 0.924263 0.002287

max
avg 1.0 1.0 1.0 0.92523 0.002609
std 1.0 0.4 0.9 0.473429 0.414981

VB
min

avg 0.0 1.0 0.0 0.02044 0.001505
std 0.1 1.0 0.0 0.020896 0.001333

max
avg 0.7 0.0 1.0 0.92567 0.003334
std 1.0 0.4 0.9 0.488075 0.415105

Table 8.3: Details of the discount configurations that generated minimum and max-
imum values for average and standard deviation of long-run average frequency for
the strategies ELVIRA and value-based.

other technologies and the imitation dynamics reproduce word-of-mouth marketing

approaches.

In EG1, where the population was initially uniformly distributed and all the

strategies had the same cost, independently of the size of the population, with an

imitation strength s ≥ 1 and a mutation rate µ ≤ 0.2, ELVIRA was always the

evolutionary stable strategy. This suggests that ELVIRA has a stronger capability

to spread than the other technologies: i.e., if all the technologies were relying on

word-of-mouth marketing, ELVIRA would be the most successful and would be

widely adopted in the OSN.

In EG2, where the strategies still had the same cost, but the simulations started

with strongly unbalanced initial distributions of agents, one ELVIRA agent alone

was sufficient to quickly and stably invade the populations composed by only utility-

based or Facebook users, but about a quarter of the population size was necessary

to win the competition against a majority of value-based users. This suggests that

the nature of the competing technologies available in the OSN directly influences

the amount of resources to be invested in the deployment of ELVIRA. If the OSN

is saturated by either the utility-based or the Facebook technologies, then ELVIRA
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can invade it with minimal effort, e.g. by involving in a trial a small number of

users. On the other hand, if most of the users in the OSN have already adopted

the value-based technology, then a more significant effort must be made in order to

guarantee the widespread of ELVIRA.

In EG3, the exploration of the discount factors for the cost of each competing

technologies showed that ELVIRA dominated the utility-based and the Facebook

technologies even when the latter were free, and the value-based technology when

its cost was no cheaper than 50% of the cost of ELVIRA, independently of the initial

population distribution. This means that a higher cost of ELVIRA, compared to the

other technologies, does not hinder its widespread in the OSN. For instance, despite

its cost being higher due to the more sophisticated usability of the technology (being

fully explainable) or the demands of more personal data (individual utilities and

values), the dominance of ELVIRA on the OSN is guaranteed.

Considering these results, I conclude that, when assuming competing technolo-

gies to manage MP in OSNs such as the utility-based, the value-based and the

Facebook technologies, ELVIRA would generally be widely adopted and preferred

to the alternatives in the long term.

8.7 Conclusion

In this chapter I have finally concluded the empirical and technical investigation of

the ELVIRA model within the Value Sensitive Design approach.

In particular, I have studied the minimal conditions for the widespread adoption

of ELVIRA as a technology to manage multi-user privacy in OSNs. In order to do

this, I have designed an evolutionary game where ELVIRA competes against other

technologies (utility-based, value-based and Facebook – consistently with the rest

of this thesis) to be adopted by the users of an OSN. At each iteration of the game,

a user can change their strategy, i.e. adopt another technology, either by randomly

182



mutating or by imitating another user. The imitation dynamics, also referred to as

social learning [163, 153], are particularly significant in the OSN as a free market

setting, because they can represent the effects of a word-of-mouth advertisement of

a technology: a user who is happy with the adopted technology would recommend

its adoption to other users.

Experimental results have shown that ELVIRA is the evolutionary stable strat-

egy, that is it seems that ELVIRA could be adopted by the majority of users, in a va-

riety of settings. Similarly to what noticed in the user study described in Chapter 7,

the value-based approach to manage MP is the strongest competitor of ELVIRA. In

fact, the influence of utility-based and Facebook on the overall technology-adoption

dynamics are negligible, independently of the specific technologies initially adopted

by the users and of their costs. On the other hand, in order to dominate the value-

based technology, and therefore be adopted by most of the OSN, ELVIRA can still

be successful if more resources are invested in its deployment and its adoption cost

is no higher than twice the cost of adopting the value-based technology.

In conclusion, by considering the users’ appreciation for the ELVIRA’s solutions,

as reported in Chapter 7, I have shown here that, under certain conditions and as-

sumptions, ELVIRA would be the preferred technology to manage multi-user privacy

in OSNs in the long term.

183



Chapter 9

Conclusion

9.1 Summary

The main focus of this thesis revolves around the answer to the research question

stated in Chapter 1: RQ: How do we design autonomous systems (ASs) that can

effectively help users of online social networks (OSNs) manage multi-user privacy?.

In order to be effectively helpful and safely deployed in society, ASs need to be

value-aligned, i.e., act coherently with their users moral values, and explainable, i.e.,

able to provide justification for their actions. In addition to these, informed by the

literature in Privacy and Social Sciences, I have identified other requirements that

ASs should satisfy in the context of solving multi-user privacy conflicts (MPCs),

that is to be adaptive, role-agnostic and utility-driven.

After introducing the topic of this thesis, in Chapter 2 I have summarised the

interdisciplinary previous work on which I have built my research. First, I have

described different theories of privacy and of values and outlined the Value Sensi-

tive Design (VSD) approach, a design methodology to embed values in technology

which I have followed throughout this thesis. Then, I have illustrated the practical

reasoning process, as defined by Atkinson and Bench-Capon [14], as a way to iden-

tify the optimal behaviour of an autonomous agent in given contexts; this process

is particularly useful in order to explain autonomous behaviour, explanation that
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needs to be both cognitive and social, as remarked by Miller [112].

Then, in Chapter 3 I have given an overview of the ASs, with a particular

focus on the agent-based models, that have been previously presented by other

scholars in order to support users manage multi-user privacy. When considering the

requirements described earlier, none of the works available in the related literature

can be considered successful. Keeping in mind the research sub-questions related to

the safe deployment of ASs, I have also summarised the main attempts of producing

value-aligned and explainable autonomous agents in the AI literature.

Chapter 4 is dedicated to the introduction of JIMMY, an agent-based model that,

similarly to the Jiminy Cricket character in Pinocchio, helps users manage multi-user

privacy while supporting a morally aligned interaction between users. In particular,

in order to identify a commonly acceptable sharing policy, JIMMY drives its user

through a negotiation process with the other individuals involved in the MPC, where

each negotiating action (e.g., make/accept/reject an offer) is identified according to

the user’s preference over some moral values, modelled according to the Schwartz

Theory of Basic Values. Despite being fair and value-aligned by design, and proving

to be sound and terminating in a finite time, JIMMY presents some drawbacks, such

as a limited support for explainability and potential user dissatisfaction due to only

value-driven solutions.

By following the iterative process of VSD, I have revised the JIMMY model and,

in Chapter 5, I have defined ELVIRA, an agent-based model that satisfies all the

identified requirements for successfully supporting the resolution of MPCs. After

aggregating the individuals’ appreciation for any suggested solution in terms of value

promotion and utility generation, the ELVIRA agent performs practical reasoning

in order to identify the optimal solution, that is the solution most coherent with all

the involved users’ preferences. This makes the agent adaptive, role-agnostic, and

both value- and utility-driven. Explainability is also provided as the combination
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of a cognitive process, represented by the practical reasoning, and a social process,

which defines how to best convey to the user the necessary information that justifies

the selection of the optimal solution. I have accurately studied the design of the

explanations generated by ELVIRA through a user study, which identified the hybrid

(contextually general or contrastive) tailored explanation to be the most satisfactory

explanation structure for users.

In Chapter 6 I have presented and discussed the results of the ELVIRA evalua-

tion through software simulations, consistent with the technical investigation within

VSD. In particular, I have compared the performance of ELVIRA and other three

models, namely utility-based (UB), value-based (VB) and Facebook (FB), which

are representative of the solutions previously proposed by scholars or available in

real-world OSNs. The performance of each model was measured in terms of gener-

ation of utility, i.e. content availability to approved or disapproved audience, and

promotion of values, i.e. coherency of the solution with the individual’s moral value

preferences. Across all the experiments, that I have performed on both synthetic

and real networks, UB achieved the highest levels of generated-utility but with poor

value promotion; VB was the most coherent with the users’ values but generated

poor utility; FB had the worse performance for both utility and values; and ELVIRA

consistently showed the best utility-values trade-off, by producing utilities very close

to UB and promoting values almost as much as VB.

According to the next step of VSD, the empirical investigation, I have described

in Chapter 7 the design and the results of a between-subjects user study where

the MPCs solutions recommended by ELVIRA, UB, VB and FB were compared

in terms of degrees of acceptability and satisfaction for the users across different

scenarios. Even though VB generated solutions that were generally as acceptable as

ELVIRA’s, ELVIRA outperformed all the other models when considering the users’

satisfaction of their outputs, while securing the highest acceptability independently
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of the users’ demographics and privacy awareness. Furthermore, by performing a

thematic analysis on the users’ reasons for accepting or rejecting the recommenda-

tions, I have noticed that ELVIRA nudged, more than the other models, the users to

consider and respect the preferences of their co-owners, supporting a more pro-social

behaviour.

Finally, after showing the benefits and the users’ predilection for ELVIRA’s

MPCs solutions, respectively through software simulations and a user study, in

Chapter 8 I have studied the conditions for the widespread of ELVIRA as a technol-

ogy to manage multi-user privacy in an OSN. Inspired by evolutionary game theory,

where individuals can randomly mutate their strategy or imitate the strategy of

other more successful players, I argue that word-of-mouth advertisement, where

users satisfied with a technology recommend its adoption to others, would be the

best approach to guarantee the large-scale adoption of ELVIRA over time. There-

fore, I have modelled the competition between the technologies defined by ELVIRA,

UB, VB and FB as an evolutionary game. In OSNs where the initial strategy dis-

tribution is uniform, i.e. the same number of users have adopted each strategy,

ELVIRA quickly emerges as the evolutionary stable strategy, that is the technology

that is constantly adopted by the majority of the OSN. This emerging dynamics is

confirmed also when the OSN is initially dominated by either UB or FB. The com-

petition is harder for ELVIRA when the majority of users have adopted VB: in this

case, the success of ELVIRA depends on a more significant deployment effort. In

any case, the higher cost of the ELVIRA technology, in terms of production and/or

adoption, would not hinder its widespread adoption in the OSN and ELVIRA would

be the preferred technology to manage MP in OSNs in the long term.

After having gathered positive conclusions to both the technical and the empirical

investigation, I considered complete the VSD approach that has driven the design

and evaluation of ELVIRA, which represents my answer to the research question
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RQ.

9.2 Main Contributions

In this thesis, by answering the research questions presented in the Introduction

(see Section 1.2), I have contributed to the fields of privacy-preserving autonomous

agents, value-aligned autonomous agents and explainable autonomous agents.

Privacy With respect to privacy, and more specifically multi-user privacy, I have

identified the crucial features that enable autonomous systems to effectively help

users of online social networks manage multi-user privacy (cf. RQ-A). Specifically,

whenever multi-user privacy conflicts occur, an autonomous agent should provide

and justify (i.e., be explainable) solutions that are impartial to the role of the user

(i.e., be role-agnostic), that depend on the contextual preferences of all the involved

users (i.e., be adaptive), that preserve the user’s interests while respecting their

moral values (i.e., be both utility- and value-driven). This combination of features

has been implemented in an agent-based model, ELVIRA, which provides MPC

solutions of better quality and more satisfactory for users than other state-of-the-

art models, according to the simulations and the user study that I have performed.

Hence, ELVIRA is an autonomous agent that would effectively help users of online

social networks manage multi-user privacy (cf. RQ), and my simulations suggest

that it would be adopted by users, as opposed to current or alternative mechanisms,

when deployed under different conditions.

Value-alignment I designed two agent-based models, namely JIMMY and ELVIRA,

that are aligned with their users’ values when recommending decisions w.r.t. multi-

party privacy in OSNs (cf. RQ-B). By relying on the Schwartz Theory of Basic

Values, which asserts that values drive human behaviour, the two agent architec-
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tures aim to recommend, during the interactions with other users, decisions and

behaviour that are consistent with the moral and attitude-related preferences of

their users. However, the architectures are independent of the specific theory of

values and could be easily adapted to other values and behavioural attitudes. Fur-

thermore, the architectures are not strictly coupled to the privacy scenario and could

be easily tailored to identify value-aligned actions or solutions in other contexts.

Explainability While considering explainable AI as a design requirement that

improves the usability of AI tools rather than a solution concept to ‘black-box’

models, I have designed an explainable agent-based model, ELVIRA, that generates

tailored justifications for the MPC solutions that it recommends (cf. RQ-C). In

order to provide explanations, the agent first engages in practical reasoning to iden-

tify the best action to solve the privacy conflict, and then it conveys the outcome

of its abductive reasoning process to the user. I have designed the format of the

explanation being informed by a user study, which has provided useful insights on

what users prefer to see in an explanation w.r.t. privacy decisions. The satisfac-

tion for these explanations has been positively evaluated in another, subsequent,

between-subjects user study, where the agent’s recommendations and explanations

were more frequently and better accepted than the ones generated by other state-

of-the-art models. Again, the explainable agent architecture is independent of the

privacy context and could be easily adapted to generate solutions and explanations

in other scenarios.

9.3 Limitations

Despite the positive theoretical and empirical results that follow from the design

and evaluation of the ELVIRA agent, this model to support the collaborative man-

agement of online multi-user privacy is far from being perfect. In the following, I
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report and discuss its main limitations.

Values and behaviour Even though the Schwartz values have been recognised

across different cultures and it is widely accepted that moral values influence people’s

behaviours [24], there is no empirical knowledge available regarding the mapping

of values onto actions in specific contexts, such as the privacy one. Therefore, I

designed the value layer of ELVIRA in the most objective way I could, but the

relationship between values and behaviour in privacy contexts that I have identified

may not be universally valid and may reflect a Western cultural bias (mine) [32, 212].

Anyways, if a better value theory or more universal insights on mappings of values

and behaviours were made available, ELVIRA’s architecture could be effortlessly

adapted without losing any of their properties.

Collaborative behaviour My entire research has built on the assumption that

online social networks users are generally collaborative w.r.t. the resolution of

MPCs, as suggested in previous empirical studies [175]. However, in reality there

exist some other circumstances, e.g. (i) when some user has malicious intentions

and (ii) when users are more self-interested than interested in the social good. In

circumstance (i), which fortunately has a low incidence, ELVIRA may not be able

to support the resolution of the MPC, but it would still hinder the malicious user’s

intention by not allowing to directly upload and share the critical content on the

OSN without everyone’s approval (similarly to the cases when ELVIRA’s optimal

recommendation is not accepted by all the users and they may proceed to an offline

negotiation). On the other hand, in circumstance (ii), users (or agents) may be

tempted to share untruthful preferences in order to game the system and receive a

better outcome (notice that untruthful evaluations of the solutions are not permitted

by the ELVIRA model). While this behaviour may at least partially be modelled

by the self-enhancement value (“getting your way”) and prioritised for anyone who
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prefers this value over the others, ELVIRA is not able to detect and/or oppose self-

interested users. To conclude on a positive note, let me remind the reader that the

user study described in Section 7 suggests that, by interacting with the ELVIRA

agent, users are nudged towards a more pro-social behaviour than with the other

tested models, hinting that perceived fairness in the decision making process may

generally be more important than self-interest.

9.4 Future Directions

The body of work that I have presented in this thesis offers several further directions

of research, which I briefly outline in the following.

Dialogical explanations According to the feedback received by users (see Chap-

ter 7), the explanations generated by ELVIRA are satisfactory and helpful for solving

MPCs. However, it may be possible to improve their quality further by making them

even more tailored and dynamic. For instance, the definition of a dialogical human-

agent interaction protocol would enable the agent to provide just the information

that is explicitly requested by the user, avoiding redundancy. Furthermore, the

agent may learn the user’s preferences not only about how to manage MPCs, which

is already considered in the literature, but also about the human-agent interaction

itself, where explanation features such as technicality, length, content, and so on,

may be tailored further over time.

Evolution on a network When considering the adoption of ELVIRA for solving

MPCs by a population, ELVIRA is shown to be, most of the times, the dominant

strategy in an evolutionary competition game, as I described in Chapter 8. In the

analysis I performed, I had considered social learning, i.e., the dynamics of imitating

other more successful players, among any member of the population. Yet, online
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social networks, given their structure, would allow for a more specific investigation

of social learning, not only at the entire population level, but also in the more

restricted context of cliques, groups and communities. In fact, some influential

users may significantly speed up or slow down the invasion of a strategy, or may

modify the overall emerging dynamics.

Malicious behaviour In this thesis I have tackled the challenge of collaboratively

managing multi-user privacy. This is important, as it has been shown that the large

majority of MPCs occurs in non adversarial settings, where the incapability of up-

loaders to make appropriate privacy decisions when managing co-owned content is

one of the main causes for MPCs [175]. However, even though much more rarely,

MPCs may also be generated on purpose by users with ill-intentions, such as in the

cases of cyber-bulling and revenge-porn [197]. Through evolutionary games, simi-

larly to what presented in Chapter 8, it would be possible to study the evolutionary

stability of ELVIRA when malicious players are part of the population. Different ma-

licious types of strategies may be defined for this purpose, for instance representing

(i) casual disruptors, who are just rarely adversarial, (ii) constant disruptors, who

are always adversarial, and (iii) vindictive disruptors, who are reactively adversarial.

Beyond OSNs The management of multi-user privacy is not a problem peculiar

to OSNs, but it is common to several other contexts such as smartphones [107,

132], collaborative platforms in the cloud [143, 128], smart homes [69, 1] and so

on. Further research may shed light on the possibility of adapting the ELVIRA

architecture, as defined in Chapter 5, so that it could support users also beyond

ONSs. In fact, by eventually revising the behavioural interpretation of the Schwartz

values (or other values) and defining new appropriate actions, one could adjust the

current practical reasoning process in order to identify optimal multi-user privacy-

related actions in new collaborative scenarios. This would still allow to generate
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explanations to justify value-aligned decisions, which are crucial features for the

safe deployment of autonomous systems in society.
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Appendix A

Design of the User Studies

Here I report the full specifications of the design of the user study for evaluat-

ing ELVIRA’s explanations (US1) (see Chapter 5, Section 5.6.1) and for the user

study for evaluating the quality of ELVIRA’s recommendations against other mod-

els (US2) (see Chapter 7, Section 7.2). A relevant portion of the questionnaires for

the two studies coincides, hence I describe the two designs together. If not specified

otherwise, each of the following parts appears in both questionnaires.

The text parts in bold were not shown to the participants. The pictures were

all taken from [59], but I needed the original version of them, as they had been

published blurred. Showing them unblurred to participants was important so they

could feel more immersed in the scenarios. I contacted the authors of [59], and I was

able to get all pictures unblurred but one, which is about a lunch with colleagues, but

we simply replaced it with a very similar one (Figure A.1a). Also, for details about

participants’ perceptions on sensitivities and relationships of the photos, please refer

to [59], in which this information is reported. Importantly, they are representative

of different sensitivities and relationship types.

A.1 Part 1: Value Elicitation through PVQ-21

In US2, only for ELVIRA and value-based treatment [156]

Please read the following descriptions and select how much the person in the de-
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scription is like you. [‘Very much like me’, ‘Like me’, ‘Somewhat like me’, ‘A little

like me’, ‘Not like me’, ‘Not like me at all’]

1. Thinking up new ideas and being creative is important to him/her. He/she likes

to do things in his/her own original way.

2. It is important to him/her to be rich. He/she wants to have a lot of money and

expensive things.

3. He/she thinks it is important that every person in the world should be treated

equally. He/she believes everyone should have equal opportunities in life.

4. It is important to him/her to show his/her abilities. He/she wants people to

admire what he/she does.

5. It is important to him/her to live in secure surroundings. He/she avoids anything

that might endanger his/her safety.

6. He/she likes surprises and is always looking for new things to do. He/she thinks

it is important to do lots of different things in life.

7. He/she believes that people should do what they’re told. He/she thinks people

should follow rules at all times, even when no-one is watching.

8. It is important to him/her to listen to people who are different from him/her.

Even when he/she disagrees with them, he/she still wants to understand them.

9. It is important to him/her to be humble and modest. He/she tries not to draw

attention to him/herself.

10. Having a good time is important to him/her. He/she likes to “spoil” him/herself.

11. It is important to him/her to make his/her own decisions about what he/she

does. He/she likes to be free and not depend on others.

12. It is very important to him/her to help the people around him/her. He/she

wants to care for their well-being.

13. Being very successful is important to him/her. He/she hopes people will recog-

nise his/her achievements.
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14. It is important to him/her that the government ensures his/her safety against

all threats. He/she wants the state to be strong so it can defend its citizens.

15. He/she looks for adventures and likes to take risks. He/she wants to have an

exciting life.

16. It is important to him/her always to behave properly. He/she wants to avoid

doing anything people would say is wrong.

17. It is important to him/her to get respect from others. He/she wants people to

do what he/she says.

18. It is important to him/her to be loyal to his/her friends. He/she wants to devote

him/herself to people close to him/her.

19. He/she strongly believes that people should care for nature. Looking after the

environment is important to him/her.

20. Tradition is important to him/her. He/she tries to follow the customs handed

down by his/her religion or his/her family.

21. He/she seeks every chance he/she can to have fun. It is important to him/her

to do things that give him/her pleasure.

22. Attention Check 1: He/she looks like a yellow zebra. Click on not like me at

all.

Feedback on Schwartz values elicitation

Given your previous answers, we think that your ranking of behavioural tendencies

is as follows. Each item represents an action that may be executed in the context

of a multi-party deliberation, for instance when a group of people needs to decide

how to share online a picture that involves them all (e.g., they are all depicted in

the photo). [(1) represents what you care most about, (4) represents what you care

least about.]

(1) action1

(2) action2
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(3) action3

(4) action4

Actions to be presented in the rank above according to the answers to

the PVQ-21:

[SE] ‘getting your way’

[ST] ‘making others happy’

[OTC] ‘everyone compromising the same’

[CO] ‘preserving everyone’s privacy’

1. Do you agree with this ranking of your behavioural tendencies? [5 points Likert

scale anchored with ‘Strongly agree’ and ‘Strongly disagree’]

2. If you disagree with this ranking, how would you change it? Please provide your

own ranking. [open text box]

3. Do you have any other comments about the ranking? [open text box]

A.2 Part 2: MPCs Scenarios

The same scenarios were used in US1 (a random sample of 3) and US2

(all 6)

US1: In the next part we will ask you to consider, one at a time, three photos.

You will be asked to suggest the level of publicity/privacy you would assign to them.

Then, ELVIRA will recommend a solution to a simulated multiuser privacy conflict

that may emerge from people having different preferences about how to share the

same photo online. ELVIRA will show three different explanations for the same

recommended solution and you will be asked to evaluate them.

US2: In the next part we will ask you to consider, one at a time, six photos. For

each photo, you will be asked to suggest the level of publicity/privacy you would

assign to it. Then, we will describe a multiparty privacy conflict that may emerge

from people having different preferences about how to share the same photo online.
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For each photo, you will be asked about the acceptability of the solution that the

tool will recommend. As part of this research, we implemented different versions of

a tool that aims to recommend a solution for each simulated conflict. In this study

you will be exposed to only one of these versions, so please be very honest with your

answers: a sugar-coated feedback will not be helpful to comparatively evaluate the

different versions of the tool.

(a) Scenario 1 (colleagues - low sensitivity). (b) Scenario 2 (colleagues - high sensitivity).

(c) Scenario 3 (friends - low sensitivity). (d) Scenario 4 (friends - high sensitivity).

(e) Scenario 5 (family - low sensitivity). (f) Scenario 6 (family - high sensitivity).

Figure A.1: Pictures presented as part of the scenarios in the user study.

Presentation of the scenarios, in a random order; for each scenario,
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Figure A.2: Attention Check.

questions a-b-c are shown.

Consider this situation: [Figures A.1a,A.1b,A.1c,A.1d,A.1e,A.1f]

1. Felipe, Maria and Carla, three junior employees in a company, attended a business

lunch in which they meet their seniors. One of the other employees took the following

picture and sent it to Felipe. Felipe wants to upload the picture to his social media

account.

2. The hospital where Bryan, Martin, and Sophia work has recently changed its shift

policy making shifts much longer. Doctors complain that these shifts leave them

exhausted. During one such long shift, at 4am, Bryan takes a picture of his two

colleagues Martin and Sophia sleeping while they wait for another patient to come

to emergencies. Bryan wants to upload the picture to his social media account, a

few days after the picture was taken.

3. Tim, Ashley, and Jerry just graduated. Tim’s father took the picture above

after the graduation ceremony. Tim wants to upload the picture to his social media

account.

4. Three friends, Mark (the groom), Alex, and John, go on a boat in Ibiza during

a bachelor party. They get drunk and meet some girls. This is one of the pictures

Alex took during that party. Alex wants to upload the picture to his social media

account, the day after the party.

5. The Moore brothers (Frank, James and Nick) and their parents, wives, and
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children took part in a photoshoot. The following is the best picture from the photo

shoot. Frank wants to upload the picture to his social media account.

6. Dolores and Philip decide to have their baby, Rose, at home with the help of

Ann, who is Dolores’ sister and a midwife. They took the picture below during the

labour. Philip wants to upload the picture to his social media account, a few days

after Rose was born.

a. If you were [Felipe/Bryan/Tim/Alex/Frank/Philip], with whom would you share

this picture on a social network? [‘Just among themselves’, ‘With common friends’,

‘With friends of friends’, ‘Publicly’]

b. If fewer people than the ones included in your preferred choice had access to

the picture, how would you feel? [‘I would be very unhappy about it.’, ‘I would be

unhappy about it.’, ‘I would be neutral about it.’, ‘I would be happy about it.’, ‘I

would be very happy about it.’]

c. If more people than the ones included in your preferred choice had access to

the picture, how would you feel? [‘I would be very unhappy about it.’, ‘I would be

unhappy about it.’, ‘I would be neutral about it.’, ‘I would be happy about it.’, ‘I

would be very happy about it.’]

Questions b. and c. are shown just when appropriate (e.g., if the

answer to a. is ‘Publicly’, only b. is shown).

### Just in US1 ###

The following explanations are presented for each scenario in a random

order (identified by A, B, C): {user}, {user1} and {user2} are the actors

of the scenario; {P} is the participant’s preference (answer to question

a. of each scenario), {P1} and {P2} are the preferences of other two

simulated users involved in the conflict; {O} is the optimal solution iden-

tified by ELVIRA. The actions corresponding to promoted or demoted
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behaviours are the following:

[SE] ‘The user would [not] get his/her way.’

[ST] ‘The user would [not] make others happy.’

[CO] ‘Everyone’s privacy would [not] be preserved.’

[OTC] ‘Everyone would [not] compromise the same.’

A multi-user privacy conflict to share this content occurred, because the sharing

preferences of the involved people do not coincide. You suggested for {user} to

share {P}; {user1} opted for sharing {P1} and {user2} would like to share {P2}.

Given the occurrence of this conflict, ELVIRA computes an optimal solution and

can present it in different ways:

[No explanation] to share {O} is the best compromise that solves the conflict.

[General explanation] to share {O is the best compromise that solves the conflict

because it satisfies as much as possible everyone’s initial sharing preference, and

because it enables actions that are coherent with everyone’s ranking of behavioural

tendencies. Notably, by selecting to share O, the user would actions corresponding

to the promoted values.

[Contrastive explanation] to share {O} is the best compromise that solves the

conflict because it satisfies as much as possible everyone’s initial sharing prefer-

ences, and because it enables actions that are coherent with everyone’s ranking of

behavioural tendencies. [If O coincides with P ] This is also your preference! [Else]

Notice that to share {P} (your initial sharing suggestion) would not allow the in-

volved users to find a compromise, because other users may experience negative

consequences. [If O is more private than P and preference for undersharing (answer

to question b. for each scenario)] Also, you said that it would be ok sharing with

fewer people. [If O is more public than P and preference for oversharing (answer

to question b. for each scenario)] Also, you said that it would be ok sharing with

more people. In addition, by selecting to share {O}, {actions promoting values}
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that would not be the case if sharing {P}. Furthermore, by selecting to share {P},

{actions demoting values}.

For each scenario, the participant evaluates the three types of expla-

nation, A, B and C, through the Satisfaction Scale (Q1-8). Q9 is an

attention check. Question text

A. [5-point scale anchored with ‘strongly disagree’ and ‘strongly agree’]

B. [5-point scale anchored with ‘strongly disagree’ and ‘strongly agree’]

C. [5-point scale anchored with ‘strongly disagree’ and ‘strongly agree’]

1. From the explanation, I could understand how ELVIRA works.

2. The explanation I received is satisfying.

3. The explanation provided sufficient detail about how ELVIRA works.

4. The explanation provided complete information about how ELVIRA works.

5. The explanation tells me how to use ELVIRA.

6. The explanation that ELVIRA provided are useful to my goals.

7. The explanation showed me how accurate ELVIRA is.

8. The explanation let me judge when I should trust and not trust ELVIRA.

9. Giraffes are blue and orange. Select ’Strongly disagree’ for all A, B and C.

(Attention Check: Different but equivalent for each scenario)

10. If you were Felipe in this situation, which explanation would you prefer to

receive from ELVIRA? [A,B,C]

### Just in US2 ###

After 3 scenarios, Attention Check 2

Consider this situation and follow the instructions. [Figure A.2]

Albert, Sarah, Violet and John (in this order in the foreground, from left to right)

attended their mother’s funeral. After some days, they discuss about sharing this

picture on a social network.
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In this question, you don’t need to express your preference, please click on ‘Pub-

licly’. [‘Just among themselves’, ‘With common friends’, ‘With friends of friends’,

‘Publicly’]

Presentation of the MPC and the Recommended Solution

For ELVIRA:

Conflict: The sharing preferences of the other people involved do not coincide with

yours. You suggested for {user} to share {P}; {user1} opted for sharing {P1} and

{user2} would like to share {P2}.

Solution: {ELVIRA recommendation}

For utility-based and value-based:

Conflict: The sharing preferences of the other people involved do not coincide with

yours.

Solution: The conflict would be solved by sharing solutionUtility or solutionValues

For Facebook model:

{UserUploader} uploads this content online and shares it with {UploaderPolicy}.

Where {user}, {user1} and {user2} are the actors of the scenario; {user-

Uploader} is the uploader, randomly selected among the users; {P} is the

participant’s preference (answer to question a. of each scenario), {P1}

and {P2} are the preferences of other two simulated users involved in

the conflict.

d. If you were {user1}, how likely would you be to accept to share {solution}?

[5-points scale anchored with ‘Very unlikely’ and ‘Very likely’]

e. In your opinion, how likely would it be for everyone involved to accept to share

this content {solution}? [5-points scale anchored with ‘Very unlikely’ and ‘Very

likely’]

f. Please provide some details on the motivations that supported your answers in

203



the questions 1 and 2. [open text box]

A.3 Part 3: Satisfaction

Only in US2

You interacted a number of times with a tool that aims to support users to resolve

multi-user privacy conflicts on social media. In each scenario, the tool recommended

to you what it thought to be the optimal solution given the simulated scenarios we

presented to you. Based on this, we would like to ask you for feedback on the tool

itself.

Please be very honest with your answers. In this study, you have interacted with

only one out of four alternative designs that have been implemented as part of this

research, which may lead to different solutions or ways of explaining them. It is very

important to us that you evaluate your experience truthfully, to help us understand

which of the alternatives might be better and adapt our future research accordingly.

Satisfaction Scale [79] [5-point scale anchored with ‘strongly disagree’ and

‘strongly agree’]

1. From the output, I could understand how the tool works.

2. The output I received is satisfying.

3. The output provided sufficient detail about how the tool works.

4. The output provided complete information about how the tool works.

5. The output tells me how to use the tool.

6. The output that the tool provided are useful to my goals.

7. The output showed me how accurate the tool is.

8. The output let me judge when I should trust and not trust the tool.

9. Attention Check 3: Giraffes are blue and orange. Select ‘Strongly disagree’.
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A.4 Part 4: Privacy

Questions 1-10 are the IUIPC scale [105]. [5-point scale anchored with ‘Strongly

disagree’ and ‘Strongly agree’]

1. Consumer online privacy is really a matter of consumers’ right to exercise control

and autonomy over decisions about how their information is collected, used, and

shared.

2. Consumer control of personal information lies at the heart of consumer privacy.

3. I believe that online privacy is invaded when control is lost or unwillingly reduced

as a result of a marketing transaction.

4. Companies seeking information online should disclose the way the data are col-

lected, processed, and used.

5. A good consumer online privacy policy should have a clear and conspicuous

disclosure.

6. It is very important to me that I am aware and knowledgeable about how my

personal information will be used.

7. It usually bothers me when online companies ask me for personal information.

8. When online companies ask me for personal information, I sometimes think twice

before providing it.

9. It bothers me to give personal information to so many online companies.

10. I am concerned that online companies are collecting too much personal infor-

mation about me.

11. Which of the following social networking and social media platforms do you use?

[Facebook, Instagram, WhatsApp, Flickr, Pinterest, Twitter, YouTube, Snapchat,

other]

12. How often do you access any of the above platforms? [Daily, 2-3 times per week,

once a week, 2-3 times per month, once a month, less than once a month]
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13. How often do you share photographic content depicting other people on any of

the above-mentioned platforms? [Daily, 2-3 times per week, once a week, 2-3 times

per month, once a month, less than once a month]

14. In the last year, how often was someone unhappy about a picture that you had

shared online? [never, once, twice, more than 2 times]

15. How often other people share photographic content depicting you on any of the

above-mentioned platforms? [Daily, 2-3 times per week, once a week, 2-3 times per

month, once a month, less than once a month]

16. In the last year, how often were you unhappy about a picture that some other

person had shared online? [never, once, twice, more than 2 times]

206



Appendix B

Ethical Approval for the User
Studies

B.1 Information Sheet for Participants

[version 1.0, 11/08/2020]

Ethical Clearance Reference Number: LRS-19/20-19405

Title of project Evaluation of ELVIRA, an explainable agent for value- and

utility-driven multiuser privacy

Invitation Paragraph I would like to invite you to participate in this research

project which forms part of my PhD research. Before you decide whether you want

to take part, it is important for you to understand why the research is being done

and what your participation will involve. Please take time to read the following

information carefully and discuss it with others if you wish. Ask me if there is

anything that is not clear or if you would like more information.

What is the purpose of the project? The purpose of the project is to evaluate

the appropriateness of the support that ELVIRA, a software agent that I developed

as part of my PhD, offers to users of online social networks when managing mul-

tiuser privacy. ELVIRA provides recommendations regarding the level of publicity
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or privacy to assign to some item that involves multiple people (e.g., a picture)

when eventually sharing it online. The recommendation is informed by the indi-

vidual privacy and behavioural preferences of all the users involved. The results of

this project may contribute to find future and more effective solutions to privacy

conflicts in social media.

Why have I been invited to take part? You are being invited to participate

in this project as part of the pool of participants that the platform Prolific offers to

researchers.

What will happen if I take part? If you choose to take part in the project you

will be asked to complete three parts of a questionnaire. In the first part, you will

answer some questions regarding your general behavioural attitudes. The second

part, which will be partly informed by your answers to the first part, will ask you

to consider, one at a time, three photos. You will be asked to suggest the level of

publicity/privacy you would assign to them. Then, ELVIRA will recommend a solu-

tion to a simulated multiuser privacy conflict that may emerge from people having

different preferences about how to share the same photos online. The recommended

solution will be accompanied by alternative explanations, which you will be asked

to evaluate. In the last part, you will be asked some questions regarding general

privacy preferences. Participation will take place online and the questionnaire is

expected to take about 30 minutes.

Do I have to take part? Participation is completely voluntary. You should only

take part if you want to and choosing not to take part will not disadvantage you in

anyway. Once you have read the information sheet, please contact me if you have

any questions that will help you make a decision about taking part.
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Incentives Every participant who completes successfully the study will receive a

reward equal to £3.75 through the Prolific platform.

What are the possible risks of taking part? There are no foreseeable risks in

taking part in this study.

What are the possible benefits of taking part? The information that will be

collected during the study may help in developing novel solutions to multi-privacy

conflicts in social media. Also, the study could increase the awareness of the partic-

ipant regarding the management of multiuser privacy.

Data handling and confidentiality Your data will be processed in accordance

with the General Data Protection Regulation 2016 (GDPR). It will not be possible to

identify you through your Prolific ID and I will only access anonymised demographic

data from Prolific. After 30 days from the completion of the study, I will permanently

and irreversibly remove the information on the Prolific IDs of the participants too,

therefore completely anonymising the resulting dataset. I may also publish this

resulting anonymised version of the dataset for enabling further research.

Data Protection Statement Your data will be processed in accordance with the

General Data Protection Regulation 2016 (GDPR). If you would like more informa-

tion about how your data will be processed in accordance with GDPR please visit

the link below: https://www.kcl.ac.uk/research/support/research-ethics/

kings-college-london-statement-on-use-of-personal-data-in-research

What if I change my mind about taking part? You are free to withdraw at

any point of the project, without having to give a reason. Withdrawing from the

project will not affect you in any way. You are able to withdraw your data from the

project up until 30 days after the completion of the study, after which withdrawal
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of your data will no longer be possible due to anonymisation of the dataset that will

precede its analysis. If you choose to withdraw from the project in this timeframe,

you need to contact me by email (francesca.mosca@kcl.ac.uk) including your Prolific

ID. I will not retain the information you have given thus far.

How is the project being funded? This project is being funded by King’s

College London.

What will happen to the results of the project? The results of the project

will be summarised in academic publications and as part of my PhD dissertation,

where I will refer to only anonymised information. The anonymised dataset will be

made publicly available.

Who should I contact for further information? If you have any questions or

require more information about this project, please contact me using the following

contact details:

Francesca Mosca

PhD Candidate in Computer Science at King’s College London

francesca.mosca@kcl.ac.uk

What if I have further questions, or if something goes wrong? If this

project has harmed you in any way or if you wish to make a complaint about the

conduct of the project you can contact King’s College London using the details

below for further advice and information:

Dr Jose M. Such

Reader (Associate Professor) in Security and Privacy

Director, KCL Cybersecurity Centre

Department of Informatics
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King’s College London

jose.such@kcl.ac.uk

Thank you for reading this information and for considering taking part in this re-

search.

CONSENT FORM FOR PARTICIPANTS IN RESEARCH PROJECTS

1. I consent voluntarily to be a participant in this project and understand that I

can refuse to take part and can withdraw from the project at any time, without

having to give a reason, in the next 30 days.

2. I consent to the processing of my personal information for the purposes ex-

plained to me in the Information Sheet. I understand that such information

will be handled in accordance with the terms of the General Data Protection

Regulation (GDPR) and the UK Data Protection Act 2018.

3. I understand that my information may be subject to review by responsible

individuals from the College for monitoring and audit purposes.

4. I understand that confidentiality and anonymity will be maintained, and it

will not be possible to identify me in any research outputs.

5. I consent to my data being shared publicly in the form of an anonymised

dataset.

I confirm that I have read and understood the description of this study and the

consequences of my participation. [to be ticked to proceed]

B.2 Ethical Approval
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Francesca Mosca

   

11 August 2020

Dear Francesca 

LRS-19/20-19405 - Evaluation of ELVIRA, an explainable agent for value- and utility-driven multiuser privacy 

Thank you for submitting your application for the above project. I am pleased to inform you that your application has now be approved with the provisos
indicated at the end of this letter. All changes must be made before data collection commences. The Committee does not need to see evidence of these
changes, however supervisors are responsible for ensuring that students implement any requested changes before data collection commences.

IMPORTANT CORONAVIRUS UPDATE: In light of the COVID-19 pandemic, the College Research Ethics Committee has temporarily suspended all
primary data collection involving face to face participant interactions until further notice. Ethical clearance for this project is granted. However, the
clearance outlined in the attached letter is contingent on your adherence to the latest College measures when conducting your
research. Please do not commence data collection until you have carefully reviewed the update and made any necessary project changes: 

Ethical approval has been granted for a period of three years from11 August 2020 You will not be sent a reminder when your approval has lapsed and if you
require an extension you should complete a modification request, details of which can be found here: 

https://internal.kcl.ac.uk/innovation/research/ethics/applications/modifications.aspx

Please ensure that you follow the guidelines for good research practice as laid out in UKRIO’s Code of Practice for research: http://ukrio.org/publications/code-
of-practice-for-research/

Any unforeseen ethical problems arising during the course of the project should be reported to the panel Chair, via the Research Ethics Office. 

Please note that we may, for the purposes of audit, contact you to ascertain the status of your research.

We wish you every success with your research.

Yours sincerely,
Miss Elizabeth Chuck 

Senior Research Ethics Officer

For and on behalf of:
BDM Research Ethics Panel 

______________________________________________

Approved with Provisos

Review Reference: LRS-19/20-19405

Major Issues (will require substantial consideration by the applicant before approval can be granted)                               

N/A

Minor Issues related to application (the reviewer should identify the relevant section number before each comment)   

1. B2: Please ensure that data collection does not commence until full approval is granted.

2. E5: It is recommended that research data should be password protected and stored with KCL using OneDrive or SharePoint
https://www.kcl.ac.uk/researchsupport/managing/store

3. E7: Please retain research data in accordance with the King’s Data Retention Schedule:
https://www.kcl.ac.uk/aboutkings/orgstructure/ps/audit/records/retention

Minor Issues related to recruitment documents                                                                                                                            

Information Sheet

4. Insert a date and version number.
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5. Data handling and confidentiality: ‘The only personally identifiable information that we will collect is your Prolific ID.’ It is understood that
participants cannot be identified by the researcher using their Prolific ID, please clarify. Note that the Prolific website states ‘We will not disclose
personal data between Participants and Researchers, although Researchers will see anonymized demographic data relating to Participants for screening
purposes.’

6. What if I change my mind: Please outline the process for withdrawing data, for example, will participants be required to email you with their Prolific
ID? 

Advice and Comments (do not have to be adhered to, but may help to improve the research)                                              

N/A
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