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Abstract 

Mental health problems are widely recognized as a major public health chal-

lenge worldwide. This highlights the need for effective tools for detecting mental 

health disorders in the population. Social media data is a promising source of infor-

mation where people publish rich personal information that can be mined to extract 

valuable psychological cues. However, social media data poses its own set of chal-

lenges, such as the need to disambiguate between statements about oneself and about 

third parties. Traditionally, social media natural language processing (NLP) tech-

niques have looked at text classifiers and user classification models separately. This 

presents a challenge for researchers who want not only to combine text sentiment and 

user sentiment analysis but also extract user’s stories from textual content. The aim of 

this thesis is to develop a predictive model capable of detecting users with depression 

from their social media posts and identify textual content associated with self-disclo-

sure of their mental health disorders on several platforms. The model needs to address 

the problem of anaphoric resolution and highlight anaphoric interpretations to focus 

on self-interpretation. This study proposes a multiple instance learning algorithm with 

(MILA-SocNet) and without anaphoric resolution (MIL-SocNet) to address the above 

challenges. The proposed algorithms were trained and tested on a microblogging plat-

form, Twitter, and a social network platform, Facebook datasets. Several previously 

published models, ranging from classical machine learning to deep learning tech-

niques, were applied to the same datasets and compared with our models. In our ex-

periments on the microblogging and the social network dataset, our models outper-

formed alternative predictive models. Our proposed model with anaphoric resolution 
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yields promising results relative to other predictive models and provides valuable in-

sights into textual content relevant to the poster rather than a third party. Although the 

current performance of predictive models is in the ascendant, reliable predictive mod-

els will eventually allow early detection and pave the way for health interventions in 

the forms of offering relevant health services or delivering useful health information 

links. Finally, researchers, health organisations, social media providers, and govern-

ments, including social media users themselves, must not only prioritise individual 

and societal benefits but also eliminate risks to privacy to put forward the success of 

the profiling social media for mental health and digital interventions. 

 

Key words: Predictive Modelling, Machine Learning, Mental Health, Depression, 

Anaphora Resolution 
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Chapter 1  

Introduction 

This thesis investigates the technology for predicting mental health problems 

from individuals’ social network footprint. On the following pages, we will outline the 

motivation for the project and the impact of mental health disorders on the society, 

describe the objectives and contributions of this research, and, finally, provide a list 

of publications originating from this work. 

 

1.1 Motivation 

Mental health disorders are one of the most urgent health issues worldwide. 

According to statistics from the World Health Organisation (WHO), the number of 

global patients suffering from depression is estimated to be over 264 million in 2020 

[1]. Mental illness impacts not only on the sufferers and their family and friends, but 

also causes a significant economic burden. The estimated cost of mental health ser-

vices and treatments together with lost productivity at work in England was estimated 

at approximately 105 billion GBP in 2018 alone [2]. Globally, the costs of mental 

health problems were estimated at 2.5 trillion USD in 2010, and are expected to reach 

6.1 trillion USD by 2030 [3]. A significant contributor to this cost is that people living 

with mental health problems sometimes receive inaccurate assessment [4]. Addition-

ally, many mental health disorders can lead to suicidal ideation and suicide attempts 

[5]. 
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Despite the large number of people suffering from mental health conditions, 

there is still a notable difficulty in gaining access to treatments and services, with only 

7% and 28% of patients being able to access treatment services in developing countries 

and in developed countries, respectively [6, 7]. In low- and middle-income countries, 

between 76% and 85% of people with mental disorders receive no treatment [8]. 

These figures show that mental health problems are resonating across the so-

ciety and demand new prevention and intervention strategies. Early detection of men-

tal illness is an essential step in applying these strategies, with the diagnosis typically 

performed using validated questionnaires designed to detect patients with specific pat-

terns of feelings, or social interaction [9–11]. Early detection can help plan strategic 

frameworks for public health and provide better direction for policies to improve na-

tion’s health, e.g., providing more mental health services in the area of the large num-

ber of sufferers. 

The rapid pace of technological advances enables individuals to easily and 

quickly access the internet, with the number of internet users reaching 4.57 billion in 

2020 [12]. This increase in the number of people active on the internet has led to new 

types of social interactions via social media platforms. This research is focused on two 

subsets of these platforms: social networking sites (e.g., Facebook), and microblog-

ging sites (e.g., Twitter) which tend to attract the largest number of active users - Fa-

cebook has over 1.88 billion daily active users, and there are 199 million daily active 

accounts on Twitter at the time of writing this thesis [13, 14].  

Unlike other types of social media, social network and microblogging plat-

forms, so-called profile-based social media, allow their users to create personal pro-

files, establish new relationships as well as maintain close friendships, publish status 
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updates, and interact with other users. Profile-based social media users openly express 

a variety of thoughts, feelings, and emotions every day, creating a vast volume of data 

through those activities. 

Social media data enables the use of data mining and machine learning algo-

rithms to detect meaningful patterns and gain new insights. Data science enables re-

searchers to interpret and visualise information from complex datasets. User-generated 

content on social media, review, blog, and messaging board platforms offers an op-

portunity for researchers to explore and classify a large number of content not only in 

health [15–17], but also in domains such as marketing [18] and politics [19]. 

Within the health domain, profile-based social media platforms are starting to 

attract researchers’ attention as a means to obtain new knowledge about the symptoms 

and predictors of health and mental health problems, by analysing the feelings, 

thoughts, and activities described in users’ posts. With some users publicly talking 

about their mental health on their social network profiles, it becomes possible to train 

classification engines to detect online users with mental health problems [20, 21]. Us-

ing microblogging data, in particular, studies have looked into users with depression 

[22–25], postpartum depression [26], anxiety, obsessive compulsive disorder (OCD), 

and post-traumatic stress disorder (PTSD) [22, 27]. Social network data were used to 

detect users with depression [28, 29] and postpartum depression [30]. 

Generally, text classifiers and user classification models tend to be developed 

separately. This presents a challenge for researchers who want to understand both text 

sentiment and user sentiment analysis simultaneously. In this thesis, we present a pre-

dictive model capable of detecting users with depression and instantly identifying their 
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messages as health related. An ideal technique to develop this kind of model is multi-

ple instance learning (MIL) [31], where the model can learn from only a set of labelled 

bags/users instead of a set of individual instances/user-generated messages. 

A challenge posed by social media is that posts may frequently refer to indi-

viduals other than the users themselves [32]. Anaphora resolution is an established 

natural language processing (NLP) problem and an emerging field in the analysis of 

social media content that helps determine which previously mentioned person is the 

subject of a subsequent statement and understand references to someone in content on 

social media.  

To the best of our knowledge, no previous study has focused on the seamless 

integration of MIL and anaphora resolution, in the field of profiling social media users 

for mental health. MIL can be used to develop a predictive model for detecting users 

suffering from mental disorders on profile-based social media and identifying textual 

content related to self-disclosure of mental health. With the help of anaphora resolu-

tion, a predictive model can identify user-generated content, statements, thoughts and 

attitudes relating to mental health self-disclosure of the user rather than a third party. 

Our proposed method may give us a resource for better understanding symptoms of 

mental disorders. 

 

1.2 Aim and Objectives 

The overall aim of this research is to investigate the feasibility of using ma-

chine learning techniques to detect users suffering from depression using their profile-
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based social media content and identify textual content associated with self-disclosure 

of their mental health disorders. To address this aim, we set the following objectives: 

1. Survey the scope and limits of cutting-edge techniques for developing pre-

dictive models to identify profile-based social media users with mental 

health disorders. 

2. Construct predictive models to classify profile-based social media users 

with mental health illnesses and identify textual content related to self-dis-

closure of mental illness. 

3. Evaluate the feasibility of these models on examples of a microblogging 

platform and a social network platform. 

4. Examine the impact of the work presented on ethical issues concerning the 

use of social media data for research. 

 

1.3 Contributions 

On the basis of these objectives, this thesis makes the following contributions: 

• A systematic review: A systematic literature review is conducted using key-

words to search articles published on data mining and machine learning in the 

context of common mental health disorders from profile-based social media 

data. The review provides information about the scope and limits of cutting-

edge techniques for predictive analytics in mental health and about research 

gaps, in this area of research. This is presented in Chapter 2. 
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• A set of effective predictive models: This research develops a set of predictive 

models for classifying users with mental health disorders from profile-based 

social media data. The models can also detect the users and instantly identify 

posts revealing self-disclosure of mental health disorders. Chapter 3 presents 

the architecture of the classifiers. The models are evaluated based on two dif-

ferent datasets: one from a microblogging platform explained in Section 4.1 

and another from a social network platform described in Section 4.2. At the 

end of Chapter 4, we compare the results from our proposed models against a 

set of previously published models and highlight important discussion.  

• A tool for gathering data from a microblogging and a social network plat-

form: This is a sub-contribution from our study presented in Appendix A. This 

type of research tasks requires a new data collection approach to collect pro-

file-based social media data from participants. The thesis follows other studies 

in this field to develop a tailored tool compatible with a social media platform, 

using the Application Programming Interfaces (APIs) provided by a social me-

dia platform to automatically pool user’s data - with their permissions, a per-

manently accessible opt-out option.  

• An ethical framework of profiling profile-based social media for mental 

health: Chapter 5 surveys ethical concerns and issues of the use of profile-

based social media data for mental health analytics. It provides guidelines on 

how to conduct research on this area and explains solutions to avoid ethical 

issues.  

• A framework for a personalised intervention model: This is a sub-contri-

bution from our study presented in Chapter 6. A framework for personalised 
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intervention promoting mental health services, providing online help, or deliv-

ering useful health information links is developed to foster future research. The 

personalised intervention model is expected to capture users’ data and provide 

valuable help to target users with mental illness. 

 

1.4 Publications 

• A. Wongkoblap, M. A. Vadillo and V. Curcin, “Researching mental health 

disorders in the era of social media: Systematic review,” J Med Internet Res, 

19(6): e228, Jun 2017. 

The systematic review explored the scope and limits of the state-of-the-art in 

predictive analytics in mental health and to review associated issues, such as 

ethical concerns. This paper is reported in Chapter 2. 

• A. Wongkoblap, M. A. Vadillo and V. Curcin, “Modeling Depression Symp-

toms from Social Network Data through Multiple Instance Learning,” AMIA 

Joint Summits on Translational Science proceedings. AMIA Joint Summits on 

Translational Science, San Francisco, CA, 2019, pp. 44-53. 

This paper proposed a multiple instance learning model for detecting depressed 

users from a social network platform. The dataset used in this study was taken 

from myPersonality project. This publication is related to Chapter 4. 

• A. Wongkoblap, M. A. Vadillo and V. Curcin, “Predicting Social Network 

Users with Depression from Simulated Temporal Data,” IEEE EUROCON 
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2019 -18th International Conference on Smart Technologies, Novi Sad, Ser-

bia, 2019, pp. 1-6. 

This paper developed a multiple instance learning model for classifying users 

with depression from a social network platform. 

• E. Ford, K Curlewis, A. Wongkoblap, and V. Curcin, “Public Opinions on Us-

ing Social Media Content to Identify Users with Depression and Target Mental 

Health Care Advertising: Mixed Methods Survey,” JMIR Mental Health 2019. 

6(11): e12942. 

Akkapon Wongkoblap was a co-author in this article. This paper surveyed pub-

lic opinions and conducted a group interview on profiling profile-based social 

media for mental disorders. This is mentioned in Chapter 5. 

• A. Wongkoblap, M. A. Vadillo and V. Curcin, “Classifying Depressed Users 

with Multiple Instance Learning from Social Network Data,” 2018 IEEE In-

ternational Conference on Healthcare Informatics (ICHI), New York, NY, 

2018, pp. 436-436. 

This produced a preliminary study on implementing a multiple instance learn-

ing model for predicting depressed users from the myPersonality dataset col-

lected from a social network platform. Chapter 4 is related to this paper. 

• A. Wongkoblap, M. A. Vadillo and V. Curcin, “Depression Detection of Twit-

ter Posters using Deep Learning with Anaphora Resolution,” JMIR Mental 

Health. 
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This paper developed a multiple instance learning model with anaphora reso-

lution for classifying users with depression from a microblogging platform. 

This is the core content in Chapter 4. 

• A. Wongkoblap, M. A. Vadillo and V. Curcin, “Social Media Big Data Anal-

ysis for Mental Health Research,” in Mental Health in the Digital World. [In 

press] 

This book chapter covers the use of data from social media platforms such as 

microblogs, e.g., Twitter, and social networks, e.g., Facebook, to advance men-

tal health research and practice. Content of this paper is mainly presented in 

Appendix B. 

 

1.5 Ethics Approval 

This study reported objectives and methodology to College Research Ethics 

Committee. This study was approved by King's College research ethics committee 

(reference number LRS-16/17-4705). 

 

1.6 Thesis Structure 

The thesis is structured as follows: 

• Chapter 2: Provides the systematic review that explored the scope and limits 

of the state-of-the-art in mental health predictive analytics and associated is-

sues 
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• Chapter 3: Describes the architecture of our predictive models for classifying 

users with depression from their profile-based social media data 

• Chapter 4: Evaluates the proposed machine learning models based on two 

different datasets: one from a microblogging platform and another from a so-

cial network platform 

• Chapter 5: Surveys ethical concerns and issues of the use of profile-based 

social media data for mental health analytics, and provides guidelines to avoid 

the ethical issues 

• Chapter 6: Discusses the main contributions of this thesis and presents future 

directions. 

• Appendix A: Introduces the necessary background for mental health disor-

ders, and the development of predictive models from social media platforms 

• Appendix B: Presents the data capture tools developed to collect data from 

profile-based social media platforms: social networking sites (e.g., Facebook), 

and microblogging sites (e.g., Twitter) 

 

 



Chapter 2  

Literature Review 

This chapter presents the state-of-the-art in development of predictive models 

for detecting users with mental illness from profile-based social media data, covering 

the last ten years of research since the first efforts in the field.  A systematic literature 

review was performed, using keywords to search articles on data mining in profiling 

mental health from social media. The chapter begins with the summary of our system-

atic review and then presents detailed information about predictive model construction 

and identifies gaps in predictive analytics in mental health for profile-based social me-

dia data.  

 

2.1 Systematic Review 

A systematic literature review was performed in September 2020 using key-

words to search articles focused on the prediction of mental health problems based on 

data from profile-based social media between 2010 and September 23, 2020 in medi-

cal and computer science databases including PubMed, Institute of Electrical and 

Electronics Engineers (IEEE Xplore), Association for Computing Machinery (ACM 

Digital Library), Web of Science, and Scopus.  

The titles and abstracts of articles were filtered using search terms. The initial 

search returned a total of 10,562 papers. Only articles published in peer-reviewed jour-

nals and written in English were included. Further inclusion criteria were that studies 
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had to (1) focus on predicting mental health problems through profile-based social 

media data and (2) investigate prediction or classification models based on users’ text 

posts, network interactions, or other features of profile-based social media platforms. 

This review focused on profile-based social media platforms—that is, those allowing 

users to create personal profiles, post content, and establish new or maintain existing 

relationships. This means that Reddit does not fit into our study. This is because it 

allows users to update social news, rate web content, and make discussion among us-

ers, as explained in the appendix A.2.1.  

Studies were excluded if they (1) only analysed the correlation between pro-

file-based social media data and symptoms of mental illness, (2) analysed textual con-

tents only by human coding or manual annotation, (3) examined data from online com-

munities (e.g., LiveJournal), (4) focused on the relationship between social media use 

and mental health disorders (e.g., so-called Internet addiction), (5) examined the in-

fluence of cyberbullying on mental health, or (6) did not explain where the datasets 

came from. 

Following a careful analysis of the titles, abstracts and content of papers, 82 

papers were selected for our review. In addition, the reference lists of included articles 

were examined for additional sources. Furthermore, the proceedings in several con-

ferences and journals were manually searched to find additional articles that the search 

terms might have excluded. Figure 2-1 depicts the preferred reporting items for sys-

tematic reviews and meta-analyses (PRISMA) flow diagram of the results of searching 

and screening articles following the above search methodology. 
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Figure 2-1 Preferred Reporting Items for Systematic Reviews and Meta-Analyses 

(PRISMA) flow diagram. CLPsych: Computational Linguistics and Clinical Psychol-

ogy Workshops. 

 

2.2 Mental Health Disorders Studies from Social 

Network Data 

The selected studies can be divided into several distinct categories. Several 

studies [21, 22, 37–46, 24, 47–56, 27, 57–66, 28, 67–74, 29, 33–36] used datasets from 

social networks to examine depression. Postpartum depression disorder was explored 

by De Choudhury et al. [26, 30]. PTSD was studied by [22, 27, 74, 75, 37, 39–42, 61, 

63, 65]. Anxiety and OCD were investigated by [27, 65, 76]. Borderline disorder and 
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bipolar disorder were studied by [22, 27, 74, 77]. Seasonal affective disorder (SAD) 

were studied by Coppersmith et al. [22, 27] and Chen et al. [74]. Eating disorder were 

explored by Chancellor et al. [78], Coppersmith et al. [22], Wang et al. [79], and Prieto 

et al. [44]. Attention Deficit Hyperactivity Disorder (ADHD), anxiety, and schizo-

phrenia were examined by Coppersmith et al. [27], panic disorder were investigated 

by [65], and sleep disorder were studied by Jamison-Powell et al. [80]. Users with 

suicidal ideation were studied by [64, 81, 90–95, 82–89]. Happiness, satisfaction with 

life and well-being were studied by [96–104]. 

 

2.3 Studied Language 

Of the studies included in this review, 52 papers analysed profile-based social 

media contents written in English [21, 22, 38–43, 50, 51, 54, 58, 24, 59–63, 65, 66, 

68, 72, 73, 26, 74, 75, 77–82, 84, 85, 27, 88, 89, 91–93, 96, 97, 101, 102, 104, 28, 105, 

29, 30, 33, 37]; 17 studies investigated Chinese text [35, 45, 83, 86, 87, 90, 95, 99, 

100, 47, 48, 56, 64, 67, 69, 71, 76]; 3 studies explored Russian content [52, 53, 57]; 2 

experiments focused on Korean [34, 46], 2 on Japanese text [36, 49], 1 on Arabic 

content [55]; 1 looked at Turkish content [98]; 1 at Italian text [103]; 1 at Spanish [94]; 

1 at Portuguese [70]; and one jointly at Spanish and Portuguese [44]. 

 

2.4 Processes of Predictive Modelling 

The 82 papers selected were categorised and summarised the processes of pre-

dictive modelling, which can be divided into six steps. The first step is data collection, 
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being considered the most important step, because data is essential to train predictive 

models. Data are cleaned and preprocessed to ensure that they are in the form required 

by the analytical algorithms. Then, key features related to the research domain are 

prepared for model construction. Overall, this involves data collection, data prepro-

cessing, feature extraction and feature selection, training a set of predictive models 

and validating predictive models (see Figure 2-2). 

 

 

Figure 2-2. The processes of Predictive modelling 
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2.4.1 Data Collection Techniques 

In the context of the present project, datasets are directly or indirectly obtained 

from profile-based social media. There are two broad approaches to data collection: 

(1) collecting data directly from the subjects with their consent using surveys and elec-

tronic data collection instruments (e.g. Facebook apps), and (2) aggregating data ex-

tracted from public posts.  

In previous studies predicting mental health problems from profile-based so-

cial media data, the specific methods of collecting data directly from participants var-

ied with the purpose of each study and the target platform. Experimental designs for 

the studies included posting project information on relevant websites inviting partici-

pants to take part in the project [30, 36, 64, 70, 83, 103], and posting tasks on 

crowdsourcing platforms asking for project volunteers [21, 24, 50, 60, 63, 81, 96]. In 

the latter case researchers would post detailed tasks and study requirements on plat-

forms such as Mechanical Turk [106] to attract subjects. As part of a questionnaire, 

the participants would typically be asked to provide informed consent allowing col-

lection of their social media data. 

A range of questionnaires were used to collect data on participants’ levels of 

depression and life satisfaction, including CES-D [21, 24, 34, 36, 46, 50, 51, 55, 63, 

67], the Patient Health Questionnaire-9 (PHQ-9) [30, 55], Beck’s Depression Inven-

tory (BDI) [24, 34, 36, 46, 52, 53, 57, 60, 70], Zung Self-Rating Depression Scale 

(Zung’s SDS) [49], the Depressive Symptom Inventory–Suicide Subscale (DSI-SS) 

[81], and Symptom Checklist-90-Revised (SCL-90-R) [76]. The instruments used to 

detect suicidal ideation and possibility of individuals’ suicide were the Suicidal Pos-

sibility Scale (SPS) [64, 83, 86, 95], the Acquired Capability for Suicide Scale (ACSS) 
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[81], Depression Anxiety Stress Scales-21(DASS-21) [64], the Trauma Screening 

Questionnaire (TSQ) [63], and the Interpersonal Needs Questionnaire (INQ) [81]. Sat-

isfaction with life and well-being were measured with the Satisfaction with Life Scale 

(SWLS) [96, 97], the Positive and Negative Affect Schedule (PANAS) [100], and the 

Psychological Well-Being Scale (PWBS) [100]. One study used the Revised NEO 

Personality Inventory (NEO-PI-R) to assess personality [29, 51, 60]. One study used 

medical record from a hospital to classify users [28]. 

The second approach is to pool only public posts from profile-based social 

media platforms, by using regular expression to search for relevant posts, e.g. “I was 

diagnosed with [condition name]” [22, 27, 62, 65, 66, 68, 71–74, 89, 92, 38, 93, 94, 

39, 54–56, 58, 59, 61]. A study collected profiles of users committing suicide from 

Hereafter, which contains last posts of the users [91]. 

To collect social network data, each data source required a custom capture 

mechanism, due to a lack of standards for data collection. Facebook-based experi-

ments gathered user datasets by developing custom tools or web apps connecting to 

the Facebook APIs [28, 30, 34, 46, 67, 103]. Another group of studies used Twitter 

APIs to explore cues for mental disorders [22, 24, 50, 54, 55, 58–61, 63, 66, 72, 26, 

73, 75, 77, 79–82, 84, 85, 88, 29, 89, 91–95, 101, 102, 104, 33, 36, 43–45, 49]. A 

similar approach was adopted for Instagram APIs [21, 56, 68, 70, 78], Sina Wiebo 

APIs [35, 45, 90, 99, 100, 47, 48, 64, 69, 71, 83, 86, 87], and Vkontakte APIs [52, 53, 

57]. 

Another way of obtaining data was promoted by the myPersonality project, 

which provides both social network data and a variety of psychometric tests' scores 

for academic researchers [107], and was used by 5 studies [29, 51, 60, 96, 97]. The 
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myPersonality project was shut down in 20181. Some studies originated from work-

shops where the organisers shared data already approved by an Institutional Review 

Board (IRB) for analysis [37, 40–42]. 

2.4.2 Data Preprocessing 

The corpus of data is typically preprocessed by (a) removing unsuitable sam-

ples and (b) cleaning and preparing the data for analysis. Information and question-

naires from participants might contain useless data and incomplete details, which are 

typically removed from studies in order to improve the accuracy of prediction and 

classification results. In previous studies on this topic, participants who took an ab-

normally short or long time to complete the questionnaires were excluded from studies 

[24, 36, 50, 86]. Low-activity participants who had published less than a defined 

threshold of posts were removed from studies [22, 28, 77, 83, 86, 97, 100, 102, 103, 

35, 52, 53, 56, 59–61, 63]. Participants with poor correlations among two different 

questionnaires were excluded from the final dataset in studies [24, 36]. 

As part of the data cleaning process, each post was checked for the majority 

written language (e.g., contained at least 70% English words [22, 27, 38, 59, 75, 80, 

96]). This ensures that the available tools are suitable to analyse the posts. Each post 

was preprocessed by eliminating stop words and irrelevant data (i.e., retweets, 

hashtags, URL), lowercasing characters, and segmenting sentences [40, 42, 62, 67, 68, 

71, 72, 75, 82, 88, 91, 94, 44, 50, 52–55, 58, 61]. Emoticons were converted to other 

forms such as ASCII codes [41, 58, 68, 103] to ensure data was machine-readable. 

 

1 https://sites.google.com/michalkosinski.com/mypersonality 
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Anonymization was also performed to remove any potentially identifiable usernames 

[21, 43, 63, 75, 80, 82, 84, 85]. 

2.4.3 Feature Extraction 

There are many potential techniques to extract features that could be used for 

predicting mental health problems in profile-based social media users. Several studies 

have attempted to investigate the textual contents of profile-based social media plat-

forms to understand what factors contain cues for mental disorders. However, some 

research projects have used alternative methods. In general, previous studies relied on 

three broad approaches to feature extraction: text analysis, image analysis, and social 

interaction. 

In text mining, sentiment analysis is a popular tool for understanding emotion 

expression. It is employed to classify the polarity of a given text into categories such 

as positive, negative and neutral [108]. Several studies [24, 26, 60, 63, 64, 66, 74, 75, 

79–81, 83, 28, 86, 88, 91, 94, 96, 97, 99–101, 103, 30, 105, 43, 45, 50, 51, 54, 59] 

used the well-known Linguistic Inquiry and Word Count (LIWC) to extract potential 

signs of mental problems from textual content (as explained in the appendix A.4.3).  

There are alternative tools used to extract features. OpinionFinder [109] per-

forms subjectivity, objectivity, and sentiment analysis, which was used by Bollen et 

al. [102]. SentiStrength [110] assesses the polarity between positive and negative 

words and the levels of strength of positive and negative words in a textual message, 

was used by Kang et al. [33] and by Durahim and Coşkun [98]. Word embeddings was 

used by [54, 56, 73, 90, 93, 94, 58, 61, 62, 67–71]. 
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Custom tools were also developed for performing sentiment analysis. Latent 

Dirichlet allocation (LDA) [111] is a useful and powerful technique to create topic 

models. LDA analyses latent topics, based on word distribution, and then assigns a 

topic to each document. Topic modelling was employed in studies [28, 36, 54, 60, 78, 

86, 92, 96] to extract topics from user-generated posts. Affective Norms for English 

Words (ANEW) [112] was used to qualify the emotional intensity of English words in 

[26, 50, 63]. 

Social media posts tend to be rich in emoticons. As a consequence, several 

studies [33, 47, 55, 68, 91] have looked into the meaning and mood states associated 

with their use. 

Apart from posting text messages, profile-based social media platforms allow 

users to post images. Some studies investigated these images for cues of mental dis-

orders [21, 33, 70, 90, 94, 45, 54, 56–58, 60, 66, 68]. Colour compositions and SIFT 

descriptors techniques were utilised to extract the emotional meaning of each individ-

ual image [33]. Image properties, including colour theme, saturation, brightness, col-

our temperature, and clear or dull colour were analysed in [21, 45, 54, 57, 66]. Cap-

turing emotions from images was used by [66]. 

Finally, profile-based social media platforms contain millions of interaction 

and relationships among users. Profile-based social media users not only can connect 

and add online friends, but also can post, comment, and reply to their friends. The 

resulting graph structure, comprising information about interactions, relationships, 

and friendships, was mined to understand the cues that can be connected to symptoms 

of mental disorders (e.g., interactions among depressed users and assortative mixing 

patterns) [48, 51, 66, 79, 102]. 
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2.4.4 Feature Selection 

Feature selection isolates a relevant subset of features that are able to predict 

symptoms of mental disorders or correctly label participants, while avoiding overfit-

ting. Statistical analysis is typically performed to discover a set of parameters that can 

differentiate between users with mental disorders and users without mental disorders. 

The techniques used in the selected studies were Pearson’s correlation coefficient [34, 

44, 100], ANOVA [66], Correlation-based feature selection (CFS) [44], Spearman 

rank correlation coefficient [46], and Mann–Whitney U test [46, 94]. The dimension-

ality of features was reduced by Principal Component Analysis (PCA) in studies [24, 

26, 29, 50, 52, 57, 85], Randomised Principle Component Analysis (RPCS) in [96], 

Forward Greedy Stepwise in [35], Binary logistic regression in [47], Gain Ratio in 

[44], and Relief techniques in [44]. 

2.4.5 Predictive Model Construction 

In the selected studies, prediction models were used to detect and classify users 

according to mental disorders and satisfaction with life. To build a predictive model, 

a selected set of features is used as training data for machine learning algorithms to 

learn patterns from those data. 

A common approach to build predictive models in profiling social media users 

with mental health problems is supervised learning, where the sample data contains 

both the inputs and the labelled outputs (as mentioned in appendix A.5.1.1). The model 

learns from these to predict unlabelled inputs from other sources and provide predic-

tion outputs [113].  
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The techniques used in previous studies include Support Vector Machine 

(SVM) [36, 38, 74, 76, 83–85, 44, 51–53, 57, 59, 64, 71], Linear SVM [33, 37, 42, 51, 

55, 72, 79, 88], SVM with a Radial Basis Function (RBF) kernel [24, 26, 33, 42, 50, 

72, 79, 87]. Regression techniques included Ridge regression [96], Linear regression 

[29, 35, 60], Loglinear regression [22, 74, 75], Logistic regression [28, 35, 95, 104, 

105, 51, 52, 57, 61, 71, 82, 84, 87], Binary logistic regression with Elastic Net regu-

larisation [37, 39], Linear regression with stepwise selection [49, 86, 100], Stepwise 

logistic regression with forward selection [30], Regularised multinomial logistic re-

gression [78], Linear Support Vector Regression (SVR) [41, 100], Least Absolute 

Shrinkage and Selection Operator (LASSO) [100, 101], and Multivariate Adaptive 

Regression Splines (MARS) [100]. Other algorithms used for binary classification 

covered Decision trees [44, 47, 48, 71, 72, 74, 85, 87, 91, 92], Random forest [21, 51, 

77, 87, 89, 91, 95, 103, 52, 53, 55, 57, 59, 63, 71, 74], Rules decision [47], Naïve 

Bayes [44, 47, 85, 87, 91, 52, 55, 57, 71, 72, 74, 76, 79], Nearest Neighbour (kNN) 

[44, 51, 57, 79, 92], Maximum Entropy (MaxEnt) [38], Classification and Regression 

Trees [51], Ensemble learning [52, 54, 55, 57, 66, 91], Neural network [51, 52, 57, 65, 

76], Deep Learning neural network (e.g., CNN and LSTM) [45, 56, 93, 94, 58, 62, 67–

70, 73, 90], MIL [70], and Reinforce learning [73]. 

From the above list of specific model use of note, most popular models used 

in this field were SVM, logistic regression, and random forest for binary classification. 

Some studies used linear regression, LASSO, and SVR to predict continuous values 

such as the severity levels of mental, rather than classes (e.g., non-depressed and de-

pressed classes). Relatively few studies used deep learning approaches to develop pre-

dictive model for classifying users with mental health problems based on their social 

media content. 
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2.4.6 Model Evaluation 

Following the model construction, the model accuracy must be measured using 

a test dataset. The most common technique was n-fold cross-validation. Studies [24, 

27, 55, 60, 61, 66, 67, 70, 72, 76, 77, 82, 28, 85–87, 91, 93, 94, 103, 105, 35–39, 44, 

51] employed 10-fold cross validation to verify their prediction models and classifiers, 

whilst 5-fold cross validation was used by studies [45, 52, 89, 95, 100, 53, 54, 57, 62, 

63, 65, 73, 79]. Leave-one-out cross validation was used in [22, 59, 74, 81]. 

With the use of the cross-validation method to generalise and measure the pre-

dictive performance of models, the above studies typically compared their novel and 

replicated models in terms of accuracy, precision, recall, and F1-score along with ROC 

curves to visually display their performances in a single graph. This helps authors of 

the papers to easily compare and find the best model in their studies. 

The performance of predictive models can also be evaluated in other datasets. 

Studies [29, 33, 61–63, 78, 84, 88, 89, 96, 101, 103, 41, 105, 42, 49, 51, 52, 56, 57, 

59] divided the collected dataset into training and test subsets to measure the accuracy 

of their models. Studies [50, 54, 62, 71, 73, 75, 95, 98, 99] collected a new dataset to 

evaluate the accuracy of the predicted results and compare the predicted results with a 

set of known statistics (e.g., the depression rates in US cities, student satisfaction sur-

vey, and Gross National Happiness percentages of provinces of Turkey). 
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2.5 Anaphora Resolution 

Anaphora resolution is a well-known natural language processing problem and 

also an emerging field that helps to determine which previously mentioned person is 

the subject of a subsequent statement. Reference resolution in sentiment analysis has 

been developed in many fields including machine translation, paraphrase detection, 

summarisation, question answering and sentiment analysis. There are three reference 

resolution algorithms [114]: 

1. Rule-based entity resolution is an NLP technique to extract syntactic rules and 

semantic knowledge from a text. This approach requires hand-crafted methods 

to extract those features. 

2. Statistical and machine learning based entity resolution is a set of learning-

based and probabilistic methods to understand the co-reference of a reference 

referring to an early entity. 

3. Deep learning for entity resolution has been developed to reduce hand-crafted 

features requirements. It represents words as vectors conveying sematic units. 

We searched for studies that applied anaphora resolution into profile-based so-

cial media data. We found that only one study from Aktaş et al. [32] investigated 

anaphora resolution for conversations in a microblogging platform by using a corpus 

and manual annotation. They found that conversations on the platform contained 

anaphora relations and it was possible to apply an anaphora resolution technique on 

the data. 
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2.6 Discussion 

The purpose of this chapter was to investigate the state of the art of develop-

ment of research on machine learning techniques predicting mental health from pro-

file-based social media data and anaphora resolution for conversations on profile-

based social media platforms. This review also focused on identifying gaps in research 

and potential applications to detect users with mental health problems.  

2.6.1 Data Collection 

Several sites were used as sources of data. Facebook is possibly the most pop-

ular social network platform. However, only a few studies relied on Facebook datasets 

to predict mental disorders. One reason for this might be that, by default, users on this 

site do not make their profiles publicly accessible. Another reason is that getting data 

from Facebook requires consent from users and review processes (as explained in ap-

pendix A.3.1). 

Twitter has been a popular source of profile-based social media data in the 

surveyed articles, as it provides two ways of accessing the public data: retrospective 

(using their search APIs collecting historical data) and prospective (via their streaming 

APIs retrieving real-time data). With the new updated version 2 of the API released in 

2020, designed to foster research especially in the field of social media analytics, re-

searchers can now collect bigger datasets and more real-time data, which may contrib-

ute to wider adoption of these methods in mental health research. 

In terms of data collection from users, there are some differences between ob-

taining data through participants’ consent and using regular expression to search for 

relevant posts. The former option can provide us the real results of the prevalence of 
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mental disorders from participants. The latter approach reduces the time and cost of 

identifying users with mental illness [22]. 

2.6.2 Feature Extraction Techniques 

The LIWC tool is mostly used for text analysis in psychological research. It 

extracts many category features, such as style words, emotional words, and parts of 

speech, from textual contents. It is relatively easy to use and does not require program-

ming skills. Users can just select and open a file or a set of files and LIWC will extract 

the relevant features and values of each feature. However, there are some disad-

vantages too. First, LIWC is a proprietary software and users have to purchase a li-

cense to use it. Second, the feature database of the tool is not easy to modify. To do 

this, researchers might need programming skills. 

To overcome these shortcomings, there are alternative tools to extract features. 

However, these tools are rather limited in that they can extract only some features. 

WordNet is an English large lexicon that can be used to extract parts of speech from 

text and find semantic meaning of words [115]. Mallet is a useful NLP tool to classify 

or cluster documents, create topics, and perform sequence labelling [116]. Each word 

from assigned text can be tagged with parts of speech by POS Tagger [117]. With the 

advance of natural language processing, word embedding is one of the useful and suc-

cessful techniques to deal with natural language process problems. 

2.6.3 Changes in Research Methods over Time 

Despite the thousands of articles collected through our search terms, the results 

of our review suggest that there is a relatively small but growing number of studies 

using machine learning models to predict mental health problems from profile-based 
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social media data. From the initial set of matched articles, only 82 papers met our 

inclusion criteria and were selected for review (see Figure 2-3). Some of the excluded 

studies focused on analysis of the effects of profile-based social media use on mental 

health and well-being states of individual users, and the influence of cyberbullying in 

profile-based social media platforms on other users.  

A wide range of machine learning algorithms were used in the reviewed stud-

ies. Relatively few studies used deep learning algorithms to build a classifier, with the 

rest relying on classical machine learning techniques such as SVMs, regression mod-

els, and decision trees to build classification models. This can be noticed from Figure 

2-3. Papers published before 2017 intensively focused on classical machine learning 

techniques. With the rise in popularity and success of deep learning techniques, pub-

lications published after 2017 increasingly relied on deep learning techniques.  

 

 

Figure 2-3 The number of publications from 2010 to 2020. The y-axis on the left-hand 

side presents the number of initial papers from databases. The y-axis on the right-

hand side shows the number of selected papers and publications using deep learning 

techniques. 
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2.6.4 What Can Be Improved in This Research? 

With the immense advancements and the success of machine learning and 

NLP, there is still some room for the improvement in this research area. The evolution 

of predictive models from classical machine learning to deep learning techniques pro-

vides promising tools to classify online users with mental health issues. However, deep 

learning is a black box, as opposed to human-interpretable models, such as regression 

and decision trees, raising the issue of whether it is possible, or indeed necessary, to 

have these algorithms validated by clinical experts [118]. 

Another method can be used to improve the predictive performance is an en-

semble model, which combines multiple diverse base models. Each of the base models 

is used to focus on its specific outcome e.g., the first model for detecting pictures 

related to mental health and the second model for classifying text associated with a 

health topic. Even the ensemble model consists of varied base models, it is used to 

perform one final task e.g., classifying a user with depression from social media data 

[119]. 

Many recent approaches of NLP have not been applied in this research area. 

One successful example of NLP in this context is the bidirectional encoder represen-

tations from transformers (BERT), which is pre-trained on deep bidirectional repre-

sentations from unlabelled textual content by conditionally connecting on both left and 

right context [120]. 
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With the identified research gaps and the recommended improvement, the pre-

sent research plans to develop a deep learning model with MIL that can provide infor-

mation of how the model makes a decision to classify users with mental health disor-

ders. 

Another point to highlight is that no study has used anaphora resolution on 

profile-based social media posts to detect users with mental health disorders. This is 

an interesting and challenging task to develop a predictive model that can detect users 

with mental disorders and identify textual content relevant to the self-disclosure and 

mental health topics. 

 

2.7 Summary 

The purpose of this chapter was to provide an overview of the state-of-the-art 

in research on machine learning techniques for predicting users with mental health 

from profile-based social media platforms. This helps to identify gaps in the area and 

frame methodological solutions to fill the gaps. Most of the selected studies ap-

proached this problem using text analysis. Predictive models and binary classifiers can 

be trained based on features obtained from all techniques explained above. Moving 

forward, a deep learning model is a possible solution to improve performance of a 

predictive model, as it may help to extract insightful information of how the model 

thinks. The next chapter will explain our proposed predictive models. 

 



Chapter 3  

Multiple Instance Learning from Profile-

Based Social Media Platforms 

After reviewing studies on classifying users with mental health problems from 

social media data, we found that there is a need for predictive models which can pro-

vide insights into how the model makes a decision. This chapter describes the archi-

tecture of our predictive models for classifying depressed users from their profile-

based social media data. We explain how MIL models with supervised neural net-

works classify depressed users and identify posts related to self-disclosure of mental 

disorders. 

 

3.1 Notation and Operations 

Before beginning this chapter, we will provide notation and operations used 

throughout the rest of the thesis. First, we will start with types of variables, and then 

describe mathematic operations. 

3.1.1 Notation 

There are two main types of variables used throughout this chapter. First, a 

vector is an array of numbers. We use a lowercase letter to represent a vector variable 

such as 𝑥. We can access each element of the vector by using its variable name with a 
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subscript index such as 𝑥1, 𝑥2 or 𝑥𝑛. Elements of a vector are illustrated as a column 

or a row enclosed in square brackets: 

𝑥 =

[
 
 
 
 
𝑥1
𝑥2

𝑥3

⋮
𝑥𝑛]

 
 
 
 

, 𝑥 = [𝑥1 𝑥2 𝑥3 ⋯ 𝑥𝑛] 

Second, a matrix is a 2-D array or a rectangular array of numbers notated by a 

uppercase letter such as 𝑊. To identify an element of a matrix, we use its matrix name 

with subscript indexes such as 𝑊1,1,𝑊2,1 or 𝑊𝑚,𝑛. To present elements of a matrix, we 

use rows and columns enclosed in square brackets: 

𝑊 = [

𝑊1,1 ⋯ 𝑊1,𝑛

⋮ ⋱ ⋮
𝑊𝑚,1 ⋯ 𝑊𝑚,𝑛

] 

3.1.2 Operations 

This section describes important operations used throughout this chapter. We 

will start with a simple operation, which is vector concatenation. This thesis denotes 

the operation of concatenating vectors using vector names in square brackets such as 

𝑐 = [𝑎, 𝑏]. 

𝑎 = [𝑎1, 𝑎2, 𝑎3], 𝑏 = [𝑏1, 𝑏2 , 𝑏3]  

𝑐 = [𝑎, 𝑏] → [𝑎1, 𝑎2, 𝑎3, 𝑏1, 𝑏2, 𝑏3] 

Another operation is vector addition. It is to sum element values of two or 

more vectors at each index together. This operation operates as: 

𝑎 + 𝑏 = [𝑎1 + 𝑏1, … , 𝑎𝑛 + 𝑏𝑛] 
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The transpose of a matrix is to flip a matrix over its main diagonal. The trans-

pose of a matrix 𝐴 is represented as 𝐴⊺. The transpose of the matrix 𝐴 explicitly illus-

trates as: 

𝐴 = [
𝑎1,1 𝑎1,2 𝑎1,3

𝑎2,1 𝑎2,2 𝑎2,3
] 

𝐴⊺ = [

𝑎1,1 𝑎2,1

𝑎1,2 𝑎2,2

𝑎1,3 𝑎2,3

] 

A vector can be transposed as well. The vector can be represented as a matrix with one 

column as explained above. The transposition of a vector can be illustrated as: 

𝑥 = [

𝑥1

𝑥2

𝑥3

] → 𝑥⊺ = [𝑥1 𝑥2 𝑥3] 

The next important operation is matrix-vector product. This operation is the 

multiplication between a matrix and a vector. The notation of this matrix-vector prod-

uct is represented as 𝐴𝑥, where 𝐴 ∈ ℝ𝑚×𝑛 is a matrix and 𝑥 ∈ ℝ𝑛 is a vector. The 

result from this operation 𝐴𝑥 is 𝑏, where 𝑏 ∈ ℝ𝑚. The matrix-vector product formula 

is as follows: 

𝐴𝑥 = [

𝑎1,1

𝑎2,1

⋯
…

𝑎1,𝑛

𝑎2,𝑛

⋮ ⋱ ⋮
𝑎𝑚,1 ⋯ 𝑎𝑚,𝑛

] [

𝑥1
𝑥2

⋮
𝑥𝑛

] = [

𝑎1,1𝑥1

𝑎2,1𝑥2

+
+

⋯
…

+
+

𝑎1,𝑛𝑥1

𝑎2,1𝑥2

⋮ ⋱ ⋮
𝑎𝑚,1𝑥𝑛 + ⋯ + 𝑎𝑚,𝑛𝑥𝑛

] 
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3.2 Profile-Based Social Media Dataset 

Datasets from profile-based social media platforms usually contain a set of us-

ers and their profiles. Figure 3-1 depicts a dataset collected from those platforms. Col-

lected users are normally labelled at the user-level such as depressed or non-depressed, 

as can be seen from the smiling and frowning faces. These labels can help to classify 

between user groups. Each user collected contains a set of posts on their profiles. How-

ever, each individual post is not normally labelled and labelling each post is an exten-

sive task. We call a post labelled as post-level. A post-level label can clarify what topic 

and who the post is mentioning to, which can provide more understanding and help to 

detect depressed users more correctly. With this nature of profile-based social media 

datasets, we are proposing a predictive model that can classify users with depression 

and identify posts relevant to mental health topics and self-disclosure of the posters. 

 

Figure 3-1 Datasets collected from profile-based social media platforms contain us-

ers associated with labels and a set of posts on their profiles. 
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To formalise our dataset associated with a MIL problem, a dataset 𝐷 contains 

a set of bags (users) {𝑈1, 𝑈2, … , 𝑈𝑚}, where each user 𝑈𝑖 is associated with a label 𝑌𝑖 

(depressed/non-depressed) and consists of a set of instances (posts) {𝑝1, 𝑝2, … , 𝑝𝑛}. 𝑚 

is the number of users in the dataset. 𝑛 is the number of posts on the user profile 𝑈𝑖, 

which varies from user to user. From these assumptions, it can be said that 𝑈𝑖 =

{𝑝1, 𝑝2, … , 𝑝𝑛} ∈ 𝐷 and 𝑝𝑗 ∈  𝑈𝑖. We assume that an individual post 𝑝𝑗 should have its 

own a label 𝑦𝑗. To provide this individual label 𝑦𝑗, we will develop a predictive model 

to do this task and attend to self-disclosure of mental symptoms. 

 

3.3 Proposed Models 

The architecture of our predictive models is based on MIL with neural net-

works. The basic idea behind MIL is to learn from a set of labelled bags to predict a 

label of unseen data based on the bags. Instantly, MIL can learn a label of instance 

transferred from the labelled bags. In this way, the training MIL does not require in-

dividual labels for each instance. 

The MIL paradigm is suitable for a profile-based social media dataset, since it 

only had labels for the users but not for their individual posts. Considering the pur-

poses of MIL, it can facilitate the development of a predictive model for detecting 

social media users with depression and instantly identify posts related to poster’s men-

tal health. Normally, datasets from profile-based social media platforms are labelled 

at the user-level, but not at the post-level, as interpreted above. This makes it difficult 

to find which messages posted on social network are related to self-disclosure of men-

tal health disorders. To highlight posts disclosed mental health problems of a user, 
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anaphora resolution with deep learning technique (as explained in appendix A.4.4) 

will be applied into the MIL. 

The proposed architectures of our models are inspired by and follow the hier-

archical attention network (HAN) introduced by Yang [121] and the multiple instance 

learning network (MILNET) proposed by Angelidis [31] and Kotzias [122]. Their 

models successfully classify web-based review documents and instantly identify the 

sentiment polarity of each segment of given documents. MILNET comprises segment 

encoding, segment classification, and document classification via an attention mecha-

nism. Segment encoding transforms sentences in a document into segments via word-

embedding matrices and a CNN layer. Each segment representation is classified using 

a softmax classifier. An attention mechanism based on a bidirectional gated recurrent 

unit (GRU) is used to weight the important segments to make a final document pre-

diction as the weighted sum of the segment distributions. MILNET performs well in 

predicting the sentiment of a document and identifying the sentiment of the text seg-

ments but is not as successful in identifying the person mentioned in the document.  

Given its success, in the present study we adapted and improved the MILNET 

approach to develop our MIL-SocNet, eliminating the lack of identifying a person 

mentioned in the document using an anaphora resolution approach. This enables our 

model to classify users with depression and instantly identify published posts associ-

ated with self-disclosure of mental health disorders. Our model also applies an atten-

tion layer in both segment classification layer and document classification layer, while 

the original work used it in the document classification only. These attention layers 
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are designed to help with explainability, which can highlight which words are im-

portant in classifying a post related to a health topic and which posts are associated 

with the sign of depressed users. 

This thesis proposes two classifiers: (1) multiple instance learning model with-

out anaphora resolution; and (2) multiple instance learning model with anaphora res-

olution.  

3.3.1 Multiple Instance Learning without Anaphora Res-

olution 

Multiple instance learning without anaphora resolution is a predictive model 

to classify users with depression from their profile-based social media posts without 

highlighting posts related to self-declaration for mental health issues, so-called MIL-

SocNet. Our proposed MIL-SocNet architecture consists of post encoder, word atten-

tion on a post, post classification, user encoder, post attention, and user classification 

(see Figure 3-2). 
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Figure 3-2. The architecture of our proposed MIL-SocNet 

 

3.3.1.1 Post Encoder 

The first layer of our proposed model transforms each post into machine read-

able form. First, posts are transformed to word embedding matrices. As mentioned 

above, an individual user 𝑈𝑖 publishes 𝑛 posts {𝑝𝑜𝑠𝑡1, 𝑝𝑜𝑠𝑡2, ⋯ , 𝑝𝑜𝑠𝑡𝑛} and each post 

contains 𝐾 words. Note that the size of words 𝐾 may vary from post to post. Conse-

quently, 𝑤𝑖𝑘 represents the word 𝑘 in the 𝑖-th post 𝑝𝑜𝑠𝑡𝑖, where 𝑖 ∈ [1, 𝑛] and 𝑘 ∈
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[1, 𝐾]. 𝑤𝑖𝑘 is embedded through an embedding matrix 𝑊𝑒 to be received a word vector 

𝑥𝑖𝑘. This layer embeds all words 𝑤𝑖𝑘 of 𝑖-th post to the word vector: 

𝑥𝑖𝑘 = 𝑤𝑖𝑘𝑊𝑒 

After embedding all words, a bidirectional LSTM is used to encode the vector: 

ℎ𝑖𝑘
⃗⃗ ⃗⃗  ⃗ = 𝐿𝑆𝑇𝑀(𝑥𝑖𝑘)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   

ℎ𝑖𝑘
⃖⃗ ⃗⃗ ⃗⃗ = 𝐿𝑆𝑇𝑀(𝑥𝑖𝑘)⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗ 

ℎ𝑖𝑘 = [ℎ𝑖𝑘
⃗⃗ ⃗⃗  ⃗, ℎ𝑖𝑘

⃖⃗ ⃗⃗ ⃗⃗ ], 𝑖 ∈ [1, 𝑛] 𝑎𝑛𝑑 𝑘 ∈ [1, 𝐾] 

The bidirectional LSTM presents a hidden representation of ℎ𝑖𝑘, which is con-

catenated from the forward hidden state ℎ𝑖𝑘
⃗⃗ ⃗⃗  ⃗ and the backward hidden state ℎ𝑖𝑘

⃖⃗ ⃗⃗ ⃗⃗  . The 

word hidden vector is then sent to an attention mechanism to select important words. 

3.3.1.2 Word Attention on a Post 

Not every word is equally representative of a post meaning. An attention mech-

anism is used to pick the words that best capture the relevance of the post. The atten-

tion layer consists of a tanh function to produce an attention vector 𝑢𝑖𝑘 of the 𝑘-th 

word in the 𝑖-th post, where 𝑊𝑤 𝑎𝑛𝑑 𝑏𝑤 are weights and bias, respectively. 

𝑢𝑖𝑘 = 𝑡𝑎𝑛ℎ (𝑊𝑤ℎ𝑖𝑘 + 𝑏𝑤) 

𝛼𝑖𝑘 = 
exp (𝑢𝑖𝑘

⊺ 𝑢𝑤)

∑ exp (𝑢𝑖𝑘
⊺ 𝑢𝑤)𝑘

 

The importance of words or attention weights 𝛼𝑖𝑘 is calculated through the 

normalised similarity of 𝑢𝑖𝑘 with the context vector of the word level 𝑢𝑤, which is 

learnt and updated during the training step. 
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𝑝𝑖 = ∑ 𝛼𝑖𝑘

𝑘

ℎ𝑖𝑘 

Finally, the post vector 𝑝𝑖 is computed through the weighted sum of word im-

portance 𝛼𝑖𝑘 with the hidden representation of ℎ𝑖𝑘 generated from the bidirectional 

LSTM. 

3.3.1.3 Post Classification 

To make a prediction about a post related to either a mental health or another 

topic, each post vector 𝑝𝑖 from the attention layer is classified through a softmax func-

tion [123]. 

𝑃𝑖
𝐶 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑐𝑝𝑖 + 𝑏𝑐), 𝐶 ∈ [0,1] 

The function generates the probabilities of post labels 𝑃𝑖
𝐶 = (𝑝𝑖

1,⋯ , 𝑝𝑖
𝐶), 

where 𝐶 ∈ [0, 1] with 1 denoting a mental health related post and 0 denoting a non-

mental-health related post. Labels used to train this layer are derived and computed 

from the user level labels only. Parameters 𝑊𝑐 and 𝑏𝑐 are learnt and updated during 

the training step. Every predicted post label will be used to teach a predictive model 

and detect the depressed user 𝑈𝑖. 

3.3.1.4 User Encoder 

Detecting users with depression requires a pattern to differentiate between the 

user groups. To predict those users, this study uses a temporal pattern of posting gen-

erated from the post classification layer. This layer concatenates the probabilities of 

every classified post label into a single list of the label probabilities, so-called “user 

representation” henceforth. The user representations are expected to differ between 

the two groups. Then, it is passed through a bidirectional LSTM to learn the changing 
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patterns of post categories over observation time. This generates the forward hidden 

state ℎ𝑖
⃗⃗  ⃗ and the backward hidden state ℎ𝑖

⃖⃗⃗⃗  of the user representation. Finally, they both 

are concatenated to ℎ𝑖. 

ℎ𝑖
⃗⃗  ⃗ = 𝐿𝑆𝑇𝑀(𝑃𝑖

𝐶)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   

ℎ𝑖
⃖⃗⃗⃗ = 𝐿𝑆𝑇𝑀(𝑃𝑖

𝐶)⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗ 

ℎ𝑖 = [ℎ𝑖
⃗⃗  ⃗, ℎ𝑖

⃖⃗⃗⃗ ], 𝑖 ∈ [1, 𝑛] 

3.3.1.5 Post Attention 

Not all posts of a user are equally associated with depression. Some posts may 

contain cues relevant to depression while others may not. For that purpose, an attention 

mechanism is applied to reward posts that correctly represent the characteristic of the 

user and are important to correctly detect a user with depression. A one-layer multi-

layer perceptron (MLP) produces the attention vector 𝑢𝑖 of the 𝑖-th post. The parameter 

𝑊𝑡 denotes the weights of the post, and the parameter 𝑏𝑡 represents the bias of the 

post. 

𝑢𝑖 = tanh (𝑊𝑡ℎ𝑖 + 𝑏𝑡) 

𝛼𝑖 = 
exp (𝑢𝑖

⊺𝑢𝑝)

∑ exp (𝑢𝑖
⊺𝑢𝑝)𝑖

 

Attention weights of posts or important posts 𝛼𝑖 are computed through the sim-

ilarity of 𝑢𝑖 with the context vector of posts level 𝑢𝑝, which is learnt and updated dur-

ing the training step. The user vector 𝑣 is achieved through summarising all the infor-

mation of post label possibilities of the user. 
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𝑣 =  ∑ 𝛼𝑖

𝑖

ℎ𝑖 . 

3.3.1.6 User Classification 

Finally, a predictive model for detecting a user with depression can be achieved 

through the user vector 𝑣 derived from encoding the concatenation of the probabilities 

and the attention weights of the classified post labels from the user. A softmax function 

is again used to perform the classification. 

𝑃𝑈
𝐶 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝐶𝑣 + 𝑏𝐶) 

3.3.2 Multiple Instance Learning with Anaphora Resolu-

tion 

We extended the MIL-SocNet model with anaphoric resolution, to create the 

MILA-SocNet model. We present this model to improve performance of predictive 

power by adding anaphora resolution encoder to ensure the algorithm focuses on posts 

related to the author or self-disclosure. Our proposed MILA-SocNet architecture con-

sists of post encoder, word attention on a post, post classification, anaphora resolution 

encoder, user encoder, post attention, and user classification (see Figure 3-3). The de-

tails of post encoder, word attention on a post, post classification, user encoder, post 

attention, and user classification are the same as the MIL-SocNet explained above. 

This section will describe the details of anaphora resolution encoder. 
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Figure 3-3 The architecture of our proposed MILA-SocNet. 
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3.3.2.1 Post encoder 

According to the above section, the post encoder transforms individual words 

𝑤𝑖𝑘 of the 𝑖-th post through an embedding matrix 𝑊𝑒 to be received a word vector 𝑥𝑖𝑘. 

It is then passed through a bidirectional LSTM: 

𝑥𝑖𝑘 = 𝑤𝑖𝑘𝑊𝑒 

ℎ𝑖𝑘
⃗⃗ ⃗⃗  ⃗ = 𝐿𝑆𝑇𝑀(𝑥𝑖𝑘)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   

ℎ𝑖𝑘
⃖⃗ ⃗⃗ ⃗⃗ = 𝐿𝑆𝑇𝑀(𝑥𝑖𝑘)⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗ 

ℎ𝑖𝑘 = [ℎ𝑖𝑘
⃗⃗ ⃗⃗  ⃗, ℎ𝑖𝑘

⃖⃗ ⃗⃗ ⃗⃗ ], 𝑖 ∈ [1, 𝑛] 𝑎𝑛𝑑 𝑘 ∈ [1, 𝐾] 

This results in the word hidden vector ℎ𝑖𝑘. 

3.3.2.2 Word Attention on a Post 

After receiving the word hidden vector from the post encoder, an attention 

mechanism is used to pick the most important words in the 𝑖-th post 𝑝𝑖. The mecha-

nism is based on a tanh function: 

𝑢𝑖𝑘 = 𝑡𝑎𝑛ℎ (𝑊𝑤ℎ𝑖𝑘 + 𝑏𝑤) 

Attention weights 𝛼𝑖𝑘 are computed as follows: 

𝛼𝑖𝑘 = 
exp (𝑢𝑖𝑘

⊺ 𝑢𝑤)

∑ exp (𝑢𝑖𝑘
⊺ 𝑢𝑤)𝑘

 

Finally, multiplication of the word importance 𝛼𝑖𝑘 by the hidden representation ℎ𝑖𝑘 is 

summed to be obtained the post vector 𝑝𝑖: 

𝑝𝑖 = ∑ 𝛼𝑖𝑘

𝑘

ℎ𝑖𝑘 
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3.3.2.3 Post Classification 

To receive a predicted label of the 𝑖-th post 𝑃𝑖
𝐶 , the post vector 𝑝𝑖 is computed 

through a softmax classifier: 

𝑃𝑖
𝐶 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑐𝑝𝑖 + 𝑏𝑐), 𝐶 ∈ [0,1] 

3.3.2.4 Anaphora Resolution Encoder 

For the MILA-SocNet model, we added an anaphora resolution encoder to at-

tend to self-interpretation. Pronoun features from LIWC (as explained in appendix 

A.4.2) are used to add informative interpretation to each post being analysed for emo-

tions, thinking styles, social states, parts of speech, and psychological dimensions. 

Each post is combined between the extracted pronoun features 𝑠𝑖 and the post 

classified label 𝑃𝑖
𝐶  from the post classification layer. This yields an anaphora resolu-

tion vector as follows: 

𝑎𝑖 = [𝑠𝑖, 𝑃𝑖
𝐶] 

3.3.2.5 User Encoder 

Each anaphora resolution vector 𝑎𝑖 is concatenated together to create “user 

representation”. The concatenated vector is then passed through a bidirectional LSTM 

to learn the text categories and the anaphoric resolution features. This generates ℎ𝑖 

combined from the forward hidden state ℎ𝑖
⃗⃗  ⃗ and the backward hidden state ℎ𝑖

⃖⃗⃗⃗ . 

ℎ𝑖
⃗⃗  ⃗ = 𝐿𝑆𝑇𝑀(𝑎𝑖)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   

ℎ𝑖
⃖⃗⃗⃗ = 𝐿𝑆𝑇𝑀(𝑎𝑖)⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗ 

ℎ𝑖 = [ℎ𝑖
⃗⃗  ⃗, ℎ𝑖

⃖⃗⃗⃗ ], 𝑖 ∈ [1, 𝑛] 
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3.3.2.6 Post Attention 

Similar to MIL-SocNet, an attention mechanism was used to pay attention to 

content with self-disclosure of symptoms of mental disorder. Based on MIL-SocNet 

picking up important posts relevant to mental health issues, MILA-SocNet can pay 

more attention to posts related to self-disclosure of mental disorder from those addi-

tional features in the anaphora resolution encoder. The mechanism consists of a one-

layer MLP to produce the attention vector 𝑢𝑖: 

𝑢𝑖 = tanh (𝑊𝑡ℎ𝑖 + 𝑏𝑡) 

The similarity of 𝑢𝑖 with the context vector of posts 𝑢𝑝 are computed to be 

received the importance of the post and get an attention weight 𝛼𝑖 through a softmax 

function. The user vector 𝑣 is achieved through summarising all the information of the 

hidden vector of the post ℎ𝑖 with attention weights 𝛼𝑖. 

𝛼𝑖 = 
exp (𝑢𝑖

⊺𝑢𝑝)

∑ exp (𝑢𝑖
⊺𝑢𝑝)𝑖

 

𝑣 =  ∑ 𝛼𝑖

𝑖

ℎ𝑖 . 

3.3.2.7 User Classification 

In the end, the user classification is computed through a softmax classifier with 

the user vector 𝑣 derived from the post attention layer. 

𝑃𝑈
𝐶 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝐶𝑣 + 𝑏𝐶) 
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3.4 Computational Example 

After explaining the nature of a profile-based social media dataset and our pro-

posed MIL-SocNet and MILA-SocNet generated models, we will now describe a prac-

tical example of how the models work on a dataset.  

For example, a user 𝑈1 has three posts on his profile. They consist of post1=I 

am feeling blue.; post2=Today is Friday!!!; and post3=I am anxious about my exams. 

First, the post encoder transfers every word of the individual posts 𝑤𝑖𝑘 into a 

word vector through a word embedding matrix 𝑊𝑒, 𝑥𝑖𝑘 = 𝑤𝑖𝑘𝑊𝑒. To make it easily 

understandable, we assume that each word in the embedding matrix has a 2-dimen-

sional vector. Then, the embedding matrix is 𝑊𝑒 ∈ ℝ𝑚×𝑛, where 𝑚 denotes the num-

ber of words in the matrix and 𝑛 represents the number of dimensional spaces of 

words. 

𝑊𝑒 =

[
 
 
 
 
 
 
𝑖              → 0.2 0.3
𝑎𝑚         → 0.1 0.9
𝑓𝑒𝑒𝑙𝑖𝑛𝑔 → 0.3 0.5
𝑏𝑙𝑢𝑒       → 0.8 0.7
𝑡𝑜𝑑𝑎𝑦    → 0.5 0.6
𝑖𝑠            → 0.4 0.2…
𝑒𝑥𝑎𝑚𝑠   → 0.2 0.9]

 
 
 
 
 
 

 

The encoder generates word vectors of 𝑝𝑜𝑠𝑡1 through the word embedding 

matrix as follows: 

𝑥11 = [0.2, 0.3] → 𝐼               

𝑥12 = [0.1, 0.9] → 𝑎𝑚          

𝑥13 = [0.3, 0.5] → 𝑓𝑒𝑒𝑙𝑖𝑛𝑔 
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𝑥14 = [0.8, 0.7] → 𝑏𝑙𝑢𝑒       

Each word vector is passed through a bidirectional LSTM to be received a 

hidden word vector ℎ𝑖𝑘. Assume we compute the word vector 𝑥11 through the bidirec-

tional LSTM: 

ℎ11
⃗⃗⃗⃗⃗⃗ = 𝐿𝑆𝑇𝑀([0.2, 0.3])⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ → [0.1, 0.3] 

ℎ11
⃖⃗ ⃗⃗⃗⃗⃗ = 𝐿𝑆𝑇𝑀([0.2, 0.3])⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ → [0.8, 0.7] 

Then, the layer concatenates two hidden word vectors ℎ11
⃗⃗⃗⃗⃗⃗  and ℎ11

⃖⃗ ⃗⃗⃗⃗⃗: 

ℎ11 = [ℎ11
⃗⃗⃗⃗⃗⃗ , ℎ11

⃖⃗ ⃗⃗⃗⃗⃗] 

This results in: 

ℎ11 = [0.1, 0.3, 0.8, 0.7] 

Each hidden word vector ℎ𝑖𝑘 is computed through a word attention layer to produce a 

post vector 𝑝𝑖. First, the layer computes: 

𝑢𝑖𝑘 = 𝑡𝑎𝑛ℎ(𝑊𝑤ℎ𝑖𝑘 + 𝑏𝑤) 

We will demonstrate the above equation step-by-step to make it easy to understand 

and follow. This begins with the matrix-vector product (as explained above) between 

a random matrix: 

𝑊𝑤 = [

0.1    0.5    0.3 0.0
0.2    0.6
0.3 −0.7
0.4    0.8

−0.6 0.8
−0.9 0.6
   0.2 0.4

] 

and the vector ℎ11. The result from the operation is: 
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𝑊𝑤ℎ11 = [

0.1    0.5    0.3 0.0
0.2    0.6
0.3 −0.7
0.4    0.8

−0.6 0.8
−0.9 0.6
   0.2 0.4

] [

0.1
0.3
0.8
0.7

] 

𝑊𝑤ℎ11 = [

0.1 ∗ 0.1 + 0.5 ∗ 0.3 + 0.3 ∗ 0.8 + 0.0 ∗ 0.7
0.2 ∗ 0.1 +
0.3 ∗ 0.1 −
0.4 ∗ 0.1 +

0.6 ∗ 0.3 − 0.6 ∗ 0.8 + 0.8 ∗ 0.7
0.7 ∗ 0.3 − 0.9 ∗ 0.8 + 0.6 ∗ 0.7
0.8 ∗ 0.3 + 0.2 ∗ 0.8 + 0.4 ∗ 0.7

] = [

   0.40
   0.28
−0.48
   0.72

] 

The next step is to add the bias vector 𝑏𝑤 = [0.2, 0.1, 0.2, 0.3] and the vector 𝑊𝑤ℎ11 

together: 

𝑊𝑤ℎ11 + 𝑏𝑤 = [

   0.40 + 0.2
   0.28 + 0.1
−0.48 + 0.2
   0.72 + 0.3

] → [

   0.60
   0.38
−0.28
   1.02

] 

 Then, passing the vector 𝑊𝑤ℎ11 + 𝑏𝑤 through a tanh function results in: 

𝑢𝑖𝑘 = 𝑡𝑎𝑛ℎ ([

   0.60
   0.38
−0.28
   1.02

]) → [

   0.54
   0.36
−0.27
   0.77

] 

Next is to compute a softmax function: 

𝛼𝑖𝑘 = 
exp (𝑢𝑖𝑘

⊺ 𝑢𝑤)

∑ exp (𝑢𝑖𝑘
⊺ 𝑢𝑤)𝑘

 

This function performs the transpose of the vector 𝑢𝑖𝑘
⊺  and then multiplies by the ran-

dom vector 𝑢𝑤 = [0.1, 0.2, 0.3, 0.4]. This results in: 

𝑢11
⊺ 𝑢𝑤 = [0.54 0.36 −0.27 0.77] [

0.1
0.2
0.3
0.4

] 

𝑢11
⊺ 𝑢𝑤 = [0.54 ∗ 0.1 + 0.36 ∗ 0.2 − 0.27 ∗ 0.3 + 0.77 ∗ 0.4] 

𝑢11
⊺ 𝑢𝑤 = [0.35] 
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We received 𝑢11
⊺ 𝑢𝑤 = [0.35] through the above equation. The next step is to compute 

a softmax function: 

𝛼11 = 
exp (𝑢11

⊺ 𝑢𝑤)

∑ exp (𝑢1𝑘
⊺ 𝑢𝑤)𝑘

, 𝑘 ∈ [1,4] 

𝛼11 = 
exp ([0.35])

∑ (exp([0.35]) + exp([0.91]) + exp([−0.87]) + exp ([0.49]))𝑘
, 𝑘 ∈ [1,4] 

Let assume we receive the vector 𝛼11 = [0.24] computed from 𝑢11
⊺ 𝑢𝑤 = [0.35], 

𝑢12
⊺ 𝑢𝑤 = [0.91], 𝑢13

⊺ 𝑢𝑤 = [−0.87], and 𝑢14
⊺ 𝑢𝑤 = [0.49]. We then compute a 

weighted sum of 𝛼𝑖𝑘 and ℎ𝑖𝑘: 

𝑝𝑖 = ∑𝛼𝑖𝑘

𝑘

ℎ𝑖𝑘, 𝑘 ∈ [1, 𝐾] 

𝑝𝑖 = ∑

(

 ([0.24] [

0.1
0.3
0.1
0.7

]) + ([0.41] [

0.8
0.9
0.4
0.2

]) + ([0.17] [

0.7
0.9
0.6
0.5

]) + ([0.29] [

0.4
0.3
0.8
0.4

])

)

 

𝑘

 

𝑝𝑖 = ∑

(

 ([

0.02
0.07
0.02
0.17

]) + ([

0.33
0.37
0.16
0.08

]) + ([

0.12
0.15
0.10
0.09

]) + ([

0.12
0.09
0.23
0.12

])

)

 

𝑘

 

𝑝𝑖 = [

0.59
0.68
0.52
0.45

] 

Finally, a post classification is computed through a softmax function: 

𝑃𝑖
𝐶 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑐𝑝𝑖 + 𝑏𝑐) 

𝑃𝑖
𝐶 = 

exp (𝑊𝑐𝑝𝑖 + 𝑏𝑐)

∑ exp (𝑊𝑐𝑝𝑖 + 𝑏𝑐)𝑖
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We need to compute two classes of mental health-related and another topic. Then, the 

weight matrix 𝑊𝑐 ∈ ℝ2×4 and the bias vector 𝑏𝑐 ∈ ℝ2, where these two variables are 

shared across all posts. 

𝑊𝑐 = [
−0.1 −0.5
   0.2    0.6

   0.1 0.9
−0.3 0.5

] , 𝑏𝑐 = [
−0.5
   0.3

] 

Then the result of 𝑊𝑐𝑝𝑖 + 𝑏𝑐 is: 

𝑊𝑐𝑝1 + 𝑏𝑐 = [
0.06
0.60

] + [
−0.5
   0.3

] → [
−0.44
   0.90

] 

𝑃1
𝐶 = 

exp(−0.44)

∑ (exp(−0.44) + exp(0.90))𝑖
 

𝑃1
𝐶 = [0.21, 0.79] 

We have explained the most important variables and operations used throughout our 

proposed models. We omit the rest because the previously mentioned operations re-

peat. 

 

3.5 Model Differences 

This section will explain what are the main differences between MIL-SocNet 

and MILA-SocNet algorithms. As described above, MILA-SocNet includes an addi-

tional anaphora resolution encoder to attend to content associated with self-disclosure 

of mental health issues, but MIL-SocNet does not. 

Anaphora resolution can help understand textual content associated with sto-

ries of the posters posted on profile-based social media platforms. As we have known 
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so far, there is no study directly applying anaphora resolution to detect users with de-

pression from social media data.  

Previous studies on detecting users with mental disorders were not aware of 

anaphora resolution. These examples illustrate content of the posters focused on other 

stories following: 

• I can’t imagine how people with depression go through. Despite being never 

diagnosed with depression, I couldn’t do anything, when my relative passed 

away. #BellLetsTaIkday 

• I read an article about one who gave birth and was diagnosed with depression. 

I believe this is a difficult chapter in her life. 

Without applying anaphora resolution, a predictive model would detect those 

users as depressed labels, because their content seems mentioning about their lives and 

negative events. When looking into details, the negative events are mentioning one’s 

stories. 

We have found some studies on applying anaphora resolution to textual con-

tent. Anaphora resolution could significantly improve the performance of opinion 

mining systems on product/movie reviews [124]. Anaphora resolution has been ap-

plied to sentiment analysis, which helps infer references to previous sentences [114]. 

Recently, anaphora resolution trained on neural networks achieved good performance 

in coreference resolution (a task of identifying expressions refer to the same entity) 

[125, 126]. 

Aktaş et al. [32] studied anaphora resolution from social media data. They 

manually annotated genres of anaphora resolution for Twitter conversations. Othman 
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et al. [127] also investigated tweet conversations for product feature extraction with 

considering anaphora resolution importance. Both studies noticed that users used the 

first (I, we), second (you) and third (he, she, it, they) person/thing pronouns referring 

to participants or product reviews. Anaphora resolution could help to understand phe-

nomena of content. 

Moving to research on detecting depressed users from profile-based social me-

dia platforms, studies [22, 24] collected and analysed data from microblogging plat-

forms. They found that users with depression significantly used first, second, and third 

pronouns. Those users showed high self-attentional focus with frequent first pronoun 

usage on their social media posts. Similarly, Eichstaedt et al. [28] studied depressed 

users from a profile-based social network platform and found that the users used first 

pronouns more often than a normal group.  

Consequently, this study focuses on first, second, and third pronoun usage de-

rived from LIWC as an additional set of features to implement our MILA-SocNet. 

Those additional features are expected to be useful to distinguish between content of 

self-attentional focus and other’s stories. It is expected that instantly identifying self-

attentional content related to mental symptoms can improve performance of the pre-

dictive model. 

MIL-SocNet and MILA-SocNet algorithms are trained end-to-end on textual 

content of users with user-level labels. We do not give any additional weights to those 

features. The models will produce attention weights to important posts and self-dis-

closure with signs of mental illness by attention mechanism. 
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3.6 Summary 

This chapter explained the architectures of our proposed models for detecting 

depressed users from their profile-based social media data and identifying posts re-

lated to self-disclosure of mental health disorders. It also provided the characteristics 

of a profile-based social media dataset and how our proposed models can be applied 

to it. 

 



Chapter 4  

Evaluating MIL-SocNet and MILA-SocNet 

Algorithms on Profile-Based Social Media 

Data 

This chapter will explain experiments on detecting users with depression from 

their profile-based social media data using MIL-SocNet and MILA-SocNet algo-

rithms. It begins with data collection and data description from profile-based social 

media platforms. We will then describe how to train the proposed predictive models 

with these data. Results from the predictive models will be shown and compared with 

previously published models. 

People use profile-based social media platforms to post content related to 

themselves, connect friends, and build new relationships. Due to health-related disclo-

sure on the platforms, this kind of content can be useful for researchers to explore 

health information of the users [128, 129].  

This study focuses on two profile-based social media platforms: one for mi-

croblogs (Twitter) and another for social networks (Facebook). These two platforms 

are picked out as the example platforms because these are the most popular and Eng-

lish-based platforms. The experiments below will be divided into two sections: one 

for detecting users with depression from microblogs; and one for detecting users with 

depression from social networks. 
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4.1 Identifying Users with Depression from Mi-

croblogging Data 

This section explains experiments on a microblogging (Twitter) dataset to test 

our proposed MILA-SocNet and MIL-SocNet algorithms. It begins with data collec-

tion from the microblogging platform and data annotation. Data preprocessing and 

experiment setup steps will also be explained. Finally, results from the experiments 

and discussion will be described. 

4.1.1 Microblog Dataset 

The dataset used in this section was gathered from a microblogging platform, 

especially Twitter. Data collection follows the processes elaborately explained in ap-

pendix B.1. Figure 4-1 illustrates the data collection processes from the microblog. 

This data collection method includes three steps.  

The first step is to search for target statuses using a search phrase which con-

tained the statement "I was diagnosed with depression" via the search API. We 

searched the target tweets between January and May 2019. This resulted in 4,892 

tweets from 4,545 unique users. The API normally returned tweets that contained all 

words of the expression. This demanded for a manually screening process to remove 

non-relevant tweets. After receiving those target tweets, we manually screened to en-

sure that the tweets do not refer to jokes, quotes, or someone else’s depressive symp-

toms. User IDs of tweets passing those criteria were kept for downloading all tweets 

on timelines of the users who created them. After the verification, 2,132 unique users 

were left in this dataset.  



4.1 Identifying Users with Depression from Microblogging Data

   

Page| 56 

Another step is to randomly capture a control group. This group was randomly 

selected from users who posted tweets between 1st June and 7th June 2019. Users who 

did not posted in English and from the depressed group were removed from the list of 

the control group. This resulted in a list of 2,036 users. 

Lastly, all tweets on the profiles of the target and control groups were down-

loaded. This approach does not require human participation, which results in collect-

ing large amounts of data samples. All tweets and users downloaded in this study were 

set as public and were anonymised. 

 

 

Figure 4-1 The processes of data collection from microblog. First step is search for 

target tweets and removed non-relevant tweets. Second step is to randomly search 

control users. Finally, all tweets from target and control groups are downloaded. 
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The limits imposed by the Twitter API only allowed us to download the 3,200 

most recent Tweets of all verified users from the depressed and control groups. In 

total, 5m tweets were collected from the 2,132 users with depression and 4.2m tweets 

from the 2,036 users with no declared depression. 

4.1.2 Microblog Data Preprocessing 

Before developing our MIL model, several transformations were performed. 

Firstly, the user ID in each message was replaced by a generic “user”. Similarly, any 

numbers mentioned in messages were replaced by “number” and any specific URLs 

by “url”. The “#” character in each hashtag was replaced by the string “hashtag” (e.g., 

“#depression” became “hashtag depression”). Finally, users with fewer than 100 mes-

sages and their messages published less than 80% in English (using the pycld2 python 

library2) were removed from the data set, resulting in 3,682 users, 1,983 with declared 

depression and 1,699 with no declared depression. 

All messages in our final dataset were embedded from pre-trained word vec-

tors of GloVe, trained on 2B tweets3 and supporting 50, 100, and 200 dimensions (as 

explained in appendix A.4.3). This study used the 100 dimensions variety to transform 

our messages to word embedding. 

 

 

 

 

2 https://github.com/aboSamoor/pycld2 
3 http://nlp.stanford.edu/data/glove.twitter.27B.zip 
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4.1.3 Microblog Data Description 

The collected dataset was investigated into details to explore differences be-

tween the two groups. This reflects the potentials of classifying users with depression 

from their generated content on the microblog. 

Figure 4-2 shows an analysis of data statistics. As can be seen, the proportions 

of tweets and users between two groups are similar. There were differences between 

control and depressed users on the number of words per post. Depressed users tended 

to use more words than the other group. Comparing the ratio of retweets (repost a 

message published by another user4) to tweets, depressed users retweeted more than 

the control group. 

 

 

Figure 4-2 Analysis of data statistics. (Left) shows the percentages of users and tweets 

between control and depressed users, which the inner circle represents the number of 

users and the outer circle presents the number of posts. (Middle) demonstrates the 

number of words per post between two groups. (Right) shows the ratio of retweets to 

tweets per user between the classes. Blue denotes the control group, and orange is the 

depressed group. 

 

4 https://dictionary.cambridge.org/dictionary/english/retweet 
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4.1.4 Experiment Setup 

To train our proposed models, we used the Keras library with TensorFlow 

backend, a Python library for neural network APIs. An embedding layer of size 100 

and an LSTM layer of size 50 were applied in our models. We used an adaptive and 

momental bound algorithm (AdaMod) [130], and the binary cross-entropy loss func-

tion to minimise loss. To prevent overfitting, on each layer a dropout of 0.2 and early 

stopping were applied to the model during the training step. Batch size of 32 was uti-

lized to train our models in one iteration. 

Every message from each user was tokenised, and then the maximum number 

of tokens was computed. The maximum of 55 tokens were used to preserve all infor-

mation from the messages, with tweets with fewer than 55 tokens padded with 0 val-

ues. The model was trained using 2,000 recent messages from each user, with users 

with fewer than 2,000 messages having their empty messages padded with 0 values to 

achieve matching length.  

4.1.4.1 Baselines and Replicated Models 

We also reconstructed a set of published predictive models ranged from clas-

sical machine learning to deep learning techniques using user-generated textual con-

tent. These models include: 

• The LIWC model used LIWC to compute the percentages of words relevant to 

categories from each post. The extracted percentages were then used to train a 

predictive model based on a support vector machine with a radial basis func-

tion [24]. However, the LIWC model did not have the best performance in the 

original paper, which used another source to create a corpus and train a model. 
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We replicated the LIWC model for the convenience of features acquisition 

from LIWC. 

• The Language model was developed from an n-gram, which learns from the 

sequences of text and computes the probability of unseen text relevant to a 

category of the train model. This model scored the probabilities of depressed 

users based on a higher probability of the positive class language model trained 

from the posts of depressed users or the negative class language model devel-

oped from the posts of control users [22]. 

• The Topic model used LDA to extract topics from text. All posts from each 

user were used to compute 200 topics, which were then used to develop a lo-

gistic regression model for classifying the users with depression [28]. The dif-

ference between our experiment and the original work is the hyperparameter 

execution. We perform a hyperparameter. 

• The Usr2Vec model transformed text into an embedding matrix, where words 

commonly used together were represented in closely dimension spaces, to clas-

sify users. The embeddings were learned from posts of users and then summa-

rised as a user representation. The embedding matrices were used to train a 

predictive model with a classical machine learning technique [61]. 

• The Deep learning model used word embeddings to represent sequential words 

of posts of users. A predictive model was trained with a one-dimensional CNN 

and a global maxpooling layer [62]. 
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4.1.5 Results 

The performance of every proposed and replicated model for predicting 

whether each microblog user was likely to be depressed was assessed with cross vali-

dation. We split depressive users into 4 chunks and trained the models against all con-

trol users. So, each round used 496 depressive users (22.60%) and 1,699 control users 

(77.40%), which mirrors the real-world incidence of depression. From the total users 

used in each round, 20% were used as test sets to evaluate the performance of the 

models. To reserve the same proportions of classes between training and test tests, 

stratified cross validation was used. Figure 4-3 shows the cross-validation processes. 

 

Figure 4-3 Cross validation on Twitter experiment. C denotes control users and D 

represents depressed users. Blue, yellow and grey are control data, chunks of de-

pressed users and test sets, respectively. 

 

Accuracy, precision, recall, and F1-scores were averaged across testing sets. 

Each of our models and replicated models was trained and tested with the same sam-

ples in each fold. To evaluate the performance of our proposed MIL model, we applied 

several published models (as explained in section 4.1.4) to the same data set. 
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Table 4-1 shows the performance of MILA-SocNet and MIL-SocNet against 

the alternative models. As can be seen, MILA-SocNet achieves the maximum accu-

racy (92%), precision (92%), recall (92%), and F1-score (92%) across others. MIL-

SocNet yields accuracy, precision, recall, and F1-score of 90%, 91%, 90%, and 90%, 

respectively. Each model was evaluated with the AUC of a ROC curve. As can be seen 

in Figure 4-4, MILA-SocNet and MIL-SocNet achieve the highest AUC at 93% and 

93%, respectively. Of note, in the present data set, a theoretical model that always 

predicted the majority class would achieve 77% accuracy. As can be seen, all the mod-

els included in Table 6, perform well above this baseline. 

 

Table 4-1 Performance of our proposed MILA-SocNet and MIL-SocNet models and 

all replicated models from microblog data. The bold text represents the best result in 

each metric. 

Model Accuracy Precision Recall F1-score 

MILA-SocNet 92.14% 0.92 0.92 0.92 

MIL-SocNet 90.49% 0.91 0.90 0.90 

Deep learning 89.07% 0.89 0.89 0.89 

Usr2Vec 84.38% 0.84 0.84 0.83 

LIWC 83.31% 0.83 0.83 0.81 

Language 81.61% 0.80 0.82 0.79 

Topic 80.13% 0.78 0.80 0.78 
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Figure 4-4. ROC curves of each model. AUCs with SDs of each model are denoted by 

different colours. The x-axis shows false positive rate and the y-axis presents true pos-

itive rate. The dashed line indicates random guess. 

 

To further compare the performance of MILA-SocNet and MIL-SocNet with 

other models, AIC (explained in appendix A.7.5) was applied across all models. Table 

4-2 shows the AICs for each model. Likelihood was computed from the model-based 

probabilities of observed labels. The number of parameters of the MILA-SocNet, 

MIL-SocNet and the deep learning models were recovered from the number of train-

able parameters reported by the Keras library. The number of parameters of the lan-

guage model were taken from the number of vocabularies in the positive and the neg-

ative language models. The number of parameters of LIWC, Usr2Vec, and topic mod-

els were features in the models. The likelihood and AIC were averaged from cross 

validation as explained above. As can be seen, our model achieves the lowest AIC, 

which reflects the best performance. 
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Table 4-2 The AIC results against all models from a microblog dataset. Each row is 

reported with the number of parameters (K), likelihood, and AIC. Lower AIC indicates 

better performance. 

Model K Likelihood AIC 

MILA-SocNet 59,668 -143.72 -597.05 

MIL-SocNet 56,296 -210.22 -464.45 

Deep learning 138,502 -309.97 -260.84 

Language 16695.5 -420.31 -61.03 

LIWC 93 -169.62 575.92 

Usr2Vec 100 -190.28 640.32 

Topic 200 -276.42 1,290.66 

 

 

4.1.5.1 Model Trained with Different Parameters 

To further explore our proposed models and compare their performance, a set 

of different parameters were used to train the models. In the following analyses, the 

different numbers of posts of each user used to train a model ranged from 500 to 3,200 

posts. The numbers of embedded dimensions are 50 and 100. The different lengths of 

word tokens are the maximum tokens (55) and the average tokens (18). Due to com-

puting limitation, the experiment with post length of 3200 with 100 embedded dimen-

sions and 55 token lengths was not performed. Table 4-3 and Figure 4-5 show the 

predictive results of MILA-SocNet and MIL-SocNet with different parameters. As can 

be seen, longer post length and longer word token provides better results, which is to 

be expected as these provide more textual content. Furthermore, models with fewer 

embedded dimensions perform worse than those with more dimensions. 
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Table 4-3 Performance of our proposed MILA-SocNet and MIL-SocNet models with different parameters. The first number in the model name 

(first column) represents the number of posts, the second is the number of embedded dimensions, and the last is the number of word token. 

Model 

MILA-SocNet models MIL-SocNet models 

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score 

2000-100-55 92.14% 0.92 0.92 0.92 90.49% 0.91 0.90 0.90 

500-100-55 85.88% 0.86 0.86 0.84 84.05% 0.83 0.84 0.83 

3200-100-18 87.81% 0.87 0.88 0.88 86.10% 0.85 0.86 0.86 

2000-100-18 86.90% 0.86 0.87 0.86 85.65% 0.85 0.86 0.85 

500-100-18 83.20% 0.82 0.83 0.82 83.31% 0.83 0.83 0.81 

2000-50-18 86.62% 0.86 0.87 0.86 85.42% 0.85 0.85 0.85 

500-50-18 83.88% 0.83 0.84 0.83 83.26% 0.83 0.83 0.82 
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Figure 4-5 Results from different model parameters. Y axis is the accuracy of the 

models. X axis represents the number of posts, embedded dimensions, and post to-

kens in each model, respectively. 

 

4.1.5.2 Explainability and Interpretability of the Models  

After the training step, we looked into the explainability and interpretability of 

MILA-SocNet by observing the attention weights to find out which messages the 

model paid most attention to.  

Two users from each group were randomly selected from those correctly la-

belled by MILA-SocNet, and attention weights were extracted from the post attention 

layer. Table 4-4 highlights the messages that achieved the highest and lowest weights 

for these four users, offering some insight into the model decision-making. It can be 

seen that our predictive model with anaphoric resolution can identify messages that 

relate to the posters’ own experiences. 
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Table 4-4 Textual content related to self-disclosure of mental illness and attention 

weights of microblog posts from MILA-SocNet. The text was paraphrased to anony-

mise users’ identities. 

Depressed users 

User 1 

Highest weight: I was also dealing with 

depression and anxiety badly. School 

was hell. 

 

Lowest weight: Retweet users: Exam 

without someone’s supervision is bad. 

User 2 

Highest weight: I get some rest, take 

medication, and engage with what I like. 

These help me and I do not force myself 

to do things. 

Lowest weight: Talk about offensive 

things to physical harm: url. 

Non-depressed users 

User 1 

Highest weight: The lady Christmas 

jumper: url. 

 

Lowest weight: All the best for your 

match and hope to see you play. 

User 2 

Highest weight: He reminds me some-

one in a football team. He can play many 

positions and he is our best player. 

Lowest weight: People believe you when 

you have evidence. 

 

4.2 Detecting Users with Depression from Social 

Network Data 

This section will report similar experiments on data from a social network plat-

form. The previous section carried out experiments on a microblog platform and 

showed that our proposed models could perform well on the dataset. This is experi-

menting on a different dataset from a different type of social media platform to prove 
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that our proposed models can generalise to profile-based social media datasets. It be-

gins presenting the dataset used in this study. Experiment setup and used parameters 

will be provided. Finally, it will show and discuss results from the experiments. 

4.2.1 Social Network Dataset 

An example of profile-based social network platforms used in this study is Fa-

cebook due to the most popular profile- and English-based social network platform. 

This study used the dataset taken from myPersonality [131]. Appendix B.2 explains 

in detail our data collection tool developed after myPersonality. It provided different 

psychological results from participants and some of their anonymized Facebook pro-

files [107]. Detailed information of how to collect data and how to screen participants 

associated with depression will be explained below. 

Participants were recruited online and requested to submit a questionnaire to 

screen their depressive symptoms. Some participants also provided consent to access 

their social network profiles within an application designed from the research study.  

Figure 4-6 depicts the whole data collection processes from Facebook. First, 

an app was designed to comply with Facebook regulations. The app must be submitted 

for the app review and business/individual verification before release the approved 

app for public. After receiving the app approval, participants are recruited to take part 

in a research study. The app asks the participants to provide consent to enable profile 

access and submit a designed questionnaire to screen the participants. 

After the app users have provided the permission, a developer can access user’s 

profiles and download their messages on the accessible profiles. The downloaded mes-

sages will be kept for research purposes. 
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Figure 4-6 The processes of data collection on Facebook. First step designs and de-

velops an app for review processes. The approved app can be released for Facebook 

users to use. Last step is to recruit participants and download their Facebook profiles. 

 

4.2.2 Social Network Data Description 

The study [131] recruited over 6 million participants through the mypersonal-

ity web application. They were asked to take a set of psychometric questionnaires and 

receive results based on their scores as rewards. The unique participants comprised 

diverse age groups, backgrounds, and cultures. In our study, we used the myPersonal-

ity dataset and selected only 5,947 unique participants taking the CES-D questionnaire 

more than 6,500 times. Participants giving a missing answer in their responses were 

excluded from our statistical analysis. This resulted in a final sample of 5,291 partici-

pants. Table 4-5 shows statistics of participants. 931 of them agreed to share their 

Facebook profiles. Some of them also provided their gender and age. As shown in the 

table, both groups had similar statistics, but they differed in gender. 
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Table 4-5 Social network data description of participants taking CES-D from myPer-

sonality 

 

All unique respondents Unique respondents 

shared profile 

Number of par-

ticipants 

5,291 931 

Female/Male 

3,168/1,825  

from 4,993 

551/378  

from 929 

Median age 22 22 

Average age 

25.46 (SD= 10.34)  

from 2,728 

25.28 (SD= 10.93)  

from 903 

 

4.2.3 Social Network Data Preprocessing 

Text preprocessing steps were executed on the dataset before training the mod-

els. Whitespaces were removed from every post. Any numbers mentioned in posts 

were replaced by “number”, and any specific URLs by “url”. Posts published less than 

80% in English were removed from our dataset. After the processing steps, this re-

sulted in 861 users left. 

Every user was labelled as depressed or non-depressed. This study used CES-

D (explained in appendix A.2.3.1) to classify users. 861 users left from the text pre-

processing steps were computed their CES-D scores from responded answers using a 

cut-off score of 22 to classify users as depressed. This resulted in 294 users with non-

depression and 567 users with depression. 
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Finally, users with fewer than 100 posts were removed from our dataset, re-

sulting in 485 users, 325 with self-reported depression and 160 without depression. A 

threshold of 100 was used to include users in the training and test sets, because it is 

the mean number of posts per user, as shown in Figure 4-7 on the right-hand side. 

There are 45,000 posts from control users and 107,000 posts from depressed users. 

The average number of words per posts is approximately 21, as shown in Figure 4-7 

in the middle. 

 

 

Figure 4-7 Analysis of data statistics. (Left) shows the percentages of users and posts 

between control and depressed users, which the inner circle represents the number of 

users and the outer circle presents the number of posts. (Middle) demonstrates the 

number of words per post between two groups. (Right) shows the number of posts 

between the classes. Blue denotes the control group, and orange is the depressed 

group. Asterisk represents the mean of data. 
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4.2.4 Experiment Setup 

The Keras and Tensorflow libraries were again used to execute our proposed 

models. Our models used an LSTM layer of size 50. AdaMod and the binary cross-

entropy loss function were used to minimise loss and maximise accuracy during train-

ing. A dropout of 0.2 and early stopping learning were used to avoid overfitting. Batch 

size of 32 was utilized to train our models in one iteration. 

Every post from each user was tokenised, and it was limited to 44 tokens. 316 

recent posts from each user were used to train our proposed models. 0 padding was 

applied, in the case of tokens and posts less than our above threshold. All tokens were 

embedded with 100 dimensions from pre-trained word vectors of GloVe, trained on 

2B tweets.  

4.2.5 Results 

This section reports the performance of MILA-SocNet and MIL-SocNet on a 

social network dataset. The models were compared against a set of highly cited models 

ranged from regression to CNNs by using user-generated text, as explained in section 

4.1.4.1. 

To train and test our proposed and other replicated models, 5-fold cross vali-

dation was used. This experiment used a slightly different method for splitting data 

from the last section. This is because the previous section had a relatively equal num-

ber of samples between classes, but this one had a large difference. The previous ex-

periment used chunks of depressed users to test against all control users. This used 

different chunks of samples to test the models. 20% of the dataset in each fold was 

reserved as test sets. As explained above, there were 485 users in our final dataset, 325 
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with self-reported depression (32.99%) and 160 without depression (67.01%). Strati-

fied cross validation was used to reserve the same proportions of classes while splitting 

data. Figure 4-8 illustrates the processes of the cross validation. 

 

Figure 4-8 Cross validation on Facebook experiment. C denotes control users and D 

represents depressed users. Blue is training data and yellow is test data. 

 

Accuracy, precision, recall, and F1-scores were computed to compare perfor-

mance of our proposed MILA-SocNet and MIL-SocNet models with previously pub-

lished models. Table 4-6 reports the average results across testing sets from each 

model. MILA-SocNet achieves the highest accuracy up to 73%, precision 74%, recall 

73%, and F1-score 68%. As can be seen, MILA-SocNet achieves the best performance 

in all dimensions, except precision. Nevertheless, MIL-SocNet still receives the high-

est precision up to 75% with 72% accuracy, 72% recall, and 67% F1-score. Noted that 

the majority class of our dataset is 67%. This highlights that our models and all other 

replicated models achieve results higher than a guessing point line. To ensure that 

models achieving higher random guessing, ROC curves were plotted on Figure 4-9. 

As can be seen, MILA-SocNet and MIL-SocNet yield AUCs at 62% and 59%, respec-

tively. 
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Table 4-6 Performance of our proposed MILA-SocNet and MIL-SocNet models and 

all replicated models from social network data. The bold text represents the best result 

in each metric. 

Model Accuracy Precision Recall F1-score 

MILA-SocNet 72.99% 0.74 0.73 0.68 

MIL-SocNet 72.37% 0.75 0.72 0.67 

Deep learning 69.48% 0.69 0.69 0.64 

Language 70.10% 0.68 0.70 0.65 

Usr2Vec 69.28% 0.67 0.69 0.64 

LIWC 69.07% 0.69 0.69 0.63 

Topic 68.45% 0.62 0.68 0.62 

 

  

Figure 4-9 ROC curves of each model. AUCs with SDs of each model are denoted by 

different colours. The x-axis shows false positive rate, and the y-axis presents true 

positive rate. The dashed line indicates random guess. 

 

After reporting the performance of our models and the other replicated models, 

AICs were computed to compare and select the best model. As mentioned in the pre-

vious section, Likelihood was computed from the differences between model-based 

probabilities and observed labels. The number of parameters of our models and the 

deep learning models were received from the number of trainable parameters. The 
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number of vocabularies in the language model was used as the number of parameters 

of the model. Features of LIWC, Usr2Vec, and topic models were used as the number 

of their parameters. Table 4-7 reports AIC results with across all models. As can be 

seen, MILA-SocNet achieves the best AIC. 

 

Table 4-7 The AIC results against all models from social network data. Each row is 

reported with the number of parameters (K), likelihood, and AIC. Lower AIC indicates 

better performance. 

Model K Likelihood AIC 

MILA-SocNet 57,204 -96.12 -4,872.37  

MIL-SocNet 56,296 -147.75 -4,772.72  

Deep learning 138,502 -64.72 -4,806.96  

Language 16695.5 -73.12  559.20  

LIWC 93 -59.98  313.46  

Usr2Vec 200 -65.47  339.64  

Topic 200 -184.25  804.66  

 

4.2.5.1 Models Trained with Different Parameters 

After training all models, we tested our MILA-SocNet and MIL-SocNet with 

different parameters to find out which set of parameters can achieve the best result. 

The models were trained under three sets of parameters. Firstly, the number of recent 

posts was set to 316 (the mean of posts per user) and 647 (90% quantile of the number). 

Secondly, the number of embedded dimensions were set from 50 to 100. Lastly, the 

number of word tokens per post is covered 21 (the mean of word tokens from all posts) 
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and 44 (90% quantile of the number). Table 4-8 shows that the best model was trained 

by 316 recent posts, 100 embedded dimensions, and 44 word tokens. We investigated 

in more details. Figure 4-10 shows that MILA-SocNet tends to achieve better results 

than MIL-SocNet. Training models with higher embedded dimensions can yield 

higher accuracy, as can be seen from Figure 4-11. Figure 4-12 highlights that using 

the higher number of word tokens can improve accuracy of models. 
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Table 4-8 Performance of our proposed MILA-SocNet and MIL-SocNet models with different parameters. The P in the model name (first 

column) represents the number of posts, the second is the number of embedded dimensions, and the last is the number of word tokens. 

Model 

MILA-SocNet models MIL-SocNet models 

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score 

P316-D100-T44 72.99% 0.74 0.73 0.68 72.37% 0.75 0.72 0.67 

P316-D100-T21 72.99% 0.73 0.73 0.70 70.93% 0.69 0.71 0.68 

P316-D50-T44 71.96% 0.73 0.72 0.67 71.55% 0.73 0.72 0.65 

P316-D50-T21 71.75% 0.73 0.72 0.67 71.96% 0.73 0.72 0.69 

P647-D100-T44 70.72% 0.70 0.71 0.67 70.10% 0.64 0.70 0.64 

P647-D100-T21 72.16% 0.75 0.72 0.66 69.90% 0.69 0.70 0.66 

P647-D50-T44 71.75% 0.72 0.72 0.66 70.31% 0.72 0.70 0.65 

P647-D50-T21 70.10% 0.68 0.70 0.65 71.13% 0.72 0.71 0.66 
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Figure 4-10 Results from different model parameters. Y axis is the accuracy of the 

models. X axis represents the number of posts (P), embedded dimensions (D), and 

post tokens (T). 

 

 

Figure 4-11 The comparison results from different embedded dimensions. Y axis is the 

accuracy of the models. X axis represents the number of posts (P) and post tokens (T). 
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Figure 4-12 The comparison result from the different number of word tokens. Y axis 

is the accuracy of the models. X axis represents the number of posts (P) and embedded 

dimensions (D). 

 

The results from Table 4-8 show a surprising pattern. We noticed that using a 

higher number of recent posts does not improve the performance of models. A further 

investigation was carried out to ascertain what caused this issue. As shown in Figure 

4-13, we found that most of the users had a number of posts around the mean (316). 

Around 170 users posted over 316 status updates. This reflects less than a half of all 

users had over 316 posts. This could be the reason that the models trained with the 

higher number of posts did not have enough data to learn. The majority users had 

fewer than 316 posts. 
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Figure 4-13 The number of posts per users. X-axis presents the number of posts and 

y-axis denotes the number of users. 

 

4.2.5.2 Explainability and Interpretability of the Models 

To test the explainability and interpretability of MILA-SocNet from the social 

network dataset, we extracted attention weights from post attention layer (defined in 

section 3.3.1.5). The layer can provide information about posts relevant to mental 

health problems and posters’ own experiences.  

We looked for users correctly labelled by the model and extracted information 

of those posts. Table 4-9 shows the highest and lowest attention weights from 2 accu-

rately labelled users with depression and 2 without depression. 

As can be seen from the depressed users, our model could provide posts related 

to symptoms of depression such as broken heart (the depressed user 1) and some phys-

ical impairment (the user 2). The model paid less attention to posts other than mental 

health-related and other’s own experiences. MILA-SocNet did not specify any post 

associated with symptoms of mental illness from the control users. This highlights that 
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the post attention layer can detect posts relevant to mental health problems and users 

own experiences. 

 

Table 4-9 Textual content related to self-disclosure of mental illness and attention 

weights of social network posts from MILA-SocNet. The text was paraphrased to anon-

ymise users’ identities. 

Depressed users 

User 1 

Highest weight: I miss you very much. 

To think of it, it hurts my heart. 

 

Lowest weight: Finished with season 

one of an animated series! Keep finish-

ing season two. 😃 

User 2 

Highest weight: I’m losing my sight and 

going insane. Please tell me I’m ok. 

 

Lowest weight: More university applica-

tions 😊 

Non-depressed users 

User 1 

Highest weight: Did anyone watch the 

basketball match last night? It’s classic 

and wonderful. Isn’t it? 😮 

 

Lowest weight: watching home alone 

😛 It’s such a classic movie. 

User 2 

Highest weight: Mom scores! Indeed, 

she will be bragging until tomorrow🙂 

 

 

Lowest weight: happy birthday to my 

son! 
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4.3 Discussion 

Sections 4.1 and 4.2 reported experiments on detecting depressed users from 

their textual content on microblog and social network platforms. As can be seen, 

MILA-SocNet and MIL-SocNet performed better than other replicated models in 

many dimensions. This section explains and discusses differences among MILA-Soc-

Net, MIL-SocNet, and the previously published models. 

As can be seen from Figure 4-4 and Figure 4-9, MILA-SocNet, MIL-SocNet, 

and other previously published models can perform much better than a guessing line. 

This reflects that data from profile-based social media platforms can be used as a 

source of information to detect users with depression. 

4.3.1 Comparisons with Replicated Models 

We have compared the performance of our models with several previously 

published models. As can be seen from Table 4-1 and Table 4-6, MILA-SocNet and 

MIL-SocNet outperformed all the other models in all dimensions. We further discuss 

several potential reasons for that. At the end of this section, we will explain what the 

limitations of the replicated models were. 

While deep learning models can be trained on raw textual data, traditional ma-

chine learning models (e.g., the LIWC, language, topic, and Usr2Vec models) require 

feature extraction with external tools, which may introduce an additional risk of losing 

useful information from short textual data [132, 133]. For instance, misspelled and 

abbreviated words in messages may not be present in the dictionary of an extraction 

tool, resulting in words being mislabelled. A word “bad” may be misspelled as “bed” 

or “badddd”. The word may miss from a dictionary and be mislabelled. This results in 
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the predictive performance of the model. This may be a reason why traditional ma-

chine learning techniques performed worse than our proposed models. 

 For example, a user has 5 posts following: 

• I am feeling lonely. 

• Tomorrow is weekends. Need to take a break!!! 

• Cooking is my therapy. 

• Tiredddd!!! 

• Little things can make my big days. 

These messages are extracted features using LIWC and then aggregated.  

This results in: 

Table 4-10 Feature extraction result using LIWC 

Post 

Features 

Word “I” Positive words Negative words Health words 

1 25 0 25 0 

2 0 0 0 0 

3 25 0 0 25 

4 0 0 0 0 

5 14.29 0 0 0 

Aggregate 12.86 0 5 5 
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It can be seen that the post “Tiredddd!!!”, which LIWC cannot detect as a 

health-related category. When the message is changed to “Tired!!!”, LIWC can com-

pute the health word category as 100. This can make a big difference for a model 

prediction. 

Another reason for the performance gap may be that the sequential orderings 

of words in a post and messages posted on a timeline may have an effect on model 

performance. Training a predictive model with traditional machine learning methods 

requires aggregated data, which may cause the loss of contextual information com-

pared with deep neural networks, which can learn from the raw textual data and se-

quential information in the data [134–137]. 

 To train a LIWC predictive model, the aggregated result in Table 4-10 is used 

as a set of vectors for the user. In the case of training a deep learning model, the above 

messages are transformed to words to indexes represented in Figure 4-14. This raw 

data will be used for training a model. This illustrates that training a deep learning 

model can use all the raw and sequential data, while training a classical machine learn-

ing model requires feature extraction and data aggregation. 

 

 

Figure 4-14 Textual data transformed to word indexes 
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Unlike the CNN model, MILA-SocNet and MIL-SocNet used bidirectional 

LSTMs that learns from forward and backward word sequences. Figure 4-15 depicts 

the learning process of bidirectional LSTMs. It can be seen that LSTMs can learn from 

the word’s context of both. This means LSTMs is better when the meaning of text is 

depended on the entire sentence [138]. In contrast, CNN is better when learning from 

local regions (see Figure 4-16). LSTMs may have contributed to our proposed models 

outperforming CNN. 

 

 

Figure 4-15 LSTM model architecture with two channels for an example sentence 
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Figure 4-16 CNN model architecture with two channels for an example sentence 

(taken from [139]). 

 

Another different point between our proposed models and the deep learning 

model is that our models use attention mechanism that highlights words and posts 

relevant to mental health. This attention mechanism may help our proposed models 

surpassing the replicated deep learning model, even though our approach is also based 

on deep learning techniques. 

The performance gaps between our proposed and the replicated models may 

come from the limitations of our experiments. For instance, when we replicated the 

LIWC model, it did not have the best performance as reported in the original study 

[24]. The paper reported that the best performing model not only used LIWC features 

but depression language and egocentric network measure features. Our study used 

only LIWC features to replicate the model, due to the limitation of feature acquisition, 

which may have had an impact on the performance of the LIWC model.  

To train replicated models, misspelled and abbreviated words in our dataset 

were not corrected. This may also lower the performance of the replicated models, 
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when comparing with our proposed models. It is worth noting that the lack of param-

eter tuning for these replicated models may also have an influence on the performance 

of the models and make our models outperforming. Our study used same machine 

learning techniques as reported in original studies. Using more complex machine 

learning algorithms and hyperparameters may improve the performance of the repli-

cated models and make the models more competitive with our proposed models. This 

reflects that there is still room for improvement of the models. 

4.3.2 Comparison Between MILA- and MIL-SocNet  

Another important point to consider between MILA- and MIL-SocNet is 

whether the addition of anaphoric resolution encoder can improve the performance of 

the base MIL model. As can be seen in Table 4-1 and Table 4-6, MILA-SocNet from 

microblog and social network datasets outperformed MIL-SocNet. This shows that the 

anaphora resolution encoding can improve the performance of predictive powers of 

MILA-SocNet. It can also identify posts related to the posters, rather than someone 

else. This is an important feature that has not been widely investigated in the field, and 

should be considered when designing future studies. 

We further investigated whether there are any differences between the highest 

attention posts from MILA- and MIL-SocNet. We compared the highest attention 

posts from the two depressed users picked up in Table 4-4. From Table 4-11, it can 

clearly see that posts from MILA-SocNet show self-attentional focus related to mental 

issues, while MIL-SocNet focuses on topics not relevant to mental health issues and 

self-attention. This highlights that anaphora resolution could help to focus on self-

disclosure of mental disorders. 
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Table 4-11 Differences of highest attention posts from MILA- and MIL-SocNet 

 Depressed User 1 Depressed User 2 

Highest attention 

posts from 

MILA-SocNet 

I was also dealing with depression 

and anxiety badly. School was 

hell. 

I get some rest, take medi-

cation, and engage with 

what I like. These help me 

and I do not force myself 

to do things. 

Highest attention 

posts from 

MIL-SocNet 

Someone came up with a term that 

a community without an important 

person cannot provide somethings 

good for societies. 

 

A mayor may govern a city 

but may only be in the po-

sition several years in a 

row and need to leave at 

least a few years before 

back. This seems to me 

that it’s preventing new-

bies. 

4.3.3 Explainability Assessment 

In this section, we further explored explainability by assessing the posts of two 

users from depressed and two from control groups randomly selected from those cor-

rectly labelled by MILA-SocNet. This will help us to understand insightful infor-

mation of what users with and without depression were tweeting on their profiles.  
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This thematic assessment is followed and adapted approaches proposed by 

Makita et al. [140] and Berry et al. [141]. The former work presented a discourse cod-

ing framework used to screen tweets into 4 categories - mental health/illness as: (1) a 

medical condition; (2) a social issue; (3) a personal issue; and (4) information.  

The latter explored why users tweeted mental health problems. They catego-

rised tweets into 4 main themes: (1) sense of community; (2) raising awareness and 

combatting stigma; (3) safe space for expression; and (4) coping and empowerment. 

Additionally, 11 associated subthemes were investigated. 

From their proposed coding frameworks, 120 tweets from two non-depressed 

and two depressed users achieved highest attention weights from MILA-SocNet were 

assessed.  

Table 4-12 reports three domain disclosure of topics that users tweeted in their 

profiles. It can be seen that depressed users focused more on mental health disclosure, 

while non-depressed users did not publish a post related to mental health disclosure. 

Users with depression mentioned social issues such as “…please don’ t feel like you’ 

re the only one. you are not alone”, and “do things to make others feel good and it will 

come back to you”. We did not see any message about mental health/illness as infor-

mation e.g., calls for participants, mental health professionals’ shortage, and promo-

tion of mental health resources, as reported in the original study. 

Table 4-13 shows the number of self-focus and other focus associated with 

mental health and other topics. From the table, users with depression focused more on 

themselves and mental health topics, while users without depression tweets more on 

other topics and non-self-focus. 
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Table 4-12 Disclosure topics 
 

Depression Control 

Mental health/illness as a medical condition 15 0 

Mental health as a social issue 7 0 

Other topics 38 60 

Total 60 60 

 

Table 4-13 Self-disclosure 
 

Depression Control 

Mental health/illness topics 

• Self-focus 22 0 

• Others 0 0 

Other topics 

• Self-focus 29 3 

• Others 9 57 

Total 60 60 
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Table 4-14 Themes and subthemes of why users tweeted about mental health 
 

Depression Control 

Sense of community 

To send and receive messages of hope and support 3 0 

To share and receive information 5 0 

Stigma and awareness 

To combat stigma 9 0 

To raise awareness 4 0 

To fight and campaign 1 0 

Total 22 0 

 

The tweets associated with mental health disclosure were further categorised into 

themes and subthemes of why users tweeted about mental health.  

 

Table 4-14 shows the number of tweets identified as each subtheme. The num-

ber of tweets from non-depressed users shows zero, because of no mental health dis-

closure. There is no report of using Twitter for escaping real-world, tracking back on 

their thoughts and feelings over time, and safe space for expression. Users with de-

pression usually reported combating stigma and shared health information. 

Our findings differ from the original studies, because they investigated URLs 

users tweeted for further information. Without performing that, we did not see many 
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categories reported in the original study. According to Choudhury et al. [24], they 

found that users show high self-attentional focus, increased relational and medicinal 

concerns, similar to our finding.  

4.3.4 Error Analysis 

We further performed error analysis to observe mislabelled users from MILA-

SocNet. This analysis was performed on the microblog dataset. There were 31 misla-

belled users. 17 users without depression were incorrectly detected as depressed and 

14 depressed users were wrongly labelled as non-depressed.  

For incorrectly labelled users with depression, their top attention posts were 

related mental health issues. Some of them posted that they suffered from other mental 

health conditions. However, we used the search phrase “I was diagnosed with depres-

sion” to search target users with depression, which may contain users with other men-

tal conditions. The original study proposing this data collection method also reported 

that the control users may be contaminated by users with various conditions [22]. We 

did not explore further to remove the control users reporting other health conditions 

from our dataset. This may be a reason why we labelled those users as non-depressed.  

A user inaccurately detected without depression posted other languages. This 

issue reflects that our predictive model can be used for English-written posts only.  

Recently, the field of transfer learning for multi-language social media classification 

has emerged in the research community. Yang et al. proposed an effective and reusable 

election classifier for use on social media across multiple languages [142]. With some 

adaptations, this method can be applied to health classification from social media data, 
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so that we can detect users with mental health problems from multi-language. Addi-

tionally, we may detect live events connected to people writing original language posts 

suffering from mental health problems [143]. 

Most of posts on five profiles contained retweets and replies. Additionally, 

four users posted many links on their microblogs. The users usually retweeted infor-

mation or posted URLs they were interested, which our proposed model could not 

comprehend that information. The use of quote retweets or links may help better un-

derstanding additional information of what people talked about [144]. This approach 

may improve the performance of a predictive model and better comprehend users. 

Finally, we explored predictive scores from our model and found that two users 

were received scores at the borderline between non-depression and depression. The 

profiles of two users were unexplainable. These users need the exploration for further 

information why the model could not correctly label those users for better understand-

ing. 

4.3.5 Model Limitations 

Our models are nor free from limitations. Here we will explain some limita-

tions to be addressed and improved in the future. Our models could only detect de-

pressed users with their openly expressed health. The models may not work well on 

users who have not openly talked about their mental health issues. To detect users with 

mental health disorders, our models required a set of enough published posts to learn 

and make a prediction.  

However, as shown above section, our model could correctly detect users with 

mental health conditions, even they did not publish the phrase “I was diagnosed with 
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depression”. This shows that the architecture of our proposed model can be used to 

detect users with depression and its comorbidity [22]. In a future study, we plan to 

develop a predictive model trained with data from a target group publishing the phrase 

“I was diagnosed with depression” and test with data from another target group report-

ing other commodity or mental health conditions. 

Our model was not trained with hyperparameters. However, we demonstrate 

the changes of parameters such the embedding dimensions, the length of word tokens, 

and the number of posts trained our model can improve the accuracy. The parameters 

of neural networks can also improve its performance. In this way, there is still room 

for improvement in the performance of our model. 

The architecture of our proposed model focuses on the weights of posts rele-

vant to mental health topics and associated with self-disclosure of posters. However, 

a post may consist of several sentences, which each of them may convey important 

information. The performance of our model would be improved by combining aspect-

level sentiment analysis, which extracts information from each sentence [145].  

Finally, as discussed in the section 2.6.4, there are many recent machine learn-

ing techniques and NLP not explored in the field of detecting users with mental health 

problems from their social media data. This is our future directions to improve the 

performance of predictive models. 
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4.4 Summary 

This chapter presented results of applying MILA- and MIL-SocNet algorithms 

on profile-based social media datasets. The proposed models can work well on mi-

croblog and social network platforms. MILA-SocNet (with anaphora resolution) out-

performed MIL-SocNet (without anaphora resolution). The former can instantly iden-

tify posts related to mental health issues and self-attentional focus. We compared the 

performance of our predictive models against a set of previous published models. The 

results show that our proposed models promisingly outperformed the replicated mod-

els in many dimensions.  

 



Chapter 5  

Ethical Concerns around the Use of Profile-

Based Social Media Data for Mental Health 

Research 

This chapter addresses the ethical concerns surrounding the use of profile-

based social media data for mental health research. It begins with shaping key ethical 

concerns. A framework for using profile-based social media data for mental health 

research is then provided. Finally, we will explain factors affecting profiling for men-

tal health and targeted advertisements. 

 

5.1 Ethical Concerns 

Although the current performance of predictive models is in the ascendant, 

reliable predictive models will eventually allow early detection and pave the way for 

health interventions in the forms of offering relevant health services or delivering use-

ful health information links. By harnessing the capabilities offered to commercial en-

tities on profile-based social media platforms, there is a potential to deliver real health 

benefits to users. However, ethical concerns have been raised about the use of publicly 

available data sources, profile-based social media data for health research, advertise-

ments for mental health services, and social media platforms to report suicidal behav-

iour. 
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Several studies are particularly useful in highlighting the importance of ethical 

issues in this area of research. In a well-known example, researchers from Facebook 

and Cornell University [146] collected and used datasets from Facebook without of-

fering the possibility to opt-out. This study was not approved by the Cornell University 

Institutional Review Board (IRB), “because this experiment was conducted by Face-

book, Inc. for internal purposes, the Cornell University IRB determined that the pro-

ject did not fall under Cornell’s Human Research Protection Program” [147]. 

Also, another prominent study collected public Facebook posts and made the 

dataset publicly available to other researchers on the internet [148]. The posts were 

manually collected by accessing friend’s profiles, and then they were anonymised. But 

even so, the posts could still be easily identified [149].  

The above examples of collecting profile-based social media data from users 

and publicly available data on profile-based social media platforms raise concerns 

about privacy and informed consent. This affects trust for social media users in trans-

parency of research and ethics of researchers. 

General Data Protection Regulation (GDPR) helps to raise confidence in data 

safety and transparent analysis. However, GDPR Article 9: Processing of special cat-

egories of personal data specifically mentions that consent is not required if permis-

sion relates to personal data which are manifestly made public by the data subject. A 

core problem is the perception whether any data in public domain is automatically 

available for research. This is highly controversial from the ethical point of view, as 

the disruption presented by the wide availability of social network data impacts the 

norms that guide our perception on usage of our data for research. Ultimately, GDPR 
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is focused on the process, not on the objective of the research, which is fundamental 

to shaping any research consent and the social consensus around it. 

The ethical research practices of using profile-based social media data for re-

search remain clearly undefined, incomplete, and inconsistent, particularly when 

working with information that is publicly available [150–152]. From those ethical con-

cerns, we frame as a set of challenges to be overcome by different stakeholders. The 

next section will provide and explain a framework to deal with ethical considerations 

and practices when working with profile-based social media data for health analytics. 

 

Figure 5-1 A framework of key stakeholders associated with the use of profile-based 

social media platforms for health intervention 
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5.2 A Framework for Using Social Media in Digi-

tal Health Interventions 

Our framework for the use of profile-based social media platforms for health 

intervention involves five groups of stakeholders including users, social media plat-

forms, research communities, health organisations, and governments. Figure 5-1 

shows the framework and relevant stakeholders. We will provide details of each stake-

holder below. 

5.2.1 Users 

This group includes all users currently using profile-based social media plat-

forms. These people are considered as the most active and affected group, because 

they mainly are providers and receivers in this framework. In terms of providers, users 

generate data on the platforms and provide permissions to other relevant stakeholders 

to use their data for academic research and societal benefits. Receivers are clients who 

receive health services from stakeholders.  

This group of people is aware that their data may be misused and analysed out 

of the original context of the research. For example, their data may be analysed for 

health issues affected the individual’s insurance premiums [151] or explored by offic-

ers for prosecution [153].  

In terms of informed consent for using their data, users have different ideas 

about their data privacy and can be divided into two groups: one for whom under-

standing the public nature of social media; and another for whom needing data own-

ership and private data. The former prefers not to receive informed consent but should 
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be anonymised. The latter needs to be informed to use their generated data [150, 151, 

153]. 

Users may also have concerns about the accuracy of the methods for data anal-

ysis. Due to concerns about data privacy, users are aware that they should not publish 

everything they think [153]. They also avoid posting when feeling uneasy or low 

[151]. Users believe that these issues may affect the performance of predictive models 

and analytics results [151, 153]. 

Sykora et al. conducted an online survey and a focus group. Three main ethical 

concerns from the participants were: (1) what information is being collected and pro-

cessed: (2) what are the purposes of the analysis: and (3) whether users are informed 

about the data collection and analysis [150]. These concerns emphasise ethical prac-

tices for researchers to inform users before starting research from their data. 

To overcome these issues, other stakeholders in the framework need to build 

trust for profile-based social media users to ensure not only that their data will be safe 

from misuse but also that the potential benefits outweigh any risks to privacy. This 

will make users feel comfortable and provide their data for research. They would also 

prefer to receive health analytics results and health services from stakeholders. 

5.2.2 Social Media Platform 

Profile-based social media is an online platform that allows users to publish 

posts, interact with other users, and communicate with others. The platform is not just 

an infrastructure but includes development, management, and policy teams. They need 

to maintain the stability of the infrastructures and create a good environment for users. 

The policy team should set a set of policies to support user’s trust and safeguard user’s 
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privacy. For example, the company should prevent someone from access to sensitive 

data [154]. 

A well-known example highlighting this issue is Facebook data scandals. The 

company allowed researchers to access sensitive information and the data was subse-

quently used for 2016 US presidential election. Data was not used for an initial pur-

pose of the research [155]. This made users lose trust of using their social media data 

for research [151]. Social media providers need to safeguard privacy of users and pro-

tect them from risks of data misuse. 

Another concern for profile-based social media providers is publicly available 

data. This issue may undermine the trust and satisfaction of users to publish content 

on the platforms, because their data may be retrieved by researchers without their con-

sent. However, it is difficult and challenging for researchers to receive informed con-

sent from millions of users [156]. We suggest those platforms should develop a mech-

anism to restrict access to sensitive information and obtain informed consent from 

users before researchers can use user’s data. Figure 5-2 depicts a mechanism for social 

media platforms to ask for research agreement from users. First, users register ac-

counts on social media platforms, and then they accept with terms and conditions of 

using the platforms. The sites should develop an additional page to ask the users 

whether they agree to participate in research studies already approved by the platforms 

and IRBs. In this way, the users agree to provide their right to the platforms to screen 

forthcoming research and the platforms need to screen ethical and transparent research 

for their users.  
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Figure 5-2 A mechanism for social media platforms to ask for research agreement 

from users. 

 

However, the previous approach may make the users feel uneasy, because they 

do not know in which studies they are taking parts. The platforms may develop an 

additional function to notify users which studies are collecting your data. Conse-

quently, the users can request research teams conducting the research to remove their 

data from the studies. This additional mechanism provides an option for the users to 

opt out in undesired studies. Due to the affiliation of researchers, users trust studies 

from some organisations such as universities [153]. 

These approaches would help researchers to access publicly available data eth-

ically and at the same time it would allow users to feel comfortable to participate in 

research. This can increase public trust for users in transparent and ethical research 

and platforms can safeguard data privacy. The companies can also support societal 

benefits and development for public health research [157]. 
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5.2.3 Researcher 

Within the present framework, researchers are a group of academics from uni-

versities or people from non-profit research organisations who conduct studies on 

health analytics from profile-based social media data. Users trust not-for-profit re-

searchers and academics rather than government and commercial organisations to use 

their profile-based social media data for research [153]. 

We surveyed a set of 82 studies analysing mental health from profile-based 

social media data, as displayed in Figure 2-1. We analysed those study methods of 

how they adopted a wide range of approaches to handle ethical constraints. 

18% of them (15 studies) were approved by their IRBs [21, 27, 81, 83, 84, 95, 

103, 34, 36, 38, 46, 60, 63, 64, 66]. 16% of them (13 studies) reported receiving in-

formed consent from participants prior to data analysis [21, 30, 97, 100, 103, 34–36, 

46, 60, 63, 64, 95]. For public data collected from crowdsourcing platforms, partici-

pants who opted in provided their consent to data sharing [21, 24, 63]. For myPerson-

ality data, study [97] stated that the dataset itself had IRB approval, so the project did 

not report obtaining any further approval from the author’s institution. Study [158] 

also considered that no IRB approval was needed for using myPersonality data. Study 

[78] did not seek IRB approval, because of its reliance on Instagram data without per-

sonally identifiable information.  

In studies [21, 43, 60, 63, 66, 75, 80, 82, 84, 85], the researchers reported the 

social network datasets collected from participants were anonymised. Study [84] re-

moved names, user identifiers, and user identities, and the data collected had to be 

analysed after 3 months. All names were deleted from collected data before analysis 
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[84]. Tweet containing names or usernames were removed or replaced with other text 

[43, 75, 82]. Study [80] reported they removed user identifiers from tweets illustrated 

on the published paper. 

Another concern for researchers is the accuracy and biases of methods of using 

social media data for health analytics. Users are aware of the analytics results which 

may not reflect faithfully their health conditions or public health [151, 153]. So, re-

searchers need to prove the accuracy of predictive models and analytics results to in-

crease trust of users to be profiled for health conditions. 

It can be seen that those studies protected user’s privacy by removing all iden-

tities and asking for informed consent to access profiles of users. These are ethical 

practices for researchers, as they can make participants feel comfortable to take parts 

in studies and gain trust from researchers. 

5.2.4 Health Organisation 

Another group of stakeholders is non-profit and licensed health organisations 

who intervene with people with certain health conditions and provide health services. 

Not-for-profit and licensed health organisations should be intermediary between social 

media platform providers and users, because users are feeling distrustful social media 

provides and commercial organisations [153]. They feel that academics are more eth-

ical and not exploitative [153], while social media platforms have lost trust as data 

custodians and monetary profits [151], as can be seen from Facebook scandals [155]. 

Studies focused on the perspectives of participants in using social media for 

population health monitoring [159] and mental health disorders [151]. The authors and 

also the study [160] reported that most research participants agreed to have their public 
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posts used for health monitoring, with anonymised data, although they also thought 

that informed consent would be necessary in some cases. Participants of these studies 

also believed that profiling for certain health conditions could help to increase access 

to health services, improve the diagnosis of health conditions, and target advertising 

for the provision of mental health care [151]. 

In this way, we suggest that non-profit and licensed health organisations should 

be representatives of other stakeholders to use health analytics results and target ad-

vertisements to users with certain health conditions. However, participants agreed that 

their privacy must outweigh societal benefits. If the organisations can reassure social 

media users that their privacy is safe and the top priority, this would make users feel 

more comfortable to receive health services and interventions [151].  

5.2.5 Government 

Governments and authorities are a group of people who create laws and are 

responsible for managing duties and services of stakeholders in the framework to use 

social media data for health analytics ethically and transparently. Governments and 

authorities should facilitate researchers, platform providers, and health organisation to 

generate public health, economic, scientific, and societal value for stakeholders. Au-

thorities should also focus on the protection of unwanted surveillance and intrusion 

affecting to their citizens [161, 162]. They also need to penalise stakeholders who 

break the rules. 
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5.3 Ethical Considerations and Practices 

Stakeholders relevant to using profile-based social media data for health ana-

lytics should be aware of ethical considerations and practices. All stakeholders should 

respect a code of conduct and any policy changes affecting to their roles. 

5.3.1 Identity and User Protection 

As explained in section 5.2.3, few studies have focused on ethical issues. Study 

[163] provided a taxonomy of ethical concepts to bear in mind when using Twitter 

data for public health studies. Studies [163, 164] reviewed and presented normative 

rules for using public Twitter data, including: paraphrasing collected posts, receiving 

informed consent from participants, hiding participant’s identity, and protecting col-

lected data.  

One possibility to reduce any conflict in this area of research is to anonymise 

the collected datasets to prevent the identification of users [165, 166]. In the US and 

UK, any research involving human participants must provide project information to 

IRBs or ethics committees for revision and obtain approval prior to data collection 

[167, 168]. 

Additionally, according to the Federal Policy for the Protection of Human Sub-

jects ('Common Rule'), all studies conducted in the US are required to offer an opt-out 

for participants. However, private companies do not fall under this rule [147]. These 

ethical practices help to safeguard right of participant and their data privacy [156]. 
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5.3.2 Policies and Terms of Service 

Working with data collection from profile-based social media platforms, re-

searchers need to take account of policies and terms of service (TOS). The study [169] 

reviewed TOS from over 100 different social media platforms. It shows that TOS from 

different platforms may state what types of data and in which way the data can be 

collected can be collect. TOS may be changed to respond to government regulations 

and some ethical concerns. This may have a big impact on using profile-based social 

media data for research. Researchers have to follow the terms of service of the social 

media platforms. When the policies are changed, it may have an effect on restrict to 

their services and sensitive information to protect data privacy.  

For instance, the Facebook scandal and data misuse occurred in March 2018 

[155]. This highly impacted on Facebook, which needed to change their policy and 

TOS [170]. Those changes restricted researchers’ and developers’ access to Facebook 

data. They needed to change their app mechanisms to comply with the terms and pass 

couple review processes (as elaborately explained in appendix A.3.1).  

This may also prevent the researchers from accessing social network data and 

makes research progress delayed. For instance, with the TOS changes, all applications 

on the platform were required to re-submit for app review and pass business verifica-

tion process. These further steps prevented some applications operating on Facebook, 

because some researchers of the applications could not provide business documents 

during the business verification. The data collection tool from Facebook elaborately 

explained in appendix B.2 could not be used for our earlier purposes due to this issue 

as well. 
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5.4 Success of Profiling Social Media for Health 

Conditions 

In a recent survey on using social media data to identify users with depression, 

UK social network users expressed serious concerns about privacy risks and did not 

see the potential societal benefits outweighing these risks [151]. Thus, if these tech-

nologies are to have a meaningful impact on people’s lives, increased importance must 

be placed on the transparency and trust of the analytics performed.  

Achieving this trust is, to some extent, reinforced by the required compliance 

of any research with ethical codes and with our above framework, which would help 

to raise confidence in data safety and transparent analysis. 

Another concern that would help profiling social media users for mental health 

to be success is online safe spaces. The users should collaboratively create online safe 

spaces and prevent online harms. The use of incivility, intolerance, and toxic language 

can prevent the users from being open-minded [171]. Users who posted about suffer-

ing from influenza, for instance, received sympathy, while users publishing about their 

infection with the human immunodeficiency virus (HIV) experienced stigma and dis-

crimination from other users [162]. This means that users with certain medical condi-

tions cannot openly express about their health issues. It would affect the effectiveness 

of health analytics from social media data because people cannot open-minded and 

disclose their conditions. With the issue around intolerance, this may introduce the 

problem of self-disclosure bias and performance of a predictive model, because users 

with mental problems may not want to publish their health conditions 
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To be successful, all stakeholders in our proposed framework need to facilitate 

each other and comply with ethical codes. Researchers, social media providers, and 

health organisations should collaborate together to provide better societal benefits for 

social media users. Governments and authorities need to protect their citizens by 

providing laws and regulations to control stakeholders to be ethical. All stakeholders 

need to ensure that societal benefits outweigh the risks to privacy of users. 

 Other third parties such as publishers should also monitor researchers and re-

search studies to be ethical and transparent, when they are publishing articles by re-

quiring their IRB approvals. 

Finally, profiling for mental health conditions and target advertisements for 

mental health services can be achieved by collaborations from everyone. This is still 

a question to how we can control and convince everyone to protect privacy of and 

build trust for users. We all are as researchers and academics also need to be ethical 

and transparent and build trust for other stakeholders. 

 

5.5 Discussion 

These ethical and users concerns reported in this chapter are applied to our 

present study and linked up to earlier chapters. Compatible with the users concerns 

explained above, our study removes all important information and delete identities of 

users collected and used in our dataset. Without a mechanism to report users collected 

their data, we did not import them when collect their public data, as explained above. 

Social media platforms may provide a mechanism for researchers to import users, 
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when we are collection their profiles, even publicly accessible, because some of them 

may want to publish their content for purposes but not for research. 

Another concern by users and government is the transparency of model pre-

dictions and biases. This study demonstrates that we can build a predictive model with 

transparency by illustrating what the model focuses on and how it makes a decision. 

Ethical practices are linked up to the papers included in our systematic review. 

This shows that many studies concerned user’s privacy by removing all identities and 

asking for informed consent to access profiles of users. 

 

5.6 Summary 

This chapter described the ethical concerns surrounding profiling for health 

analysis from profile-based social media data. We proposed a framework to tackle the 

issues of using publicly available data sources and targeted advertising for the provi-

sion of health care. The framework provides a detailed description of stakeholders and 

their responsibilities to facilitate the success of advertisements for mental health ser-

vices. Overall, all the stakeholders need to build trust in those services and assure users 

that the potential benefits for them and for the society outweigh any risks to privacy.  

 

 



Chapter 6  

Conclusion 

This chapter will summarise the research results and findings described 

throughout the thesis. It will highlight the implications of using machine learning on 

profile-based social media data sources for identifying users suffering from mental 

health disorders. Finally, this chapter also provides future directions for this area of 

research. 

 

6.1 Research Objectives and Contributions 

With the increasing number of people suffering from mental disorders and 

abundance of data produced on social media, monitoring users’ mental health is be-

coming a promising area of research. This thesis developed predictive models for de-

tecting depressed users from their profile-based social media data and identifying tex-

tual content associated with self-disclosure of mental health disorders. At the outset of 

this thesis, we listed four research objectives: 

1. Survey the scope and limits of cutting-edge techniques for developing pre-

dictive models to identify profile-based social media users with mental 

health disorders. 

2. Construct predictive models to classify profile-based social media users 

with mental health illnesses and identify textual content related to self-dis-

closure of mental illness. 
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3. Evaluate the feasibility of these models on examples of a microblogging 

platform and a social network platform. 

4. Examine the impact of the work presented on ethical issues concerning the 

use of social media data for research. 

We shall now discuss the findings of each one of these objectives. 

6.1.1 Research Gaps and Growing Demands 

The survey presented in Chapter 2, provided the scope and limits of the current 

state-of-the-art in mental health predictive analytics from social media. 

The review showed a rise in popularity of this area, with more than half of the 

studies included focusing on depression. With the rising number of people suffering 

from depression, it is likely that the study of this disease will remain valuable in terms 

of societal benefits.  

Articles published before 2017 intensively focused on the impact of classical 

NLP and manual feature extraction techniques such as LIWC on the accuracy of pre-

dictive models. The majority of predictive models developed from the reviewed stud-

ies used classical machine learning models such as regressions, SVMs, and decision 

trees. Statistical analysis was commonly used to understand the importance of indi-

vidual features and their contribution to the model, typically requiring some mental 

health domain knowledge to interpret the results. 

With deep learning techniques achieving notable performance in several fields, 

including medical image recognition, a promising research direction is to apply deep 

learning models with explainable and interpretable ability to classify users with mental 
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illness from their profile-based social media data. Deep learning approaches have the 

ability to automatically extract features from raw text [172] and visual input data 

[173], so-called feature learning or representation learning.  

This ability can help people outside the medical area to use these models. How-

ever, the challenge of deep learning is that it typically results in black box models 

whose inner workings are difficult understand due to the numbers, size, and nonline-

arities of its layers [174, 175].  

Explainability is introduced to eliminate the challenge. An explainable model 

is the capability of a machine learning model to present meaningful and insightful 

information to stakeholders to easily understand. Local Interpretable Model-agnostic 

Explanations (LIME) [176] and SHapley Additive exPlanations (SHAP) [177], for 

example, approaches are proposed to extract an individual prediction of a predictive 

model. These techniques work well in several types of data e.g., text and image and 

can be applied into classical machine learning e.g., random forests and neural net-

works. They also are the most comprehensive and dominant across many research 

areas [178]. 

Interpretability is the capability of a machine learning model to present a set 

of properties that the model bases a prediction on, e.g., a linear regression model can 

present the probability distribution of variables contributing a prediction result or a 

decision tree can provide internal nodes representing possible outcomes.  

The difference between interpretability and explainability is that the former 

describes the set of inputs that a machine learning model uses to build its internal 

relations, while the latter focuses on giving the explanation about an individual pre-
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diction made by a model. Black-box, so-called explainable models, comparatively per-

forms better than white-box, particularly so-called interpretable models, well in many 

tasks, but the challenge of the black-box is explainable predictions.  

Only a minority of the studies surveyed in our systematic review used deep 

learning techniques, and they failed to provide explainable and interpretable results, 

but only focused on proposed machine learning architectures and model accuracy. 

Similarly, Linardatos reported that research studies focused on the performance of 

predictive models rather than the understanding behind these predictions. The field of 

eXplainable Artificial Intelligence (XAI) have attracted researchers after 2018 [178]. 

This highlights the importance of explainability and interpretability of ma-

chine learning in medical research, which is particularly relevant in mental health, as 

disease mechanisms are still not fully understood [179]. The extracted information 

from deep learning may provide us better understanding of how people cope with dis-

ease and help us diagnose sufferers better. LIME and SHAP are the example methods 

that can be applied to a predictive model to help us better understand how the model 

makes a decision. We also propose MIL- and MILA-SocNet that show how the model 

explains predictions. 

6.1.2 Predictive Models for Detecting Users with Mental 

Disorders from Profile-Based Social Media Platforms 

After identifying this research gap in the literature, we proposed deep learning 

predictive models to classify social media users with mental health illness and provide 

explainable and interpretable power. A social media dataset contains labels not only 

for users but for individual posts as well, as explained in Section 3.2. Considering the 
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nature of a dataset, an algorithm needs to be optimised for a particular type of a dataset 

[180–182]. We found the paradigm of multiple instance learning (MIL) to be well-

suited to a profile-based social media dataset. 

The two models developed, with and without anaphora resolution, were eval-

uated against a set of previously published models ranging from classical machine 

learning to deep learning techniques in Chapter 4. The experiments found that our 

algorithms (MIL-SocNet and MILA-SocNet) are suitable for a profile-based social 

media dataset and a task of classifying social media users with mental disorders, as 

can be seen from promising and comparable results against other published algo-

rithms. 

6.1.3 Applicability of Multiple Instance Learning Algo-

rithms  

Our proposed models were trained on a microblogging platform dataset from 

Twitter and a social network dataset from Facebook. We found that both models were 

effective in identifying markers of mental illness, which were confirmed by our sub-

jects found to be experiencing a range of emotions, e.g., feeling broken-hearted, suf-

fering a loss, experiencing school problems, as shown in Table 4-4 and Table 4-9. 

These all match existing knowledge of depression, however, in the future this may 

pave the way for detecting new and emerging features associated with mental disor-

ders, such as long-COVID, furlough concerns, etc. 

These results confirmed our hypothesis that MIL is well-suited to profile-based 

social media datasets and can identify markers associated with mental disorders. As 

can be seen, MIL itself can detect and label posts relevant to mental health topics, 
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while other machine learning approaches required additional methods, such as statis-

tical analysis, to extract usable knowledge.  

6.1.4 Ethical Standards for the Study of Mental Disorders 

from Profile-Based Social Media Platforms 

The issue for user consent is particularly relevant when using data posted onto 

social media, so we surveyed the main issues that users express concern about with 

regards to the use of their data. 

One clear concern is the risk to users’ privacy, with social media providers not 

being trusted as data custodians, as highlighted in several studies [151, 153, 183]. So, 

one clear direction for the success of profiling social media for mental health is to 

build trust for the users. We must assure users that their data will not be misused and 

accessed by other third parties.  

Additionally, we surveyed studies on ethical issues concerning the use of social 

media data for profiling mental health. We summarised and proposed a framework for 

the key stakeholders including users, social media providers, researchers, health or-

ganisations, and governments. All these stakeholders need to build trust for the users 

by ensuring the security of data collection, removing identifiable information, provid-

ing effective opt-out options, using data transparently and with clear goals with direct 

mapping to benefits for individual users and/or society. 

Additionally, all stakeholders from our purposed framework should collabo-

rate to foster societal benefits from profiling social media data for health users. This 

also comes to the question whether social media platforms should help research soci-
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eties and allow researchers to access their data for academic purposes easier. For ex-

ample, Facebook should permit research accessing its platform to foster health re-

search from its data. Noticing, relatively few studies used Facebook data to profile 

users’ health and mental problems. It also highlights that the researchers should make 

decision ethically for data collection from social media platforms by considering the 

context of their research studies and TOS of social media platforms [169]. 

Engagement with the users themselves is needed to create an environment in 

which users are comfortable to freely and openly express their feelings, thoughts, and 

expressions about their mental health issues, and where interaction with other users 

can provide them with valuable helps and interventions.  

Finally, GDPR regulation requires the transparency of computing algorithms. 

A model or algorithm needs to provide “meaningful information about the logic in-

volved, as well as the significance and the envisaged consequences of such processing 

for the data subject” [184, 185]. Our work proves that our proposed models can pro-

vide insightful information of how the model makes decisions as shown in sections 

4.1.5.2 and 4.2.5.2. 

 

6.2 Future Directions 

As this research showed, it is feasible to use machine learning for identifying 

profile-based social media users with mental health problems. This section will high-

light important open questions which have the potential to further develop the field 

and propose a framework for delivering digital interventions. 
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The combination of different feature spaces and data sources: The experi-

ments presented relied solely on textual data for modelling. The combinations of dif-

ferent feature spaces such as images, links, and comments posted on profile-based 

social media can improve the performance of a model [60]. It is also possible to link 

profile-based social media data to data from other sources such as electronic health 

records or wearables and other smart devices to provide a richer data space for detect-

ing mental and physical health problems [186]. 

On acceptance of profiling profile-based social media for mental disorders 

from users, supporting methods can be developed to translate this innovation into prac-

tice and provide digital help to individuals. Figure 6-1 depicts the potential ecosystem 

of applications for users and mental health services. The applications include: 

 

 

Figure 6-1 Conceptual view of social network-based mental health research. 
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Digital intervention: A reliable predictive model will eventually allow early 

detection and pave the way for health interventions in the forms of promoting relevant 

health services or delivering useful health information links. By harnessing the capa-

bilities offered to commercial and non-commercial entities on profile-based social me-

dia, there is a potential to deliver real health benefits to users such as online mental 

health services to a person needing mental health support. 

Digital intervention tools can be used to provide interventions for users iden-

tifying as suffering from mental health issues. Having been identifying by the tool, the 

user would be presented with a predictive result, and based on the result, presented the 

findings together with links to appropriate mental health services. Example screens 

are shown in Figure 6-2 and Figure 6-3. Such tools could play a significant role in 

getting the patients into services sooner, when their treatment cost is lower and out-

comes better – a major challenge for mental health service providers. 
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Figure 6-2 The example of digital intervention tool shows the screen when not detect-

ing users with mental disorders 
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Figure 6-3 The example of digital intervention tool shows the screen when detecting 

users with mental disorders. 

 

Medical decision support system: Profile-based social media data can offer 

many insights about the health of users. A predictive model with explainability and 

interpretability power can help doctors to receive more useful information to make a 

treatment decision. Symptoms of mental disorders may be extracted from posts of us-

ers as shown in Table 4-4 and Table 4-9. The doctors can use that information to di-

agnose patients.  
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6.3 Closing Remarks 

The potential impact of this research lies in its ability to offer depressed social 

media users suitable help at an early stage. Depression, as well as other mental health 

disorders, is easier and cheaper to treat the sooner patients seek help, and offering 

these services to people may significantly improve their outcomes. Targeted advertis-

ing by mental health charities may be seen as intrusive but is essentially no different 

than companies advertising their products to potential consumers based on their web 

activity. 

Early research into the public perception of this type of data usage shows that 

there is some public scepticism about this approach [150, 151]. To overcome this an-

imosity towards using social media data for mental health prediction modelling, we 

believe that future research in the area should focus on explainability and interpreta-

bility. We have shown that deep learning models perform well, but they offer no ex-

planation of their decision-making process [187, 188]. Extraction of patterns from the 

models can improve interpretability, as we demonstrated with the social media post 

weight examples, and systematic sampling should be employed to achieve acceptable 

levels of trust. To gauge how acceptable these techniques are to the public, we intend 

to work with citizen juries to explore whether an improvement in explainability can 

lead to a change in public opinion [189]. 
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We are now closing with take away messages as follow: 

• Although the current performance of predictive models for detecting pro-

file-based social media users with mental disorders is in the ascendant, reli-

able predictive models will eventually allow early detection and pave the 

way for health interventions and medical decision support system. 

• A new model in this field needs to come up with explainability and inter-

pretability to provide experts and practitioners a remarkable insight about 

the symptom of mental disorders. 

• Finally, researchers, health organisations, social media providers, and gov-

ernments, including users themselves must not only prioritise individual and 

societal benefits but also eliminate risks to privacy to put forward the suc-

cess of the profiling social media for mental health and digital interventions. 
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Appendix A  

Background 

This chapter provides the necessary background to the novel research work 

presented in later chapters. We start off by detailing types of mental disorders, mental 

illness screening, burden of mental diseases, and depression. This is followed by ap-

proaches to social media data collection, data annotation and the building blocks for 

predictive modelling. Finally, different techniques for model evaluation are described.  

 

A.1 Mental Health Disorders 

World Health Organization (WHO) defines “mental health as a state of well-

being in which the individual realises his or her abilities, can cope with the normal 

stresses of life, work productively and fruitfully, and is able to make a contribution to 

his or her community” [190, 191]. While an individual might periodically feel deeply 

unsatisfied, people suffering from being constantly and deeply unhappy may fall into 

mental illness. Mental health disorder is characterised as a medical condition in which 

a patient tends to express negative emotions, thinking, behaviours, and relationships 

[192]. 

A.1.1 Types of Mental Illness 

Mental illness comprises different types of disorders. Common mental disor-

ders include depression, generalised anxiety disorder (GAD), social anxiety disorder, 
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panic disorder, phobias, obsessive-compulsive disorder (OCD), and post-traumatic 

stress disorder (PTSD) [193, 194]. 

Depression: It refers to a situation in which people lose interest, remain in un-

stable moods, and socially isolate from others. Sometimes they might experience 

physical problems in parallel (e.g., weight loss/gain and poor sleep). 

Generalised anxiety disorder (GAD): Patients with GAD suffer extreme and 

unnecessary levels of anxiety and worry about activities and events of their daily life. 

They cannot easily control the anxiety and worry, occurring over at least 6 months. 

Social anxiety disorder: This is confined to one specific phobia, namely social 

phobia. An individual with this disorder tends to avoid social situations, because of a 

fear of being distinguished or denied, usually leading to problems in education, em-

ployment, and daily life’s activities. 

Panic disorder: Panic disorder refers to a condition in which a person fears 

unexpected and immediate particular situations, resulting in the person avoiding them. 

Phobias: A person will feel extremely afraid of specific objects or situations, 

leading to avoid them.  

Obsessive-compulsive disorder (OCD): Common signs of OCD are obsessions 

and compulsions. People suffering from this disorder experience overthinking and/or 

perform a repetitive pattern uncontrollably. 

Post-traumatic stress disorder (PTSD): PTSD is characterised by recurrent 

thoughts and fear of traumatic events (e.g., violence, accidents, disasters, or wars). 
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A.1.2 Mental Health Screening 

To screen symptoms of these disorders and diagnose them, since April 2006, 

General Practitioners (GP) have used well-established and widely validated question-

naires. Additionally, GPs might consider a patient’s medical history rather than relying 

exclusively on score of the questionnaires [193]. 

The Centre for Epidemiological Study Depression Scale (CES-D) is a common 

and well-designed questionnaire to measure and screen depressive tendencies [9]. It 

has been used to screen respondents with depression both in the general population 

and in primary care settings [195]. This questionnaire consists of 20 items. Each of 

them asks how often the respondent has felt in different states or moods over the last 

week. The answers are rarely or none of the time (less than 1 day), some or a little of 

the time (1-2 days), occasionally or a moderate amount of the time (3-4 days), and 

most or all of the time (5-7 days). The total score ranges from 0 to 60 and can used to 

screen a respondent as depressed or non-depressed. 

Apart from the usage of surveys to diagnose mental illness, personality assess-

ment [196], negative cognitive biases [197], ruminative thinking [198], and linguistic 

analysis [199] can also predict the prevalence of mental disorders [24]. 

A.1.3 Burden of Mental Disorders 

Mental illness is one of the leading diseases for global population. Figure A-1 

shows disability-adjusted life years (DALYs  ̶  is measured from years of life lost and 

years lived with disability  ̶  as displayed in Figure A-2) caused by diseases between 

1990 and 2019. As can be seen, mental and substance abuse disorders are constantly 

growing from ranked ninth in 1990 and to fourth ranked cause of DALYs in 2019 
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globally. It tends to continuously increase afterward. The number of global patients 

suffering from mental disorders is estimated to be over 970 million in 2019 [200]. 

 

 

Figure A-1 Disability-Adjusted Life Years (DALYs) caused by global diseases from 

1990 to 2019 (data from [200]) 

 

 

Figure A-2 DALY disability affected life year infographic retrieved from Wikimedia 

Commons5 

 

5  https://commons.wikimedia.org/wiki/File:DALY_disability_affected_life_year_info-

graphic.svg 
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In terms of an economic burden, the global costs of mental health problems 

approximated 2.5 trillion USD in 2010, and it is expected to be 6.1 trillion USD by 

2030 (see Figure A-3-A). It disrupts economic growth in many countries, especially 

in low- and middle-income. The calculation of the costs normally takes no account of 

indirect costs such as national level: mental, human capital and economic growth 

losses; workplace level: work productivity losses, worker replacement costs, and ear-

lier retirement; and individual level: income losses and poverty, poor educational at-

tainment, and lower life expectancy [3, 201]. Figure A-3-A indicates that the indirect 

costs of mental illness are greater than the direct costs. Mental disorder costs also con-

tribute to the largest proportion of economic losses among the leading diseases [202] 

as shown in Figure A-3-B and C. 

 

 

Figure A-3 Economic costs of mental disorders in trillion US$ using three different 

approaches: direct and indirect costs of mental disorders (A), the cumulative eco-

nomic output loss between 2011 and 2030 (B), and risks and money to quantify the 

risk of disability or death (C) (taken from [202]) 
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A.1.4 Depression 

Depression contributes to the most DALYs (see Figure A-4). According to the 

statistics of WHO report, the number of global patients suffering from depression is 

estimated to be over 264 million in 2020 [1]. Even with so many people suffering from 

depression, 93% of them received no treatment in developing countries and 72% could 

not access mental health services in developed countries. Scaled-up treatment for de-

pression can reduce the loss of 230 billion USD [7]. 

Depression is a common mental disorder ranging from mild to severe. In the 

worst case, patients with severe depressive disorder can commit suicide. People with 

depression tended to commit suicide 20 times more often than people without depres-

sion [203]. 

 

 

Figure A-4 Disability-Adjusted Life Years (DALYs) caused by mental and substance-

use diseases from 1990 to 2019 (data from [200]) 
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The above information shows that mental disorders, especially depression, are 

among the top-5 most concerning world health issues to be addressed. This highlights 

the need of a novel and effective approach for early detecting people with depression 

and broader providing better mental health services accessible by everyone. 

 

A.2 Social Media Data 

Social media are online platforms that allow users to create, discuss, modify, 

and exchange content. Users registering on such platform can present their identities 

to others, communicate with others, form a wide variety of interest groups, and estab-

lish or maintain relationships [204].  

Social media comprises various types of platforms with different characteris-

tics. This helps define a profile-based platform to collect users’ data and annotate those 

users associated with mental disorders. 

A.2.1 Social Media Typology 

Based on the above definition, social media can be classified into the 13 dif-

ferent types. Table A-1 describes the definitions of each social media [205]. 

Table A-1 Definitions of social media types 

Type of Social 

Media 

Description 

Blogs A blog, shortened from web and log, is a list of ordered posts 

published by a poster. Other users can read and comment. 
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Type of Social 

Media 

Description 

Example: wordpress.com, medium.net 

Business  

networks 

A business network is a platform where individuals create a pro-

fessional profile to connect and maintain professional contacts. 

Companies seek new employees based on professional profiles.  

Example: linkedin.com, xing.com 

Collaborative 

projects 

A platform facilitates users with a common interest to collaborate 

to develop a new project. The result from the project is typically 

released as open source. 

Example: wikipedia.org, mozilla.org 

Enterprise  

social networks 

Enterprise social network is a private platform for employees in 

a specific company to connect to one another and exchange 

knowledge in the company. 

Example: yammer.com, socialcast.com 

Forums A forum is an online discussion board where users can create 

topics to ask or exchange with other users and reply to user’s 

topics. 

Example: quora.com, reddit.com 
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Type of Social 

Media 

Description 

Microblogs Microblogs are like blogs but there is a word limitation of the 

length of posting e.g., 280 characters. Posts may contain pictures, 

videos, and URLs. Users can follow other accounts. 

Example: twitter.com, weibo.com 

Photo sharing Photo sharing is a platform where users can upload, caption and 

share photos. Other users can comment the shared photos.  

Example: flickr.com, instagram.com 

Products/ 

services review 

Product and service review platforms are websites where users 

can evaluate products and write or read reviews. The sites often 

sell or provide product information. 

Example: amazon.com, yelp.com 

Social  

bookmarking 

Social bookmarking is a centralised platform for users to create 

and arrange bookmarks in order to share with others. 

Example: delicious.com, pinterest.com 

Social gaming Social gaming refers to online games that users can interact and 

collaborate with other players. 

Example: gameloft.com, steam.com 
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Type of Social 

Media 

Description 

Social networks Social networking platforms allow users to create profiles and 

connect to others who know each other or have common inter-

ests. Users can post text, pictures, videos, and URLs. 

Example: facebook.com, vk.com 

Video sharing Video sharing refers to an online platform where users can up-

load and share videos. The platform may allow users to comment 

on the videos. 

Example: youtube.com, tiktok.com 

Virtual worlds Virtual worlds are online places where users can create a custom-

ised avatar to represent themselves. These avatars are used to in-

teract and communicate with other avatars. 

Example: secondlife.com, twinity.com 

 

Another social media typology is based on the nature of connection (profile-

based versus content-based) and the level of customisation of messages (broadcast 

versus customised). Table A-2 provides details of nature of connection. Profile-based 

versus content-based and customised versus broadcast dimensions can be used to de-

fine four types of social media using a two-by-two matrix, as shown in Table A-3 

[206]. 
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Table A-2 Profile-based vs. content-based social media (taken from [206]) 

 Profile-based Content-based 

Focal point The individual member Contents posted 

Nature of  

information 

Topics are typically related to 

the person 

Discussions and comments are 

based around contents posted 

Main purpose Users make connections mainly 

because they are interested in 

the user behind the profile 

Users make connections be-

cause they like the contents a 

certain profile provides 

Examples Facebook, Twitter, Line, 

Whatsapp 

Flickr, Instagram, Pinterest, 

YouTube 

 

 

 

 

 

 

 

 

 



A.2 Social Media Data   

Page| 170 

Table A-3 Social media matrix (taken from [206]) 

 Customised Message Broadcast Message 
P

ro
fi

le
-b

a
se

d
 

Relationship 

Allowing users to connect, recon-

nect, communicate, and build  

relationships. 

(e.g., Facebook, LinkedIn,  

Line, Whatsapp) 

Self-Media 

Allowing users to broadcast their 

updates and others to follow. 

 

(e.g., Twitter, Weibo) 

C
o
n
te

n
t-

b
a
se

d
 

Collaboration 

Allowing users to collaboratively 

find answers, advice, help, and 

reach consensus. 

(e.g., Quora, Reddit,  

Yahoo! Answers) 

Creative outlets 

Allowing users to share their  

interest, creativity, and hobbies 

with each other. 

(e.g., YouTube, Flickr,  

Foodily, Pinterest) 

 

The focus of this thesis is on individuals’ content-based and profile-based so-

cial media platforms, because we explore mental illness content on users’ profiles and 

detect users with mental disorder from their textual content. Profile-based social media 

platforms selected for this study are microblogs like Twitter and social networks like 

Facebook. Unlike other types of social media, social networking and microblogging 

platforms allow users to create personal profiles, establish new relationships as well 

as maintain close friendships, publish status updates, and have interactions with other 

users. Those users openly express a variety of thoughts, feelings, and emotions every 

day.  
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In 2020 there are over 3.6 billion social media users [207]. Just the most pop-

ular social networking site, Facebook, contains over 1.88 billion daily active users in 

March 2021 [13]. The most popular microblog, Twitter, contains more than 199 mil-

lion daily active accounts in the first quarter 2021 [14]. 

A.2.2 Data Collection from Social Media Users  

Data collection is normally considered as the first step of the development pro-

cesses of a predictive model. Within the context of research from personal data like 

social media, data collection can be considered as one of the hardest steps, due to 

ethical issues, transparent data processing, and data privacy [151]. This step begins 

with how to collect users possibly associated with mental disorders, and then annotate 

those users.  

A dataset can be obtained by two approaches: (1) to directly collect from sub-

jects and (2) to directly aggregate from a social media site. This depends on the pur-

pose of each study and the target platform. 

A.2.2.1 Direct Collection from Subjects 

In medical and social sciences, human subject research is a systematic ap-

proach to observe and analyse humans agreeing to take part in a study [208, 209]. 

Choudhury et al. (2013) adapted the human subject research method to observe and 

collect data from social network users suffering from mental disorder symptoms [24]. 

They recruited participants and used a questionnaire to screen them for mental disor-

ders. Eichstaedt et al. (2018) asked patients to participate in their study and used med-
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ical records to classify the patients as being depressed [28]. After screening, both stud-

ies asked participants for access to their social media data to collect social network 

profiles. 

A.2.2.2 Aggregating Data Extracted from Public Posts 

Another method is searching target users using keywords. This approach is 

considered an easy and cost-time effective approach to collect users associated with 

mental disorders from social media platforms, compared to the previous method. In 

2014, Coppersmith et al. introduced an automatic data collection method to search 

target users with mental health disorders [22]. They used regular expressions or key-

words to search for a set of target tweets mentioning the diagnosis of mental health 

diseases. The returned tweets were investigated and verified as genuine tweets, which 

revealed mental health diagnosis of the tweet owners. This approach is normally per-

formed in Twitter. After receiving a set of target posts, verification and annotation 

processes will be further conducted. 

A.2.3 User Verification and Annotation 

After receiving a set of target users or posts, every user and every owner of the 

returned posts from a profile-based social media platform needs to be annotated. This 

step is an important one, because correctly labelled users can help to distinguish be-

tween user groups and to analyse differences between them. There are two main ap-

proaches to user annotation. The first method is screening users with a questionnaire 

and another is manual annotation. 
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A.2.3.1 Screening Users with a Questionnaire 

A traditional and medical method to screen patients for mental health disorders 

is the use of a self-report questionnaire. This method has been applied to screen online 

users with depression [24]. Common questionnaires used to screen users with depres-

sion on include the CES-D questionnaire as explained in section A.1.2 and Patient 

Health Questionnaire-9 (PHQ-9). 

A.2.3.2 Manual Annotation 

Another approach to annotating users with mental disorders is manual annota-

tion. This method is usually associated with the approach to searching users by key-

words (see section A.2.2.2). Researchers investigate every returned message from a 

social network platform and manually annotate the tweets.  

Klein et al. (2018) provided detailed processes of collecting data for health-

related events on social media [210]. Figure A-5 depicts the workflow of annotating 

users with depression. First, a set of regular expressions is created to search messages 

mentioning self-expressions or self-declaration related to mental disorder diagnosis 

via a search API. It returns a set of matching messages, which must be manually ver-

ified to identify genuine messages exactly mentioning diagnosis. The profiles of veri-

fied users who disclosed their mental illness diagnoses are annotated as positive. Pub-

lic pages publishing mental health information are removed or annotated as negative. 

Finally, we receive a target group or users disclosing their mental illness diagnose. 
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Figure A-5 The workflow for mining profile-based social media users with depression 

 

A.3 Data Collection from Social Media Platforms 

There are different methods for collecting profile-based social media data de-

pending on platforms and policies. This section focuses on common and popular social 

media platforms in which users can update statuses on their timelines and have inter-

actions with friends. In particular, we will focus on data collection from Facebook and 

Twitter. 

A.3.1 Facebook 

Facebook allows a developer or a company to use their services such as artifi-

cial intelligence, gaming, virtual reality, and business tools. One service that research-

ers are interested and consider valuable for research is called “Facebook Login” 6. An 

 

6 https://developers.facebook.com/docs/facebook-login/overview 
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API is provided to develop apps that allow users to log in using their Facebook account 

and to provide permissions to access their profiles. 

To use this function, the developer needs to provide app descriptions and how 

the app uses users’ data in order to get approval from Facebook before releasing the 

app for public use. There are two approval states (i) app review and (ii) business ver-

ification or individual verification7. 

App review is a general review process which an app must pass before being 

published. Apps that request to access Facebook name, an email, and a current profile 

picture may not go through this process. One permission that is valuable for observing 

user’s behaviours is “user posts”, which must pass the review process and get ap-

proved. 

Business verification or individual verification is another process to allow Fa-

cebook to verify a business or an individual developer before provide access to sensi-

tive user’s data, such as user posts, friend lists, and location check ins. 

Some permissions are available at both business and individual verification 

levels, but some are available only at the business verification level. For example, the 

user post permission is only available with business verification. This means that any 

app requesting access to user’s posts needs to pass both app review and business ver-

ification processes. 

 

7 https://developers.facebook.com/docs/facebook-login/review 
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Similar to Twitter search API, Facebook provides a new channel for accessing 

public Facebook data for researchers. However, the access allows only for public con-

tent across Facebook Pages and Groups, as well as verified profiles and public Insta-

gram accounts. In this way, we cannot collect profiles of target users for our research 

purposes. Currently, Facebook focuses on misinformation, elections, COVID-19, ra-

cial justice, well-being only. Other categories listed cannot be accessed using these 

services8. 

 

A.3.2 Twitter 

Twitter provides many API channels ranging from publishing tweets to adver-

tising. The most useful APIs that researchers can use to collect user’s data are search 

tweets API9 and get timelines API10. 

The Search tweet API allows developers to search or query a set of matching 

tweets using keywords and operators. This API can retrieve tweets since the first 

tweets in March 2006. Twitter offers three different types of search APIs: 

1. Standard API provides a sampling of recent Tweets published in the past 7 

days. 

2. Premium API has free and paid access to either the last 30 days of tweets or 

full access to tweets since 2006. 

 

8  https://help.crowdtangle.com/en/articles/4302208-crowdtangle-for-academics-and-re-

searchers 
9 https://developer.twitter.com/en/docs/tweets/search/overview 
10 https://developer.twitter.com/en/docs/tweets/timelines/overview 
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3. Enterprise API is a paid version, which can access to both the last 30 days of 

tweets and full access to tweets since 2006. 

The difference between premium and enterprise APIs is that the former has 

more restrictions. For example, the enterprise API allows a single query of up to 2,048 

characters per request, while the premium API can use up to 1,024 characters. Enter-

prise API retrieves up to 500 tweets per request and premium API returns the maxi-

mum of 100 tweets. 

Twitter is releasing the new version of Twitter API v2, which the above rules 

may be changed11. This API also includes “academic research product track”, which 

allows researchers to access Twitter's real-time and full historical public data with no 

cost12. 

Get tweet timeline API is an endpoint to retrieve tweets on the timeline of a 

user. This API provides up to 3,200 recent tweets on the timeline. 

A.4 Natural Language Processing (NLP) 

Natural language processing (NLP) is the field of studying and understanding 

human languages using computers. NLP studies speech recognition, understanding, 

machine translation, and generation. It is a multidisciplinary approach consisting of 

linguistics, computer science, cognitive science, and artificial intelligence [211]. This 

 

11 https://developer.twitter.com/en/docs/twitter-api/early-access 
12 https://developer.twitter.com/en/products/twitter-api/academic-research 
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study focuses on natural language understanding to investigate textual content pub-

lished on social network profiles. The following section will explain descriptions of 

text processing to process written languages. 

 Text processing is used to interpret written languages in an appropriate format 

understandable by a machine. It includes from a simple step like separating given text 

into smaller parts to a complicated approach. This section explains segmentation, to-

kenisation, and word embedding. 

A.4.1 Segmentation 

Segmentation is the process of separating a given text into smaller segments 

[212]. It includes two types: one for sentence segmentation, and another for word seg-

mentation. Sentence segmentation separates a given text into several sentences. It can 

use question mark, comma, or conjunction words to separate the sentences. This ex-

ample shows how sentence segmentation segments an English text: 

“I am not feeling well these days, since I have massive workloads 😢 😢 😢.” 

This can be segmented into 2 sentences: one for “I am not feeling well these 

days”, and another for “since I have massive workloads 😢 😢 😢”. It uses a comma 

to separate the sentences. 

Word segmentation is used to separate a given text into smallest parts [212]. 

The simplest way of performing word tokenisation is using white spaces, commas, 

and question marks. From the above example, a tokeniser extracts the text as: 

“I” “am” “not” “feeling” “well” “these” “days” “,” “since” “I” “have” “mas-

sive” “workloads” “😢” “😢” “😢” “.” 
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A.4.2 Linguistic Inquiry and Word Count (LIWC) 

Linguistic Inquiry and Word Count (LIWC) is a text analysis program used 

to extract relevant psychological meanings and linguistic styles from text [213]. LIWC 

is mainly used in the health analytics and mental health detection from social media 

data. This tool provides up to 93 dimensions from a given text. The psychologically 

meaningful categories and function words include, for instance, affect words (positive 

emotion, negative emotion, and sadness), parts of speech (1st personal singular pro-

noun, impersonal pronouns, negations, and regular verbs), personal concerns (work, 

death, and money), and punctuation (commas, question marks, and parentheses). For 

instance, Table A-4 shows the example of extracted dimensions from the sentence in 

the section A.4.1 by LIWC. 

 

Table A-4 Extracted dimensions from LIWC 

Dimensions Extracted values 

1st personal singular pronoun (I) 16.67 

Positive emotion 8.33 

Negative emotion 0.00 

Negations 8.33 

Cognitive Processes (cause) 8.33 

Time Orientation - Present focus 16.67 
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As can be seen, the extracted values of each category are computed from the 

percentage of words in the sentence. For example, the word “I” appears twice, and the 

sentence has twelve words. Therefore, 1st personal singular pronoun is 16.67% (2/12). 

A.4.3 Word Embedding 

Word embedding is another text processing technique to transform words or 

vocabulary of a document into vectors. The main idea of word embedding is to deter-

mine word similarity. In other words, a pair of words that frequently co-occur in the 

same context tends to share similar meanings. word2vec and GloVe are common tech-

niques used in deep learning. 

Global Vectors (GloVe) is an unsupervised learning method for constructing 

vector space representations of words (Pennington et al., 2014) [214]. GloVe is based 

on a count-based method, which computes the aggregated distributions of word co-

occurrence from a given corpus and performs dimensionality reduction. 

To construct GloVe word representation, first a matrix of word-word co-oc-

currence counts 𝑋 is created to count the number of times that word 𝑖 occurs in the 

context of word 𝑗. Each cell in the matrix 𝑋 is represented as 𝑋𝑖𝑗. Then the probability 

that the word 𝑖 appears in the context of word 𝑗 is computed as 𝑃𝑖𝑗 = 𝑃(𝑗|𝑖) =
𝑋𝑖𝑗

𝑋𝑖
, 

where 𝑋𝑖 is the number of times that any word occurs in the context of word 𝑖. Finally, 

GloVe word representation is given by:  

𝐽 = ∑ 𝑓(𝑋𝑖𝑗)(𝑤𝑖
Τ𝑤̃𝑗 + 𝑏𝑖 + 𝑏̃𝑗 − log 𝑋𝑖𝑗)

2
𝑉

𝑖,𝑗=1
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Where 𝑉 denotes the size of the vocabulary, and 𝑓(𝑋𝑖𝑗) is a weighting func-

tion. The variables 𝑤𝑖 and 𝑤̃𝑗 are word vectors, while the parameters 𝑏𝑖 and 𝑏̃𝑗 denote 

biases for 𝑤𝑖  and 𝑤̃𝑗 , respectively. In the case of rare co-occurrences, one class of 

functions can be parameterized as:  

𝑓(𝑥) = {
(𝑥/𝑥𝑚𝑎𝑥)

𝛼 𝑖𝑓 𝑥 < 𝑥𝑚𝑎𝑥

1 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

A.4.4 Anaphora Resolution 

Anaphora resolution is a linguistic method that determines which previously 

mentioned person is the subject of a subsequent statement [215]. It is the problem of 

resolving that a reference or an anaphor refers to an earlier or later entity or an ante-

cedent. For example, anaphora resolution of the message shown below: 

“My friend got diagnosed with depression. He was suffering from his exam failure.” 

This can determine “He” is the anaphor and “My friend” is the antecedent. 

 

A.5 Machine Learning 

Machine learning is a method that allows a computer to learn from a dataset 

and uses this experience to make a decision [216]. In 1997, Mitchell [217] defined the 

term “learning” as follows “A computer program is said to learn from experience 𝐸 

with respect to some class of tasks 𝑇 and performance measure 𝑃, if its performance 

at tasks in 𝑇, as measured by 𝑃, improves with experience 𝐸.” In other words, it means 

that a computer programme is given a task and its performance can improve with ex-

perience. 
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This section begins with important and necessary terminologies in machine 

learning. This can help to understand basic concepts in this study. 

• An instance or an input 𝑥 means a specific object or an observed event. The 

instance consists of at a least one-dimensional feature vector 𝑥 =

(𝑥1, 𝑥2, … , 𝑥𝐷) ∈ ℝ𝐷, where 𝐷 represents the number of dimensions. 

• The term “feature” denotes a set of observations that is relevant to the model-

ling problem, typically represented numerically [218]. Each dimension is often 

called a feature [219]. 

• A label or an output 𝑦 is a real value associated with an instance 𝑥. Labels can 

be either continuous values ℝ or a finite set of values, e.g., {non-depressed, 

depressed}. From the example, these categorical values are often called classes 

and can be represented as 𝑦 ∈ {0,1}, where 0 denotes non-depressed and 1 pre-

sents depressed. Two classes can be called binary labels. Some problems can 

have more than two classes and represented as 𝑦 ∈ {0,… , 𝐶}, where C denotes 

the number of classes [219]. 

• A training sample consists of a set of instances 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑛}, where 𝑛 

represents the number of samples or observed objects. Recall that, each in-

stance 𝑥𝑖  consists of 𝐷 -dimensional feature vectors [219]. So, the training 

sample with n-instances and D-dimensions can be represented as X= 

{(𝑥11, 𝑥12, … , 𝑥1𝐷), (𝑥21, 𝑥22, … , 𝑥2𝐷), … , (𝑥𝑛1, 𝑥𝑛2, … , 𝑥𝑛𝐷)}. 

• Labelled data is pairs of (instance, label), while unlabelled data contains in-

stances alone [219]. 
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A.5.1 Machine Learning Algorithms 

Machine learning algorithms can be broadly divided into two main categories: 

one for supervised learning and another for unsupervised learning. Another learning 

paradigm is semi-supervised learning.  

A.5.1.1 Supervised Machine Learning 

Supervised machine learning is an algorithm that can learn from a set of in-

puts supervised by a set of labels paired with the inputs. In other words, it refers to the 

method followed by a machine able to learn a set of patterns from provided data with 

the pair of their labels and to make a prediction based on the learnt patterns [216]. The 

training sample {(𝑥𝑖, 𝑦𝑖)}𝑖=1
𝑛  contains a set of pairs between instances 𝑋 =

{𝑥1, 𝑥2, … , 𝑥𝑖} and labels 𝑌 = {𝑦1, 𝑦2, … , 𝑦𝑖}. The learning algorithm can then learn 

from the training sample and try to make a prediction 𝑦̂ by: 

𝑝(𝑦|𝑥) =
𝑝(𝑥, 𝑦)

∑ 𝑝(𝑥, 𝑦̂)𝑦̂
 

Examples of supervised learning algorithms include regression, support vector 

machine (SVM), naïve Bayes, and decision trees. 

A.5.1.2 Unsupervised Machine Learning 

Unsupervised machine learning is a method that captures unknown patterns 

or features in a dataset and then produces the most suitable representation associated 

with the dataset [216]. Unsupervised machine learning is the chain rule of probability 

from inputs 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑖}. This can be represented as: 

𝑝(𝑥) = ∏𝑝(𝑥𝑖|𝑥1, 𝑥2, … , 𝑥𝑖−1)

𝑛

𝑖=1
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To distinguish between supervised and unsupervised machine learning, the for-

mer requires both a feature and a label, while the latter may require only a feature. 

Unsupervised learning algorithms include principal components analysis, and k-

means clustering. 

A.5.1.3 Semi-supervised learning 

Semi-supervised learning is the combination of the supervised and the unsu-

pervised learning. Semi-supervised classification is an extension to the supervised 

learning, which the training data contains both labelled and unlabelled instances. This 

reflects partially labelled data learning. One of well-known semi-supervised learning 

algorithms is multiple instance learning (MIL). 

 

A.5.2 Multiple Instance Learning (MIL) 

Multiple instance learning (MIL) is a weakly supervised learning algorithm 

first proposed by Keeler, Rumelhart, and Leow (1991) [220]. As mentioned above, 

supervised learning requires instances and labels associated with the instances to learn 

during the training process. The main advantage of MIL is that instead of requiring a 

single instance, MIL can learn from instances bags {𝑋1, 𝑋2,⋯ , 𝑋𝑖} and labelled bag 

𝑦1, 𝑦2, … , 𝑦𝑖 , where each 𝑋𝑖  contains instances {𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑛}, 𝑥𝑖𝑛 ∈ 𝑋 . Each in-

stance can be independent. In such way, each instance can have its own individual 

label {𝑦𝑖1, 𝑦𝑖2, ⋯ , 𝑦𝑖𝑛}, where each 𝑦𝑖𝑛  ∈ {0, 1}. It is assumed that each 𝑦𝑖𝑛  is un-

known during the training process. From these assumptions, a MIL classifier can pre-

dict a label 𝑌 for a given bag 𝑋 by: 
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𝑦𝑖 = {
1, 𝑖𝑓 ∃y𝑖𝑛 = 1
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

MIL can then be trained as either an instance classifier 𝑓(𝑋): 𝑋 → 𝑌 or a bag classifier 

𝐹(𝑋): 𝑋𝑖 → 𝑌. From the assumption above, MIL can provide an extreme result 𝑦𝑖 =

1 in the case of having an instance 𝑥𝑖𝑛 predicted as a positive label 𝑦𝑖𝑛 = 1.  

The relaxation of the MIL assumption can compute using distributions of in-

stances. Each bag label can be computed from all probability distributions of instances 

𝑦𝑖 = 𝑃(𝑋𝑖), where 𝑋𝑖 = {𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑛}. 

 

A.6 Deep Learning 

Machine learning techniques have been successfully developed, improved and 

applied in many studies. However, classical machine learning algorithms may need 

handed feature engineering, which is time expensive. Sometimes they cannot perform 

well on high-dimensional datasets. A new type of machine learning algorithm imple-

mented to overcome this problem is deep learning or deep neural networks [216]. 

Deep learning has a long history of implementations, usually referred to with 

different names. In 1958, a neural network trained with one or two hidden layers was 

introduced [221]. The name “deep learning” is given, due to the depth of many con-

nected layers in a model. The term of neural is borrowed from neuroscience. Each 

next hidden layer of a neural network is connected and represented hidden vector val-

ues sent to the next layer. This is assumed to be similar to how a brain neuron works, 

where each cell receives signal from a previous cell and sends it to the next cell. 
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Deep learning is useful to simplify representations from raw data, which may 

contain complex concepts such as high-level and abstract features. Figure A-6 shows 

the illustration of a deep learning model extracting components from pixels of pic-

tures/inputs and then map extractable representations to outputs/labels. Different parts 

of the deep learning model represent edges, corners, contours, and objects parts ex-

tracted from the picture. Those components are then mapped to the output “person”. 

 

 

Figure A-6 A deep learning model to extract high-level and abstract features from 

pictures. 

 

This section introduces the variety of deep learning techniques intensively and 

successfully used to build a prediction model. A family of neural architectures includes 

the basic layer of deep learning called multiple layer perceptron (MLP). Other type 

of layers used in computer vision is convolutional neural network (CNN) and in nat-

ural language processing is recurrent neural network (RNN). The improved version 

of RNN is long short-term memory (LSTM). 
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A.6.1 Multiple Layer Perceptron (MLP) 

Multiple layer perceptron (MLP) or deep feedforward network is a basic and 

essential deep learning layer. It computes the approximation of a function 𝑓∗ via pa-

rameters 𝜃 to provide an output associated with the learnt function and a provided in-

put. In other words, a classifier with the MLP is a function 𝑦 = 𝑓(𝑥; 𝜃) which maps 

an input 𝑥 to an output 𝑦 and computes the best approximation value of the parameters 

𝜃 suitable for the output 𝑦 [216]. 

Developing a deep learning model requires the design of an output unit to com-

pute the form of a desired output and a cost function to measure the differences be-

tween provided outputs and predicted results in the network. An activation function is 

chosen to compute hidden values in each layer. The overall architecture of the model 

needs to be taken into account in order to design how many layers the network should 

have, how each layer is connected to each other, and how many units should have in 

each layer [216]. 

The designed deep learning is then trained to produce an approximated output 

𝑦̂ from the provided input 𝑥. This results in the flow of information of 𝑥 throughout 

the network. This is called forward propagation. During training, the cost (an error 

result occurs between a provided output and a predicted value) is computed and then 

is flowed backward through the network to improve the predicted result. This process 

is called the back-propagation algorithm or backprop. 

Figure A-6 shows how a neural network works. However, deep learning con-

sists of various types of layers. Each layer of a neural network model can be replaced 

by CNN, RNN, and LSTM. 
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A.6.2 Convolutional Neural Network (CNN) 

Convolutional network or Convolutional neural network (CNN) [216] was 

introduced by LeCun [222, 223] and first implemented by Fukushima [224]. CNN is 

one among several well-known neural networks introduced to process data like a grid 

topology. 

CNN normally performs two operations. The first step is called a convolutional 

layer/operation. CNN creates a kernel or filter with the size of width and height. The 

kernel is shifted spatially along with the size of an input. After shifting the kernel along 

all the area of the input, the convolution operation provides an output, sometimes 

called a feature map. The size of the kernel is assumed to be smaller than the size of 

the input, which helps the kernel to provide a set of learnable features.  
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Figure A-7 The convolutional operations. The kernel of size 2×2 with a stride 1 per-

forms dot products with local regions of the input. The kernel is shifted along both 

width and height of the input size 5×5. The yellow area represents the local regions 

that the kernel is hovering, and the blue area is the computed results received from 

dot products between the kernel and the hovered area. 
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Figure A-7 shows how the convolutional operation works. The kernel of size 

2×2 is created and initially random its values. The kernel is applied with a stride of 1, 

which means it is shifted spatially with every one-cell from left to right and from the 

top to the bottom along the input size. In every shift of the kernel, it performs dot 

products with local regions of the input where the kernel is hovering over. As shown 

in the equation below, the kernel and the local region of the input performs matrix 

multiplication. This returns 4 in the first cell of the feature map/output in Figure A-7. 

[
2 3
0 1

]  ⊗ [
1    1
0 −1

] = (2 × 1) + (3 × 1) + (0 × 0) + (1 × −1) = 4 

Receiving the feature map, a pooling layer/operation is applied to reduce the 

spatial size of an input and preserve the originality of the input. The reduction also 

helps to reduce the number of parameters in the networks and avoid overfitting. The 

pooling layer consists of two operations. The MAX pooling operation provides the 

maximum value in the local region where the filter is hovering over. The AVERAGE 

pooling operation computes the average value in the region in which the filter is hov-

ering over. The filter is shifted all over the input area and then a pooling output is 

received, as shown in the Figure A-8 for MAX pooling operation and Figure A-9 for 

AVERAGE pooling operation. 
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Figure A-8 The MAX pooling operation over an input. The filter is created with the 

size of 2X2 and a stride 2. The different colour indicates the different areas where the 

filter is shifted over. 
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Figure A-9 The AVERAGE pooling operation over an input. The filter is created with 

the size of 2X2 and a stride 2. The different colour indicates the different areas where 

the filter is shifted over. 

 

A.6.3 Recurrent Neural Network (RNN) 

Recurrent Neural Network (RNN) [216] was implemented by Rumelhart et 

al. [221]. The main purpose of RNN is to process the sequence of data. RNN provides 

the output members of the network by learning from the outputs of the previous state. 

ℎ(𝑡) = 𝑓(ℎ(𝑡−1), 𝑥(𝑡); 𝜃), 

where 𝑓 is a function, ℎ(𝑡) is the state of a system, 𝑥(𝑡) is an input at timestep 𝑡, and 𝜃 

is a value used to parametrise the function 𝑓. The above equation can be represented 

as the unfolded equation with a function 𝑔(𝑡): 

ℎ(𝑡) = 𝑔(𝑡)(𝑥(𝑡), 𝑥(𝑡−1), 𝑥(𝑡−2), ⋯ , 𝑥(2), 𝑥(1)) 
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When taking the RNN into a deep learning structure, the above equation is represented 

with forward propagation as: 

𝑎(𝑡) = 𝑏 + 𝑊ℎ(𝑡−1) + 𝑈𝑥(𝑡), 

ℎ(𝑡) = tanh(𝑎(𝑡)), 

𝑜(𝑡) = 𝑐 + 𝑉ℎ(𝑡), 

𝑦̂(𝑡) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑜(𝑡)), 

where 𝑏 and 𝑐 are bias vectors, 𝑈 is the weight matrix for input-to-hidden, 𝑉 is the 

weight matrix for hidden-to-output, and 𝑊 is the other matrix for hidden-to-hidden. 

For each timestep 𝑡, the parameters 𝑎, ℎ, 𝑜, and 𝑦̂ are the activation, the hidden repre-

sentation, the output, and the target, respectively. The equation can be represented as 

a computational graph, as shown in Figure A-10. 

 

 

Figure A-10 The computational graph of a RNN. (a) The RNN structure with recurrent 

connections. (b) The time-unfolded computational graph of the RNN. 

 

(a) (b) 



A.6 Deep Learning   

Page| 194 

The RNN structure has few drawbacks. Its computation is slow and cannot 

properly learn long-tern dependencies of an input. One way of dealing with these is-

sues is to design a model that partitions the long-tern dependencies into small parts 

and processes with multiple time scales. In this way, the model can transfer infor-

mation from the distant past to the present. 

A.6.4 Long Short-Term Memory (LSTM) 

Long short-term memory (LSTM) was introduced by Hochreiter and Schmid-

huber in 1997 to eliminate the above problems [225]. Instead of a fixed loop, LSTM 

decides the weight on its self-loop depending on another previous hidden unit on the 

context of its inputs. In this way, LSTM is more flexible and can changes the time 

scale dynamically. A LSTM cell consists of a forget gate 𝑓(𝑡), an input gate 𝑖(𝑡), an 

output gate 𝑜(𝑡), new cell content 𝐶̃(𝑡), a cell state 𝐶(𝑡), and a hidden state ℎ(𝑡). The 

internal LSTM cell is represented in Figure A-11. LSTM equation can be represented 

as: 

𝑓(𝑡) = 𝜎(𝑊𝑓ℎ
(𝑡−1) + 𝑈𝑓𝑥

(𝑡) + 𝑏𝑓) 

𝑖(𝑡) = 𝜎(𝑊𝑖ℎ
(𝑡−1) + 𝑈𝑖𝑥

(𝑡) + 𝑏𝑖) 

𝑜(𝑡) = 𝜎(𝑊𝑜ℎ
(𝑡−1) + 𝑈𝑜𝑥

(𝑡) + 𝑏𝑜) 

𝐶̃(𝑡) = 𝑡𝑎𝑛ℎ(𝑊𝑐ℎ
(𝑡−1) + 𝑈𝑐𝑥

(𝑡) + 𝑏𝑐) 

𝐶 = 𝑓(𝑡) ∘ 𝑐(𝑡−1) + 𝑖(𝑡) ∘ 𝐶̃(𝑡) 

Where 𝑈, 𝑊, and 𝑏 are the input weights, recurrent weights, and biases, respectively, 

of each above equation. The parameters 𝑥(𝑡) denotes the current input vector and ℎ(𝑡) 
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represents the current hidden vector. After computing those gates, hidden outputs can 

be received as following: 

ℎ(𝑡) = 𝑜(𝑡) ∘ 𝐶(𝑡). 
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Figure A-11 The internal LSTM cells
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A.7 Evaluating ML Models 

This section explains evaluation methods to measure the performance of a 

model. It begins addressing how to split a dataset into small subsets. Then evaluation 

matrices will be described. Finally, we provide details of model selection. 

A.7.1 Cross Validation 

Cross-validation is a technique to split a dataset into different training and test 

sets [226]. In machine learning settings, a training set is the dataset used to develop 

or train a machine learning model. A test set is separated to evaluate the model, and 

the test set is unseen during the training step. Cross-validation randomly partitions a 

dataset into n equal subsets and proceeds to iterate n times, with each subset used for 

validation or testing exactly once, while the remaining n–1 subsets are used as the 

training data. For instance, Figure A-12 illustrates 10-fold cross validation, which 

splits a dataset into 10 equal subsets. In each iteration, the n–1 training subsets are 

used to train a model and then the unique test set is used to evaluate performance of 

the model. 

 

Figure A-12 The 10-fold cross validation. 
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A.7.2 Classification Evaluation 

Classification evaluation is an approach to measure performance of a classi-

fier. Classification problems include binary classification and multiclass classifica-

tion. Binary classification is the task of classifying samples into one of only two dif-

ferent classes, while multiclass classification means a method of determining instances 

as one of more than two different classes. For example, classifying users with and 

without depression is binary classification, and classifying a message into one of neg-

ative, positive and neutral classes reflects the multiclass classification problem. This 

study focuses on a binary classification problem. Results of binary classification can 

be represented in a confusion matrix (see Table A-5). 

 

Table A-5 Confusion matrix for binary classification 

Sample 

classes 

Classified results 

Positive Negative 

Positive 
True Positive 

(TP) 

False Negative 

(FN) 

Negative 
False Positive 

(FP) 

True Negative 

(TN) 

  

The number of each class represented in the confusion matrix can be used to 

measure the performance of a classifier. A set of common tools for a binary classifi-

cation problem consist of accuracy, precision, recall (sensitivity), specificity, f1-score, 



A.7 Evaluating ML Models   

Page| 199 

receiver operating characteristic (ROC), and area under the curve (AUC). These met-

rics are computed using the following formulas: 

A.7.2.1 Accuracy 

Accuracy takes correctly classified results of both classes and the total number 

of samples into account.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

∑𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛
 

A.7.2.2 Precision 

Precision is the measurement of the proportion of positive results correctly 

classified to the number of all positive results retrieved from a classifier. In other 

words, the number of correct instances retrieved from a classifier is divided by the 

number in the column of positive test results in Table A-5. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

A.7.2.3 Recall 

Recall or sensitivity (as commonly called in the medical field) is the effective-

ness of a classifier at identifying samples with a positive class. This reflects a true 

positive rate or how correctly a classifier provides the fraction of true positive samples. 

Recall measures the ratio of correctly classified results to the total number of samples 

in a positive class. In other ways, the number of true positive instances retrieved by a 

classifier is divided by the total number in the positive row in Table A-5. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
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A.7.2.4 Specificity 

Specificity measures the effectiveness of a predictive model correctly classify-

ing samples with a negative class. The method is used frequently in the medical field. 

This highlights a true negative rate or how effectively a classifier identifies true neg-

ative samples. Specificity takes the ratio of correctly predicted results to the total num-

ber of samples with a negative class. From Table A-5, specificity can be measure by 

dividing the number of true negative instances by the total number in the negative row. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁 +  𝐹𝑃
 

A.7.2.5 F-score 

F-score measures the weights between precision and recall. The F-score is cal-

culated based on a weight function 𝛽. Computing the F-score takes the ratio of preci-

sion to recall, which can be represented as: 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 = (1 + 𝛽2) ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝛽2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
. 

To equalise between precision and recall, the weight function 𝛽 can be replaced by 1. 

F1-score is finally represented as: 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
2 ∗ 𝑇𝑃

2 ∗ 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
. 

A.7.3 Receiver Operating Characteristic (ROC) 

Receiver Operating Characteristic (ROC) is a graphical and useful tool for 

measuring and visualising the relationship between the true positive rate and the false 

positive rate [227]. Figure A-13 shows ROC graphs plotted between 0 and 1 on x and 

y axes. Figure A-13 (a) shows four classifiers. Models on the upper left-hand side of 

the graph are better. The model D on the point (0, 1) reflects a perfect classification 
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task, which can provide all classified results without any wrongly classified sample. 

The model A is on the guessing line (the blue dashed line), a sign of randomly guessing 

results. The model C is under the guessing line, meaning that the model performing 

worse than randomly guessing results. The results of ROC can be used to compare 

classifiers and select the best classifier. The results of the ROC can be depicted in two 

different types. A single point is plotted in the ROC space, in case of a classifier 

providing only a class decision such as depressed or non-depressed, as shown in Fig-

ure A-13 (a). A ROC curve is visualised in case of a classifier producing probabilities 

or scores for classes, as shown in Figure A-13 (b). 

 

 
(a)     

 (b) 

Figure A-13 ROC graphs (a) showing class decision from four classifiers (b) showing 

ROC curves and AUCs computed from probabilities of three classifiers 

 

A.7.4 Area Under the ROC Curve (AUC) 

A single scalar value can be computed from the area under the ROC curve 

(AUC). The value represents performance of the model underlying the curve [227, 
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228]. AUCs from different classifiers can be used to compare the performance of mod-

els and choose the best classifier. The values of AUC range from 0 to 1. The value is 

not expected to be lower than 0.5, which goes along with a ROC curve above the 

randomly guessing line. Figure A-13 (b) illustrates AUCs computed from probabilities 

of three different classifiers. 

A.7.5 Akaike Information Criterion (AIC)  

Akaike Information Criterion (AIC) is a model selection technique to com-

pare how well each model performs. AIC is a commonly used tool for model compar-

ison and model selection [229, 230] that measures the information loss in each model, 

taking into account the model’s complexity as well. AIC is defined as: 

𝐴𝐼𝐶 = −2 𝑙𝑛(𝐿̂) + 2𝐾 +
2𝐾2 + 2𝐾

𝑛 − 𝐾 − 1
 

Where 𝑛 is the number of samples, and 𝐾 is the number of parameters or fea-

tures of a model. 𝑙𝑛(𝐿̂)  denotes the natural logarithm of likelihood [231]. The equa-

tion also uses bias adjustment due to a small sample size [232, 233]. Lower AIC values 

indicate better performance. 

 

A.8 Summary 

This chapter provided the basic background for the development of a predic-

tive model for detecting users with mental disorders. Each mental illness has different 

characteristics, and some are common. Data collection methods vary depending on the 
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chosen social network platforms and there are differences in labelling samples de-

pending on the sources of collected data from participants. Mining textual data re-

quires a set of text processing tools to explore and understand the meaning of the text, 

allowing machine learning techniques to distinguish differences among samples. 

Model evaluation is an important part of the methodology as it allows comparison 

between data sources and algorithms used to develop the classifiers. 

 



 

Appendix B  

Data Capture Toolkit for Profile-Based Social 

Media 

Following the explanation of the general data capture process in Chapter 2, this 

chapter will develop a data capture toolkit for user data on profile-based social media 

platforms, namely one microblogging platform, especially Twitter, and one social net-

work site, Facebook. 

 

B.1 Data Capture from a Microblogging Platform 

This section will explain the technical details of data collection from a mi-

croblogging platform. Each platform has its own data access channel or provides an 

API to access data. In this study, we will show the connection between our data col-

lection tool and a Twitter API.  

Figure B-1 depicts the technical details of searching a set of genuine messages 

mentioning the diagnosis of depression and collecting timelines of users. It starts with 

searching control and target groups. The matched tweets form the searches will be 

manually screened and followed by gathering timelines of the users screened. The 

detailed information of data capture processes will be provided below. 
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Figure B-1 The sequence diagram of the technical details of collecting data from a 

microblogging platform. 
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B.1.1 Target Group Search  

This begins with specifying a search query which is “I was diagnosed with 

depression”. The command shown in Figure B-2 is used to retrieve a set of statuses 

consisting of “I”, “was”, “diagnosed”, “with”, and “depression” words via a Python 

Twitter Search API13, providing and supporting a command-line utility for searching 

tweets. The API returns a set of matched messages between 1st Jan and 31st Jan 2019. 

The date range is an arbitrary date range to illustrate the example data collection. The 

returned results are stored in the JSON file named “targetgroup.json”. JSON (JavaS-

cript Object Notation) is a human-readable and machine data-interchange format, rep-

resented as attribute–value pairs and array data types. Figure B-3 shows the example 

of JSON format. 

 A set of matched statuses are screened for genuine statuses truly re-

vealing the diagnosis of depression. During this process, a human would manually 

screen for genuine tweets. The set of the messages passing our screening criteria are 

kept for downloading their timelines. 

 

 

Figure B-2 The example of the command line for collecting target users 

 

13 https://github.com/twitterdev/search-tweets-python 
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Figure B-3 The example of JSON format taken from json.org14. 

 

B.1.2 Control Group Search 

Similarly, to collect control users, Figure B-4 shows the command for captur-

ing users posting in English between 1st Jan and 31st Jan 2019 and saving results to 

“controlgroup.json”. The date range is just arbitrary. To search the control users, no 

specific search terms were used. The user IDs of matched tweets are kept for user-

timeline collection. 

 

 

Figure B-4 The example of the command line for collecting control users 

 

14 https://json.org/example.html 
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B.1.3 User Timeline Capture 

Tweepy15, a Python library for accessing the Twitter API, is used to gather 

timelines of those users. Figure B-5 shows the Tweepy code for collecting the timeline 

of a user. It connects to a user timeline API returning up to 3200 most recent statuses 

posted from the specified user16. The returned statuses are saved into a comma-sepa-

rated values (CSV) file, which is a plain text file using a comma to separate values and 

can be saved in a tabular format. 

 

 

Figure B-5 The Python code for collecting the timeline of a user. 

  

 

 

 

15 https://www.tweepy.org/ 
16 http://docs.tweepy.org/en/latest/api.html 
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B.2 Data Capture form a Social Network Platform 

The difference between a microblogging and a social network platform re-

quires a different mechanism for collecting data. A microblogging platform is rela-

tively public, while a social network platform is more private. This requires a secure 

approach to connect to a user profile granted permissions. This section will explain 

the technical details of capturing user data from a social network platform, especially 

Facebook. 

Developing an application on Facebook has four different platforms including 

iOS, Android, website, and devices (smart TV, camera, and printer)17. The develop-

ment of a Facebook application requires app review18 and business verification19 (as 

explained in appendix A.3.1) to verify that the app uses Facebook services in an ap-

proved manner.  

In this study, our data collection tool is a web-based application due to ease of 

accessibility from anytime, anywhere, and any device. Our toolkit is separated into a 

participant section and a research member section.  

 

B.2.1 Data Capture Tool for Participants 

This will provide the technical details of the data collection tool for partici-

pants. This includes two main modules: one for a login; and another for a user portal. 

 

17 https://developers.facebook.com/docs/facebook-login/for-devices 
18 https://developers.facebook.com/docs/app-review/ 
19 https://developers.facebook.com/docs/apps/business-verification 
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B.2.1.1 User Login 

User login is a mechanism for participants or users to entry our data collection 

application and provide permissions for the use of their social network profiles. Figure 

B-7 illustrates the sequence diagram representing the login process for participants. It 

begins with a user accessing our application which its index page shows research in-

formation with the ethical approval number and informs consent for participating our 

study. Figure B-6 displays the screenshot of the index page of the application.  

 

 

Figure B-6 The screenshot of an index page of our data collection tool to show re-

search information and informed consent. 
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Figure B-7 The sequence diagram of the technical details of collecting data from a social network platform.
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The “Login with Facebook” button is embedded with the code shown Figure 

B-8. This asks a user for permissions for the use of public profile, friend list, and user 

post. The “checkLoginState” will be called when a user clicks the button. 

 

 

Figure B-8 The code of login button (taken from Facebook for Developers20). 

 

The user agreeing with the consent clicks “Login with Facebook” button. The 

app will prompt the user to provide permissions to access their data specified in the 

button. The user can select which permissions are preferred to share. Figure B-9 man-

ifests the screenshot of a user granting permissions for the use of his Facebook data. 

After the user click the button, the application will check a login status via 

FB.getLoginStatus (a Facebook login API) (see Figure B-10). 

With a successful login, Facebook will return a “connected” status, redirecting 

the user to our portal page of our application and storing the details the user in our 

database.  

 

20 https://developers.facebook.com/docs/facebook-login/web 
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Figure B-9 The screenshot of a pop up to ask for permissions to access data from 

participants. 

 

 

Figure B-10 The code for logging in a user profile with granted permisssion (taken 

from Facebook for Developers21). 

 

 

21 https://developers.facebook.com/docs/facebook-login/web 



B.2 Data Capture form a Social Network Platform

   

Page| 214 

B.2.1.2 User Portal  

Successfully logging in, the application will redirect a user to a portal page 

(Figure B-11) in which the user can submit new health information, see a previous 

health result, and opt out from our study.  

 

 

Figure B-11 The screenshot of the user portal. 

 

We provide an opt-out option for a user to be compliant with Facebook regu-

lations22 and GDPR guidelines. When a user opts out from our study, all data of the 

user will be removed from our study. 

The application will open CES-D to screen their symptoms of depression when 

the user clicks the “Submit health information” button. Figure B-12 shows the health 

screening page including 20 questions. The answers from the questions will be stored 

in our database after completing the questionnaire. The user can explore their previous 

screening results. Figure B-13 illustrates the screenshot of the main portal page with 

a screening result. 

 

 

22 https://developers.facebook.com/docs/facebook-login/overview 



B.2 Data Capture form a Social Network Platform

   

Page| 215 

 

Figure B-12 The screenshot of a mental health screening page. 

 

 

Figure B-13 The screenshot of the user portal page with a previous screening result. 
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B.2.2 Data Capture tool for Research Members 

In the previous section, we introduced the data gathering application for par-

ticipant use. This will explain the data capture application for research members. Fig-

ure B-14 displays the process of technical details of the data capture application. Re-

search members can observe the number of participants and load data from partici-

pants granting their permissions. 

 

 

Figure B-14 The sequence diagram of the technical details of research member appli-

cation. 
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Prior to the use of the data capture application for researchers, a member needs 

to log in to an administrator page with his provided username and password. This login 

mechanism is to protect data of participants accessed by other third parties.  

Figure B-15 presents the administrator page with the list of test users. When a 

research clicks the “Load” button, the application will connect to the “User Posts” API 

to retrieve posts on a specific user ID. Figure B-16 shows the example code of captur-

ing user posts. The API will return user posts as JSON format shown in Figure B-17. 

 

 

Figure B-15 The screenshot of the administrator page to observe the number of par-

ticipants and obtain data from participants granting their permissions. 
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Figure B-16 The code of retrieving user posts (taken from Facebook for Developers23). 

 

 

Figure B-17 The example of retrieving posts from a test user. 

 

B.2.3 Database Schema 

After providing the technical details of a data collection application for partic-

ipants and research member, this will describe the details of our database schema. 

Figure B-18 presents our schema including user, post, CES-D, and researcher tables. 

The user table stores the information of Facebook IDs of participants and participation 

date. The responses to the questionnaire from participants will be saved in the CES-D 

table. The posts of participants will be kept in the post table, when a research member 

clicks the “Load” button. Researcher information is stored in the researcher table. 

 

23 https://developers.facebook.com/docs/graph-api/reference/v9.0/user/posts 
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Figure B-18 The database schema of our data capture application. 

 

B.3 Summary 

This chapter provided the technical details of our data collection toolkit from 

a microblogging and a social network platform. To develop a data gathering tool, we 

need to be compliant with regulations of the social media platform. In terms of tech-

nical practices, we need to work with secure connections between the application and 

social media platforms APIs to protect the participant’s data from unauthorised access 

by third parties. 
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