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Abstract 

In order to improve the use of limited health care resources, there is interest in assessing 

the value for money of treatments for psychotic disorders, a group of serious mental 

illnesses. However, most studies have assessed the value for money of medications, 

psychological therapies or community services and relatively little is known about the value 

of specialist inpatient care. Data that is routinely collected in electronic health records can 

be the basis for generating relatively inexpensive and timely evidence to support policy 

relevant questions. 

Thus, the aim of this thesis was to assess the value for money of specialist inpatient care for 

people with psychosis using data from electronic health records. My objectives were (1) To 

identify approaches to handle unmeasured confounding and measurement error; (2) To 

conduct an economic evaluation of admission to child and adolescent inpatient care 

compared to admission to adult wards for young people with psychosis (Analysis 1) and (3) 

to conduct an economic evaluation of referral to inpatient rehabilitation compared to usual 

care for adults with persistent forms of psychosis (Analysis 2). 

All analyses are based on data derived from the South London and Maudsley Biomedical 

Research Centre (BRC) clinical records interactive search (CRIS) database. In addition to 

three approaches to handling confounding that are well-known in health economics, I 

identify the front-door adjustment as an approach relevant to Analysis 2. I distinguish 

between four types of measurement error assumptions with respect to non-outcome 

variables and discuss five potential different strategies to support or enable these 

measurement error assumptions. 

The results of Analysis 1 suggest that a regression discontinuity design is not suitable to 

compare the impact of admission to child and adolescent and adult ward. The results of 

Analysis 2 suggest the costs of inpatient rehabilitation are not offset by substantial savings 

in other service use and there was little evidence to suggest that patients benefit clinically 

from referral to inpatient rehabilitation. 
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Chapter 1 Introduction  

 

1.1 Chapter overview 

The aim of this thesis was to assess the value for money of specialist forms of inpatient care 

for people with psychosis. In Section 1.2, I begin by explaining the clinical context to this 

analysis before provide an introduction to the health economic evaluations with particular 

reference to the role of electronic health records (Section 1.3). Following these, I given an 

overview of existing studies assessing the value for money of treatments for psychosis 

(Section 1.4). I then discuss the clinical and policy significance of assessing the value for 

money of specialist inpatient care for two specific patient groups, young people (Section 

1.5) and people with persistent forms of psychosis (Section 1.6), critically evaluating the 

existing health economic evidence. This leads on to an examination of the potential 

approaches to conducting an economic evaluation of inpatient services for these patient 

groups (Section 1.7). Finally, I will describe the aims, objectives and structure of this thesis 

(Section 1.8 ) and state my contributions to it (Section 1.9). 

 

1.2 Psychosis 

1.2.1 Features of psychosis 

Psychosis is an abnormal condition of the mind characterised by gross impairments of 

reality, chiefly due to the occurrence of delusions and/or hallucinations without insight 

(Arciniegas, 2015). For example, a common delusion is the firm belief that other people are 

trying to harm the person experiencing psychosis despite all evidence to the contrary and a 

common form of hallucinations is hearing voices that nobody else hears (Bromley et al., 

2015). Periods in which psychosis occurs are referred to as psychotic episodes. Psychotic 

experiences are increasingly conceptualised as lying on a multidimensional spectrum and 

only distressing and/or disruptive cases are characterised as psychotic illnesses or psychotic 

conditions (Guloksuz and Os, 2018). Apart from being present in individuals without 

functional impairment, psychosis can be a feature in neurological and neurodevelopmental 
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conditions, such as epilepsy and stroke, but the focus of this thesis will be psychiatric 

conditions that can include psychosis as a symptom (NICE, 2014a). Some of the more 

prominent types of psychiatric conditions that include psychosis are schizophrenia, 

schizoaffective disorder and some forms of bipolar disorder. For simplicity and as is 

customary in the literature, I will use the term ‘psychosis’ as an umbrella term for these 

psychiatric conditions hereafter rather than the symptom of psychosis (Hayes and 

Kyriakopoulos, 2018). 

The causes of psychotic disorders are unclear, but research suggests that gene-environment 

interactions play a role in predisposing individuals to psychosis (van Os et al., 2008). 

Psychotic episodes can be precipitated by physical, environmental and emotional stressors 

as well as substance use such as the consumption of cannabis (Griswold et al., 2015). The 

incidence of psychosis in England has been estimated to be approximately 32 per 100,000 

person years and prevalence rates are thought to be around 0.5% of the UK population 

(Kirkbride et al., 2012; Singleton et al., 2003). 

The impact of psychosis on individuals is highly heterogeneous but is often accompanied by 

deterioration in social and occupational functioning as well as vulnerability to risks and risk 

taking behaviour (Reed, 2008). In addition, people with psychosis suffer from high rates of 

physical comorbidity and mortality rates are nearly twice as high as the general population 

(Dutta et al., 2012). Beyond the people with psychosis themselves, the illness has a 

substantial impact on their family and carers (Reed, 2008). The impact of psychosis is 

exacerbated by the fact that this condition is heavily stigmatised because this can, for 

example, delay help-seeking and lead to social exclusion (Gronholm et al., 2017). 

 

1.2.2 Treatments for psychosis 

A range of terms that have been used to refer to people receiving mental health care, such 

as service user, patient, attendee, survivor, recipient, client or consumer, and preferences 

between these terms vary (Simmons et al., 2010). In this thesis, I will use the term patient 

because of the convenience of being able to use the word inpatient to refer to people 

receiving care while staying in hospital. 
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In terms of individual-level treatments, the mainstay of care for people with psychosis are 

antipsychotic drugs or, when mood disorders is present, drugs classed as mood stabilisers 

(NICE, 2014a). These can be used both during acute periods of symptoms exacerbation and 

to prevent the recurrence of symptoms. Many patients find antipsychotics useful and they 

are almost universally prescribed to people with psychotic illnesses who access services in 

the UK, but they only alleviate symptoms, can have severe side-effects and response to 

them is both highly heterogenous and difficult to predict (Bentall et al., 2000). Beyond this, 

other types of pharmacotherapy, psychological and psychosocial interventions or 

interventions to improve physical health may be offered to patients or the carer but this 

does not happen routinely (NICE, 2014a). 

At a service-level, the care of people with psychosis in the United Kingdom has undergone 

radical changes since the 1980s as a result of the downsizing and closure of mental health 

hospitals in favour of care in the community (Burns, 2006). One of the key drivers of this 

process, known as deinstitutionalisation, has been the desire to avoid the high costs of 

providing care in an inpatient setting (Knapp et al., 2010). Nonetheless, inpatient care 

remains indispensable, particularly during psychotic episodes. In fact, if patients are thought 

to be at risk to themselves or others, they may be hospitalised against their will by health 

professionals under the Mental Health Act (Burns, 2006). Thus, hospitalisations are often 

used as an outcome measure in psychosis research (Burns, 2007). Inpatient care is still the 

most costly health care element in the treatment of psychosis and, with continuing 

reductions in hospital beds over the last decade or so, some have argued that the 

deinstitutionalisation process has gone too far (Mangalore and Knapp, 2007; Tyrer et al., 

2017). Given the costs associated with hospitalisation, it is important that evidence to 

identify types of inpatient care that are good value for money is available to support the 

future development of inpatient care. 
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1.3 Health economic evaluation 

1.3.1 Role of health economic evaluation 

Economic evaluation is defined as, “the comparative analysis of alternative courses of action 

in terms of both the costs and consequences” (Drummond, 2015). Health economic 

evaluations are a commonly used tool to explore the cost-effectiveness, that is, the value for 

money, of health care services in the UK and many other high-income countries. The aim of 

health economic evaluations is to aid health care decision making relating to the allocation 

of scarce resources, using a systematic and transparent approach. In systems where the 

individual receives free health care, or does not pay the full cost of the care provided, there 

is an ethical imperative to assess the cost-effectiveness in addition to considering their 

effectiveness (Dowie, 2004). This is because pooled resources are limited in such systems 

such that investments into one form of care imply that benefits are necessarily forgone by 

other individuals. If the value for money of an intervention were to be disregarded, the 

allocation of scarce health care resources may not generate the greatest health care 

benefits to the community.  

In order to maximise the benefits generated from scarce resources, the status of economic 

evaluations has increased in prominence in UK health care decision making over the last 25 

years. In particular, economic evaluations have become an integral part of guidance 

produced by the National Institute of Health and Care Excellence (NICE), an organisation 

that provides national guidance and advice to improve health and social care in England and 

Wales. This includes the NICE guidance for psychosis and schizophrenia (NICE, 2014a) and 

the NICE guidance for bipolar disorder (NICE, 2014b).  

At the same time, one should, however, note some of the limitations of economic 

evaluations (Drummond et al., 2005): (1) In all cases they remains a tool to inform decision 

making, a starting point to inform discussions about priorities and trade-offs, not a 

substitute for decision making; (2) Economic evaluation typically does not incorporate all 

societal values that may be relevant to make a particular decision, for example, 

consideration of social justice; (3) Economic evaluations commonly embody certain kinds of 

assumptions and value judgements, such as the idea the decision makers goal is to maximise 

average outcomes or that if money is not invested in one intervention they will be used for 
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the next best productive alternative. These assumptions and value judgements may not be 

warranted in all cases; (4) Economic evaluations are in themselves costly to undertake and 

are not warranted to inform all health care decisions. 

 

1.3.2 Vehicles for economic evaluations 

Three vehicles are commonly employed for conducting economic evaluations: randomised 

controlled trials (RCTs), observational studies and economic decision models (Baltussen et 

al., 1999). In RCTs, participants are assigned to different treatment regimens by chance. By 

contrast, in observational studies, the treatment is assigned on a basis other than 

randomisation (Faria et al., 2015). I will discuss the relative merits of these two vehicles for 

economic evaluation in Section 1.7. A limitation that RCTs and observational studies have in 

common when considering their use in decision making is that they provide estimates of 

value for money based on data from a specific group of patients in a particular environment. 

However, typically more than one study or piece of evidence is available to inform a 

particular decision (Sculpher et al., 2006). This may be because studies estimating the same 

quantity are available and/or because quantities estimated in single studies do not 

correspond to the quantities that are directly relevant to inform the decision question of 

interest (Spiegelhalter et al., 2004). For example, it may be that an RCT or an observational 

study assesses costs and benefits of an intervention of a limited amount of time but other 

research suggests that the benefits of an intervention may extended beyond the end of 

follow-up. To come to a decision that takes into account these multiple pieces of 

information, some approach to integrating or synthesising the evidence is necessary.  

One approach to do so is to develop a decision analytic model, the third major vehicle for 

economic evaluations. Decision model involve defining mathematical relationships to 

approximate the impact of the set of treatment options under evaluation and populated 

using data from any source of evidence that is thought to be of sufficient quality, including 

individual patient data from RCTs or observational studies, aggregate data and expert 

opinion (Briggs et al., 2006; Soares et al., 2018). For example, a simple decision model might 

involve a three-step process of the following kind: (i) a systematic review and meta-analysis 

of RCTs examining the comparative effect of all relevant interventions on some 



17 

intermediate outcome, e.g. relapse rates; (ii) estimating the relationship between the 

intermediate outcome and endpoints that are of relevance to decision making using 

observational data, e.g. the mean cost of care for people who do not relapse and those who 

do relapse; (iii) linking these two elements while incorporating the uncertainty in all inputs 

and, if relevant, the model structure, to estimate expected cost-effectiveness of treatment 

strategies while quantifying the decision making uncertainty.  

It has been proposed that, compared to other approaches to evidence synthesis for decision 

making, decision modelling increases the transparency, consistency of decision making by 

making judgments and uncertainties explicit as well as by facilitating the condensation of 

large or complex bodies of knowledge into a simplified format (Buxton et al., 1997). 

However, the extrapolation, selection, simplification and combination process that their 

creation can involve could make it more difficult to judge to what extent the evidence can 

be trusted (Ghabri et al., 2018) The dilemma that modelling presents is that complex models 

are more likely to realistically approximate the decision problem, but are also less 

transparent, more difficult to understand, more computationally intensive and more prone 

to errors in their construction (Briggs et al., 2006). Another risk with modelling is that the 

process of quantification can give the veneer of scientific integrity thereby discouraging 

further empirical work (OHE, 1997). 

If and when decisions or recommendations are made by national entities, such as NICE, 

guidelines typically stipulate that decision modelling is the required or preferred approach 

to economic evaluation and evidence synthesis (EUnetHTA, 2015). Indeed, there is a more 

general consensus that decision modelling can be a valuable tool to aid decision making 

(Kuntz et al., 2013). However, decision modelling remains a tool and by implication more 

suited to inform some decisions than others. The extent to which decision models should be 

used and how they are used has been a source of debate (Barbui and Lintas, 2006; Briggs et 

al., 2006; Buxton et al., 1997; Grutters et al., 2019; OHE, 1997; Sainfort et al., 2013). In the 

economic evaluation of service interventions, the type of intervention that will be the focus 

of this thesis, the use of decision modelling appears less extensive and prominent (Meacock, 

2018; Sutton et al., 2018). Systematic reviews by NICE (2014a) and Jin et al. (2020) suggest 

that only two service interventions, early intervention services and supported employment 

programmes have been evaluated using a decision analytic approach. In addition, Jin et al. 
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(2020) show that although 73 decision models were published between 2009 and 2018, 

none of these assessed the value of a service-level intervention and the 73 decision models 

only cover a narrow range of interventions. This suggests that the role of decision modelling 

in informing decisions about the care of people with psychosis is relatively limited in 

general. 

Due to time and resource constraints, constructing a decision model synthesising the new 

evidence well as all existing evidence using decision models, was considered beyond the 

scope of this thesis. Instead, I conduct economic evaluations based on single studies and, 

where appropriate, make recommendations for decision making based on a narrative 

synthesis of the evidence. More specifically, I conducted economic evaluations based on 

single observational studies rather than RCTs. I discuss the rationale for this in Section 1.7. 

 

1.3.3 Data sources for economic evaluations 

Regardless of whether one undertakes an economic evaluation based on a single study, that 

is an RCT or an observational study, or an economic evaluation based on a decision model, 

one can make use of primary data, secondary data or a mixture of the two (Hox, J.J. and 

Boeije, H.R., 2005). Primary data is data collected for research purposes, often as part of 

RCTs. Secondary data is data originally collected for non-research purposes that can be 

reused for research purposes. Often this data is collected routinely in a naturalistic setting. 

Of particularly relevance to health economic evaluations is data in electronic health records 

(EHR). The terms EHR or electronic patient record have been used in a number of different 

ways, but commonly refer to a “longitudinal collection of electronic health information 

about individual patients and populations” (Gunter and Terry, 2005). Evidence collected in a 

naturalistic setting is sometimes referred to as ‘real world data’ and data from EHRs is also 

frequently considered to be an example of ‘big data’, which has become a buzzword for 

complex and large-scale datasets (Collins, 2016; Makady et al., 2017). Frequently, two or 

more independent datasets are combined for research purposes by means of data linkages. 

These linkages can be between different types of electronic health records (e.g. between 

primary care and secondary care data), or between electronic health records and other 

databases (e.g. mortality records). Some databases of routinely collected data which are 
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frequently used for medical research in the United Kingdom are Hospital Episode Statistics 

(HES), Clinical Practice Research Data link (CPRD) and The Health Improvement Network 

(THIN) (Stewart and Davis, 2016).  

Although RCTs are still the most common and preferred source of data for economic 

evaluations, in parallel with the broader ‘big data’ movement, the status, capabilities and 

interest in the use of EHRs and other forms of routinely collected data for economic 

evaluations has increased over the last decade or so (Faria et al., 2015). For example, in 

2007, a task force by the International Society for Pharmacoeconomics and Outcomes 

Research, published a guidance on the use of such data in coverage and reimbursement 

decisions, that is what health care should be paid for by the statutory provider and how 

much should be paid for it (Garrison et al., 2007). In 2015, the NICE Decision Support Unit 

issued recommendations to improve the quality and transparency of evidence from ‘real 

world data’ in technology appraisal and a review of use of such evidence in NICE decision 

making was published in the subsequent year (Bell et al., 2016; Faria et al., 2015). Similarly, 

in 2018, the Institute for Clinical and Economic Review produced guidance for the use of 

real-world data in drug coverage decisions (Pearson et al., 2018). 

Due to resource constraints, in this thesis, I conducted economic evaluations based 

exclusively on secondary data derived from electronic health records. 

 

1.4 Economic evaluations of treatments for psychosis 

1.4.1 Overview 

A large number of economic evaluations of treatments for psychosis have been carried out, 

using a variety of study designs and data sources, described later in this section (NICE, 

2014a; Zhou et al., 2018). Figure 1, created using the bibliographic software VOSviewer, 

gives a graphical overview of interventions that have been the focus of existing economic 

evaluations in the field of psychosis (van Eck and Waltman, 2009). It illustrates the focus of 

the current literature by identifying intervention-related author keywords used in studies in 

the database Scopus containing terms related to both economic evaluations (“economic 
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evaluation” or “cost-effectiveness” or “cost-benefit analysis” or “cost analysis” or “cost-

utility analysis” or “cost consequence” or “cost reduction” or “cost offset” or 

“pharmacoeconomic”) and psychosis (“schizophrenia” or “schizoaffective disorder” or 

“bipolar disorder” or “psychosis” or “psychotic” or “schizophreniform”). I only included 

English-language articles published between 1 January 1995 and 15th March 2019 and used 

default options in VOSviewer. For clarity, I merged equivalent terms into the same category. 

For example, I combined studies using the author keyword ‘antipsychotic agents’ with those 

using the keyword ‘antipsychotics'. Figure 1 graphically represents three different pieces of 

information about the included studies: (i) the size of the dots reflects the frequency that 

the relevant keywords occurred in the literature, with larger dots representing increased 

frequency; (ii) the distance between keywords reflects the likelihood that two keywords co-

occur within a study, with shorter distances representing greater co-occurrence; and (iii) the 

colours reflect the average normalised citation rate, defined as the average number of 

citations in documents with a keyword divided by the average number of citations of all 

included documents published in the same year, with lighter colours representing a higher 

citation rates (van Eck and Waltman, 2009). 



 

Figure 1: Treatment-related author keywords in economic evaluations for psychosis 

 



Author keywords do not systematically contain the names of interventions evaluated in the 

study and the simple search strategy employed imperfectly discriminates between 

economic evaluations for psychosis and other studies. However, Figure 1 provides a useful 

way to summarise the large number of economic evaluations available. For example, the 

cluster of circles on the left hand side of the Figure suggests that much more attention has 

been devoted to the economic evaluation of various antipsychotic medications or classes of 

antipsychotic medications and, to a lesser extent, other psychiatric drugs, compared to non-

pharmacological treatments which are clustered on the right-hand side. Inpatient care does 

not feature except for the keyword ‘hospitalization’ at the top left. On closer inspection, the 

vast majority of studies associated with this keyword, used it because hospitalisation was an 

outcome measure, rather than an intervention under evaluation. 

These impressions of the scientific landscape are supported by previous systematic reviews 

of economic evaluations in psychosis. In terms of pharmacological interventions, Achilla and 

McCrone (2013) identified 28 economic evaluations of long-acting/extended-release 

antipsychotics in schizophrenia, Von Scheele et al. (2014) identified 83 economic decision 

models evaluating the cost-effectiveness of antipsychotics in schizophrenia, and a more 

recent review by Zhou et al. (2018), which used different inclusion criteria, identified 79 

such studies. In contrast, reviews of non-pharmacological interventions have yielded a much 

more limited number of studies. A recent systematic review of economic evaluations of 

early intervention services for psychosis identifies 11 studies (Aceituno et al., 2019). A 

systematic search performed for the NICE guideline for psychosis and schizophrenia yielded 

24 economic evaluations of non-pharmacological treatments almost half of which focused 

on early intervention and intensive care management (NICE, 2014a). The review for the 

NICE guideline for bipolar disorder identified eight non-pharmacological studies (NICE, 

2014b). A review by Thomas and Rickwood (2013) identified six studies assessing the impact 

of residential mental health services on costs or service use. 

In terms of study design, increasingly sophisticated economic decision models, often 

sponsored by pharmaceutical companies, are by far the most common vehicle for economic 

evaluations of pharmacological treatments. With few exceptions, such as Frey et al. (2014), 

these decision models are primarily populated using data from RCTs rather than 
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observational data. Non-pharmacological interventions appear to be most frequently 

evaluated within RCTs (NICE, 2014a). 

 

1.4.2 Economic evaluation of inpatient care 

Despite the prominence and cost of inpatient care in the care of people with psychosis 

noted above, these existing systematic reviews also highlight the lack of economic evidence 

focusing on inpatient care. No systematic review that I am aware of focuses on economic 

evaluations of inpatient care, NICE guidelines only discuss non-inpatient alternatives to 

general acute hospitalisations (NICE, 2014a). By contrast, evidence on the cost-effectiveness 

of specialist inpatient care is relatively limited. Exceptions include Howard et al. (2010) and 

Trevillion et al. (2019). By implication, resource allocation decisions around the provision of 

specialist inpatient care are instead likely to be mainly influenced by a combination of 

clinical judgments, institutional legacies and budget pressures which appears suboptimal. In 

fact, research on the clinical and economic outcomes of inpatient units is among the top ten 

research priorities in schizophrenia according to a deliberative exercise which brought 

patients, carers and clinicians together (Lloyd and White, 2011). 

As alternatives to inpatient care for people with psychosis increase (Howard et al., 2010; 

Slade et al., 2010), there is a growing need for evidence of the effectiveness and cost-

effectiveness of specialist inpatient care to support referral decisions made by clinicians and 

to support future development of inpatient services for people with psychosis. This 

dissertation attempts to begin to fill this gap by exploring the value for money of specialist 

inpatient care for young people, namely of child and adolescent mental health service 

(CAMHS) wards, specialist inpatient care for people with persistent forms of psychosis, 

namely rehabilitation wards. In the next two Sections (1.5 and 1.6), I describe these two 

types of inpatient care in more depth.  
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1.5 Inpatient care for young people 

1.5.1 Health care decision problem and its significance 

In the UK and many other countries, inpatient care for underage patients with psychosis is 

generally provided in specialised psychiatric facilities for young people rather than general 

adult wards (Richardson, 2010). Such facilities are run by staff trained specifically in the care 

of young people. Therefore, CAMHS ward staff are thought to have a better understanding 

of the needs of young people and the skills to meet them than mental health professionals 

who care for adults. In addition, the environment in CAMHS wards is believed to be more 

therapeutic, for example because severely disturbed older patients may represent a safety 

risk to young patients on adult wards and because some interventions such as educational 

support and family therapy can be provided more easily in a CAMHS environment (Park et 

al., 2011). For these reasons, it is well-accepted and codified in various guidelines that 

placing underage patients in adult wards is undesirable, potentially detrimental and should 

only be considered in two exceptional circumstances: (1) in response to a crisis situation, 

usually when CAMHS beds are already occupied; or (2) if it allows access to a specialist 

service that is most suited to the young person given their circumstances (Healthy London 

Partnership, 2016; Mental Welfare Commission, 2012; Richardson, 2010). In fact, admitting 

a person between 16 and 18 to adult wards is classed as a reportable incident in England 

(NHS England, 2014). 

In practice, however, admission of a young person to a local CAMHS inpatient ward is not 

always an option as a result of a lack of beds. Instead, patients under the age of 18 are 

sometimes admitted to adult wards or to specialist child and adolescent facilities far away 

from their home which can be detrimental to recovery due to discontinuities in care and 

loss of social support networks. Between April 2017 and March 2018, for example, in 

England, 246 underage patients were treated for an average of 13 days on adult mental 

health wards and in 2017 (NHS Digital, 2018), 1,039 underage patients received mental 

health treatment outside of their local area (Owen, 2018). These persistent issues regularly 

attract media attention (Buchanan, 2014; Campbell, 2016; Naysmith, 2018). In addition, 

some parts of the UK, such as Manchester, have chosen to extend CAMHS care to people up 
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to the age of 25 because the discontinuity in care provision at 18 is widely regarded as 

problematic (Singh et al., 2017).  

Understanding the trade-offs that decision makers face with respect to the cost-

effectiveness of alternative effectiveness of alternative inpatient facility options for young 

people in both of these contexts is valuable to decision makers for a number of reasons. 

Late adolescence and early adulthood is known to be crucial for people’s social, emotional 

and personal development (Lamb et al., 2008). In addition, inpatient stays in late 

adolescence and early adulthood are often the first experience of such care for people with 

psychosis (Kessler et al., 2007). Given that a stay on a psychiatric ward can be a difficult 

experience, this may shape their relationship with mental health services as well as 

outcomes in the long-term (Rose et al., 2015). Finally, it is known that, the average cost of 

CAMHS inpatient care per bed day, i.e. £716, is substantially higher than a bed day on a 

general adult psychiatric ward (£420) (NHS improvement, 2018). 

 

1.5.2 Review of economic evidence for child and adolescent inpatient care for young 

people compare to any other care 

 

To identify previous research on the impact of different types of inpatient care modalities 

on young people with psychosis, undertook a non-systematic review up to 1 July 2020. I 

particularly drew on existing reviews and databases of the literature in the area. To be more 

specific, I examined studies include in systematic reviews of economic evaluations in child 

and adolescent populations with psychosis or with psychiatric conditions more generally 

(Beecham, 2014; Kilian et al., 2010; Knapp et al., 2016; NICE, 2013), a regularly updated, 

near-comprehensive database of paediatric economic evaluation, the Paediatric Economic 

Evaluation Database (Ungar and Santos, 2003), a scoping review by Murcott (2016) on 

people between 16 and 25 admitted to adult psychiatric wards as well as a non-systematic 

review by Fusar-Poli (2019) on the effect of integrating mental health services for 12-25 year 

olds. In addition, I undertook an informal search of the academic literature using Google 

scholar. My aim was to identify studies that assessed either the impact of different forms of 
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inpatient care for adolescents with psychosis or the impact of policies to expand the 

provision of CAMHS beds for young adults beyond the age of 18 regardless of their mental 

health diagnosis. In either case, my interest lay in studies examining the impact on health 

care service use or cost thereof. 

None of the existing literature reviews included research fulfilling the inclusion criteria 

specified above. In my informal literature search, however, I identified a recent study by 

Maxwell et al. (2019) that was relevant to the decision problem described in the previous 

section (1.5.1). This retrospective cohort study used routinely collected health care data to 

investigate the impact of implementing a unified youth mental health service for people 

aged between 14 and 25 in Norfolk, UK. Specifically, the authors compared a 12 month 

period spanning 2010 and 2011 in which care services were provided according to the 

traditional CAMHS (10 – 17 years) and adult (18+ years) model described in the previous 

section (1.5.1) and a 12 month period spanning 2014 to 2015 during which the youth service 

model caring for 14 to 25 year olds had become established. The outcome measures were 

the number of referrals, the proportion of accepted referrals and the average number of 

post-referral service contacts across the service by age at referral.  

Maxwell et al. (2019) find that referrals for 14 to 25 year old increased considerably from 

approximately 7,500 to 12,500 between the two periods of interest. The number of 

accepted referrals remained approximately the same for 18 to 25 year olds such that the 

acceptance rate for this cohort fell from 95% to 75%. For adolescents referred between the 

ages of 14 and 17, on the other hand, both referrals and number of accepted referrals more 

than doubled. The percentage of accepted referrals decreased from 78% to 59% for this age 

group. The total number of service contacts increased from approximately 60,000 to 80,000 

but the average number of contacts per referral fell for those below the age of 17 from 

about 11 to 8, slightly increased increase for those aged 18 to 20 at referral from about 5 to 

7.5 and, with about 7 to 8 contacts per referral, remained more or less unchanged for those 

aged 21 to 25 at referral. In short, the contact pattern became more equal across the age of 

referral. The authors conclude that the provision of services has become more equitable in 

terms of access to services.  

As the authors acknowledge, it is uncertain to what extent these estimates are influenced 

by random variation over time, changes in data quality, systematic developments in the 
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provision of care services in Norfolk and to the effects of the service restructuring itself. The 

authors do not measure health outcomes, cost of care or different forms of service use. 

They also do not assess the effect of the service restructuring specifically on patients with 

psychosis or the effects of changes in inpatient care in particular. Thus, lessons that one can 

draw from this study for the resource allocation decisions discussed in the previous section 

(1.5.1) are limited. 

Given the non-systematic nature of my review, I cannot be confident that this review was 

exhaustive. However, all of the existing literature reviews and databases suggested that the 

number of economic evaluations of treatment for psychosis in young people in general is 

very limited. In fact, as a result of this lack of evidence the NICE (2013) guidance for young 

people with psychosis refers to the adult guideline for economic evidence while cautioning 

the reader from generalising findings too readily because of different treatment pathways 

and resource use. Similarly, Fusar-Poli (2019) specifically notes that economic evaluations of 

integrating mental health care for young people are lacking. 

 

1.6 Inpatient care for people with enduring psychosis 

1.6.1 Health care decision problem and its significance 

In the UK and many other countries, inpatient care for adults with psychosis is generally 

provided in acute psychiatric wards. The environment in acute wards, which has been 

compared to a “pressure cooker” because of the demand on clinicians to discharge patients 

as soon as possible, is not thought to be truly recovery oriented (Craig, 2016). The main 

hospital-based alternative to acute wards for people with severed and enduring forms of 

psychosis is psychiatric inpatient rehabilitation (referred to from here on as ‘inpatient 

rehabilitation’) a specialised, long-term from of care (Killaspy, 2014). Common problems 

among the patient group for which inpatient rehabilitation is judged to be potentially 

appropriate include failure to respond to multiple trials of antipsychotics, behavioural 

problems, severe negative symptoms, cognitive impairments, poor physical health and 

severe functional impairments (Killaspy, 2009). Inpatient rehabilitation is believed to allow 

for a more holistic and tailored care than is commonly available in acute wards, providing 
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the staff time and resources to enable the development of relationships and to maximise 

patients’ biopsychosocial functioning (Bunyan et al., 2017; Lavelle et al., 2012). More 

specifically,goals of inpatient rehabilitation may include giving clinical staff the opportunity 

to carry out assessments, optimise antipsychotic and other medication regimes (particularly 

the administration of the antipsychotic clozapine), providing psychotherapy for relapse 

prevention, psychoeducation and insight activities, engaging the patient with occupational 

therapy and social inclusion work, providing guidance on healthy living, and/or planning for 

a successful community discharge. 

Economic evaluations of inpatient rehabilitation are of high policy relevance because almost 

all mental health trusts in England provide inpatient rehabilitation and, at around 2,100 NHS 

and 2,300 independent sector rehabilitation beds, the Care Quality Commission (CQC) 

(2018) has estimated that annual expenditure on this form of care to be more than £500 

million (Killaspy et al., 2013). Given the economic constraints facing mental health care 

services in the UK, this investment in inpatient rehabilitation is currently at risk (Killaspy, 

2019). Since length of stay in inpatient rehabilitation wards often exceed one year, this form 

of care is not only a major investment for the NHS but also a disruption in the life of the 

patient (Killaspy et al., 2016). In fact, some have raised a concern that lengthy 

hospitalisations on rehabilitation wards may be a form of ‘reinstitutionalisation’ (Edwards et 

al., 2016). On the other hand, inpatient rehabilitation may potentially allow the most 

disabled patients with psychosis to recover key domains of functioning and lead to long-run 

savings in health care costs after a high, up-front investment (Liu et al., 2011). Recognising 

the importance of rehabilitation for adults with complex psychosis, NICE has commissioned 

the development of a guidance on this topic which is due to be published in 2020 (NICE, 

2018). 
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1.6.2 Systematic review of economic evidence for psychiatric inpatient rehabilitation 

compared to any other care for people with psychosis 

1.6.2.1 Methods  

Given the importance of this health care decision problem shown in the previous section 

(1.6.1) and that, to my knowledge, no review of the economic evidence existed at the time, I 

undertook a systematic review of such evidence. No standard or consensus definition of 

systematic reviews exists but a systematic review of such definitions by Martinic et al. 

(2019) concludes that systematic review typically involves (i) a research question, (ii) 

sources that were searched with a reproducible strategy, (iii) inclusion and exclusion 

criteria, (iv) selection methods, (v) critical appraisal and reports of study quality, (vi) 

information about data analysis and synthesis. I conducted a review to identify studies that 

inform the decision problem described in the previous section (1.6.1) that meets these 

criteria and will therefore refer to it as a systematic review. More specifically, my research 

question was “In people with psychosis, what is impact of inpatient rehabilitation compared 

to any other form of care on cost and/or service use and any measure of benefit to patient 

reported alongside (if any) according to any quantitative research design?” I did not 

undertake a Cochrane review.  

I included studies that assessed the impact of mental health inpatient rehabilitation on any 

type of service use and/or costs compared to any other intervention and were published in 

English since 1990. I excluded studies in which there was evidence that less than 50% of the 

patient population had a diagnosis of psychosis and studies set in a low- or middle-income 

country according World Bank classification (World Bank, 2019). I included all quantitative 

study designs. Put differently, the population (P) were mental health patients, at least 50% 

of whom were required to have had the diagnosis of psychosis, the intervention (I) was 

mental health inpatient rehabilitation in a high-income country, the comparator (C) was any 

other form of care in a high-income country, and the outcomes (O) of interest were the 

impact of inpatient rehabilitation on any type of service use and/or costs along with any 

measure of patient benefit (or just service use and/or costs) using any quantitative study 

design (S). By necessity, I excluded studies for which the full text was not accessible. For 
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clarity, I also excluded studies that reported preliminary results of another study that met 

the inclusion criteria and I removed duplicate studies. 

I searched three databases: Embase, PsychInfo and Medline. The search strategy was made 

up of four elements:  

(i) search terms to identify studies in the field of psychosis which I derived from 

the systematic review for the NICE (2014a) guidance for psychosis in adults. 

This is an extensive list of more than 30 phrasings to refer to people with 

psychosis or schizophrenia, including variants of core terms (e.g. psychosis* 

and psychotic*), variants of more general terms for this patient group (e.g. 

(chronic or severe) adjacent to the world mental) and symptoms specific to 

this patient group (e.g. neuroleptic malignant syndrome) as well as their 

associated terms (e.g. Medical Subject Headings heading (MeSH) terms in 

MEDLINE) 

(ii) Search terms to identify health economic evaluation developed by NHS EED 

(Glanville et al., 2009). This filter has been shown to perform well, achieving 

over 99% sensitivity against a gold standard. Briefly, it is made up of more 

than 10 variants of terms which containing the words ‘economic’, ‘costs’ and 

their associated terms (e.g. MeSH terms in MEDLINE) are typically used in the 

context of health economic evaluation (e.g. pharmacoeconomics) and aims to 

reduces false positives by excluding occurrences which are likely to refer to 

other fields of research (e.g. studies in which the word ‘costs’ is used near the 

word ‘metabolic’). 

(iii) Search terms related to service use, namely hospitalization, readmission, 

hospital admission, health care utili*, health service util*, health care use, 

health care service use, health service use as well as associated terms (e.g. 

MeSH terms in MEDLINE) 

(iv) terms related to inpatient rehabilitation, namely (inpatient or hospital or unit 

or ward) and (rehabilitation or recovery or "high dependency"). These terms 

were informed by my clinical collaborators. 
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To be included studies needed to have keywords comprised by (i), (iv) and either (iii) or (ii) 

or both (iii) and (ii). I first removed duplicate titles from my search, then screened title and 

abstracts of studies with help of the software Rayyan and finally checked whether the 

papers fulfilled the inclusion and exclusion criteria by examining the entire paper (Ouzzani 

et al., 2016). I ran the final search on 4 October 2019. In addition, I examined the list of 

references in studies fulfilling the inclusion criteria and studies that cited studies fulfilling 

the inclusion criteria to identify papers that may have been missed by the aforementioned 

search terms, that is, I traced citations forwards and backwards. There was no second 

reviewer. I also extracted the quantitative data without a second reviewer using Microsoft 

Word 2010. In expectation that this review would soon be superseded by the systematic 

review undertaken as part of the NICE guidance on care for people with complex forms of 

psychosis, I judged the reliability of this approach to be sufficient (NICE, 2018). I use means 

and difference in means as the principal summary measures. The studies were too 

heterogeneous in their methods and the type of results they reported to meaningfully 

attempt a quantitative synthesis of their findings. I also did not perform any additional, e.g. 

subgroup, analyses. I assessed the risk of bias of studies at the study level using a narrative 

discussion. There appeared to be insufficient basis to attempt to assess risk of bias across 

studies. 

 

1.6.2.2 Study characteristics and findings  

The study flow-chart for the systematic review in Figure 2 shows that I identified nine 

studies that fulfilled my inclusion criteria. Table 1 provides an overview of the study designs 

and results of each study. To summarize, of these nine studies, seven were observational 

studies and two were randomized controlled trials. Three studies were set in the UK and 

two of the seven observational studies were prospective analyses. Six of the seven 

observational studies compare outcomes up to the point of admission to inpatient 

rehabilitation with outcomes following discharge from inpatient rehabilitation. In other 

words, they undertook uncontrolled, within-patient comparisons. This means that they 

compared inpatient rehabilitation with the care received prior to inpatient rehabilitation. In 

contrast to all other studies, Tarasenko et al. (2013), assess the impact of converting an 
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inpatient rehabilitation to an acute ward at the level of a health care provider rather than 

the average effect of inpatient rehabilitation at the individual level. Again, this comparison is 

uncontrolled. In addition to a within-patient comparison, Tsoutsoulis et al. (2018) compare 

post-discharge rehospitalisation rates in patients discharged from inpatient rehabilitation to 

matched controls who did not receive such care. In the two RCTs, on the other hand, 

inpatient rehabilitation is compared to assertive community treatment. In addition, the 

study by Nordentoft et al. (2010) features a third treatment arm which consists of standard 

care. To summarise, there appears to be some relevant variation in the comparators. The 

length of follow-up ranged from the duration of the rehabilitation stay only to two years 

after discharge from inpatient rehabilitation. Only the studies by Bunyan et al. (2016) and 

Tarasenko et al. (2013) measured the impact of inpatient rehabilitation on costs. Tarasenko 

et al. (2013) only measured the impact of the conversion of the ward on per diem cost of 

inpatient care. Conversely, Bunyan et al. (2016) only account for the cost of non-

rehabilitative inpatient care. Neither study formally combined costs and outcomes in their 

assessment. 

There is a marked difference in the conclusions drawn by the RCTs and the observational 

studies. The two RCTs suggest that inpatient rehabilitation leads to both higher service use 

than the control groups over the study follow-up and that it is less or equally clinically 

effective (Lafave et al., 1996; Nordentoft et al., 2010). In contrast, the authors of the 

observational studies conclude that their results support the provision of inpatient 

rehabilitation. In the uncontrolled comparisons, service use and health care costs are lower 

after discharge from inpatient rehabilitation than prior to admission to inpatient 

rehabilitation. Likewise, in the case of Tarasenko et al. (2013), service use and costs were 

lower prior to the conversion of the inpatient rehabilitation ward. Compared to matched 

controls, Tsoutsoulis et al. (2018) estimated that hospitalisation rates were not substantially 

different in the inpatient rehabilitation group. Given the diverging results of the 

observational studies and the randomized trials, and, as discussed further in Section 1.7, the 

fact that these two study designs often have quite different strengths and weaknesses, I will 

appraise the RCTs by Lafave et al. (1996) and Nordentoft et al. (2010) separately from the 

observational studies. 
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Figure 2 Study flow-chart for systematic review of evaluations of inpatient rehabilitation

Duplicates: N=57 

57 

) 

Total number of records 
identified through database 

search: 
N=1164 
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Records screened: 
N=1107 

Full text articles assessed for 
eligibility 

N=42 

Records excluded (N=1067) 

• No evaluation of inpatient 
rehabilitation (n=894) 

• Patient population not 
relevant (n=173) 

Records 
identified on 
PsychINFO: 

N=257 

Records 
identified on 

Medline: 
N=810 

Records 
identified on 

Embase: 
N=97 

Additional studies 
identified by forward and 

backwards reference 
search 
N=2 

Records excluded (N=33) 

• No measurement of costs 
or service use (n=11) 

• Full text not accessible 
(n=4) 

• No evaluation of inpatient 
rehabilitation (n=8) 

• Low- and middle income 
country setting (n=1) 

• Preliminary findings of 
another study that fulfils 
the inclusion criteria (n=1) 

Studies fulfilling eligibility criteria 
N=9 



First author 

(Publication 

year), Country 

Study type; 

Comparison 

Patients 

(Number of 

sites) 

Main clinical effects Service use or cost thereof 

Bruseker and 

O’Halloran 

(1999), 

Australia 

Prospective cohort 

study; within-

patient (pre-post 

admission) 

76 (1) Comparing admission scores with 

1-year follow-up scores, Brief 

Psychiatric Rating Scale scores 

improved by 18%, Scale for the 

Assessment of Negative 

Symptoms scores by 32%, and 

Quality of Life Scale scores by 

19%.  

Among people who had an admission in the year 

prior to admission to inpatient rehabilitation, 

both number of admissions were lower (35 vs. 

98) and number of bed days (277 vs. 1050) in the 

year after discharge compared to the year before 

admission to IR 

Bunyan et al 

(2016), United 

Kingdom 

Retrospective 

cohort study; 

within-patient (pre-

post admission) 

22 (1) Comparing period prior to 

admission with period after 

discharge, higher engagement in 

regular daytime activities (14% 

vs. 53% patients) and lower 

number of patients with record 

of one or more major risk 

incident (86% vs. 50%)  

Average length of inpatient rehabilitation: 701 

days; Lower in average cost of care (£66,000 vs. 

£18,000) and average bed days (380 vs. 111) 

when comparing two years before admission to 

IR with two years after discharge 

Lafave et al. Randomized 65 (1) Patients in the assertive Average length of inpatient stay over one-year 
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First author 

(Publication 

year), Country 

Study type; 

Comparison 

Patients 

(Number of 

sites) 

Main clinical effects Service use or cost thereof 

(1996), United 

States 

controlled trial; 

inpatient 

rehabilitation vs. 

assertive 

community 

treatment 

community treatment group 

score higher on all dimensions of 

a subjective quality of life 

measure of the Quality of Life 

Interview, except health, and 

higher on an objective measure 

of quality of life. Brief psychiatric 

rating scale scores were 

comparable in the two groups. 

Ratings on the Client Satisfaction 

questionnaire were at the same 

levels across the group. Patients 

in the assertive community 

treatment group felt more in 

control of their lives according to 

ratings on the Environmental 

Index 

follow-up: 39 days (assertive community 

treatment group), 256 days (inpatient 

rehabilitation group. Proportion of patients living 

in a community setting higher throughout follow-

up. At one-year follow-up, more patients lived 

independently (50% vs. 20%) and more lived in a 

supervised setting (50% vs. 35%) and fewer were 

hospitalized (0% vs. 45%) in the assertive 

outreach compared to the inpatient rehabilitation 

group. Over a two-year follow-up the percentage 

of clients living in community settings was found 

to be consistently higher in those randomized to 

assertive community treatment 
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First author 

(Publication 

year), Country 

Study type; 

Comparison 

Patients 

(Number of 

sites) 

Main clinical effects Service use or cost thereof 

MacPherson et 

al. (2017), 

United 

Kingdom 

Prospective cohort 

study; within-

patient (pre-post 

admission) 

43 (1) Minimal improvements in Health 

of the Nation Outcome Scale 

ratings; improvements in 

Camberwell Assessment of Need 

domains related to social 

functioning; Slightly higher 

fraction in employment (data not 

shown) 

Average length of inpatient rehabilitation: 380 

days; Higher share of patients living in own 

tenancy prior to compared to after admission 

(44% vs. 74%) 

Nordentoft et 

al. (2010), 

Denmark 

Randomized 

controlled trial; 

hospital-based 

rehabilitation vs. 

standard care vs. 

assertive 

community 

treatment 

94 (2) Difference of -0.34 (95% 

Confidence Interval -1.2 to 0.5) 

on the Scale for Assessment of 

Positive Symptoms and a 

difference of -0.45 (95% 

Confidence Interval -1.4 to 0.5) 

on the Scale for Assessment of 

Negative Symptoms in favour of 

those receiving assertive 

Those randomized to hospital-based 

rehabilitation had highest number of bed days 

and number of days in supported housing during 

almost all points of a five-year follow-up whereas 

those hospitalized to assertive community had 

the lowest whereas those receiving standard care 

were in between (approximately 550 vs. 290 vs. 

400 days over 5 years). With respect to number 

of days in supported housing the ranking was the 
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First author 

(Publication 

year), Country 

Study type; 

Comparison 

Patients 

(Number of 

sites) 

Main clinical effects Service use or cost thereof 

community treatment compared 

to those receiving hospital care 

same (approximately 420 vs. 220 vs. 240 days 

over 5 years) 

Petrie and 

Mountain 

(2009), United 

Kingdom 

Retrospective 

cohort study; 

within-patient (pre-

post admission) 

35 (1) Number of Mental Health Act 

uses lower (2.1 vs. 0.5) in the 2 

years prior to admission 

compared to 2 years after 

discharge 

Average length of inpatient rehabilitation: 668 

days; Lower in the average number of bed days 

(478 vs. 116) and lower number of admissions 

(2.5 vs. 1.2) in the 2 years prior to admission to 

inpatient rehabilitation compared to 2 years after 

discharge  

Sullivan et al. 

(1991), United 

States 

Retrospective 

cohort study; 

within-patient (pre-

post admission) 

Not stated 

(1) 

75% of relatives agreed or 

strongly agreed that the program 

made significant improvements 

to their lives or the looked after 

person; Post-discharge, quality of 

life is stated to have improved 

over the past year 

Reduction in time in hospital by 70% when 

comparing the two years prior to admission with 

the two year after admission 

Tarasenko et 

al. (2013), 

Retrospective 

cohort study; 

Not stated 

(1) 

Higher use of restraints or 

seclusion incidents in the 

Cost per diem costs on ward ($391 vs. $503/510); 

Lower discharge rates seven months and two 
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First author 

(Publication 

year), Country 

Study type; 

Comparison 

Patients 

(Number of 

sites) 

Main clinical effects Service use or cost thereof 

Canada within-system (pre-

post transformation 

of an IR ward to an 

acute ward) 

transition period and after 

closure of inpatient rehabilitation 

ward compared to period prior to 

closure 

years after closure of IR ward compared to three 

years prior to closure (0.162 vs. 0.125 vs. 0.192); 

Higher use of crisis centre in the year after IR 

closure and two years after compared to two 

years prior to closure (850 vs. 1100 vs. 700 days); 

Fewer discharges to less restrictive settings by 

community rehabilitation programme in the 3 

years after closure compared to 5 years before 

closure (9 vs. 5 cases per year) 

Tsoutsoulis et 

al. (2018), 

Australia 

Retrospective 

cohort study; 

Within-patient (pre-

post admission) and 

with matched 

controls 

504 (1) Not applicable Average length of inpatient rehabilitation: 125 

days; Lower rate of admission (100% vs. 33%), 

lower number of admissions (1.5 vs. 0.6) and 

longer time to admission (110 vs. 152 days) when 

comparing 12-month period prior to inpatient 

rehabilitation with 12-month period after 

discharge; Higher rate of admission (33% vs. 

31%), higher number of admission (0.6 vs. 0.5) 
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First author 

(Publication 

year), Country 

Study type; 

Comparison 

Patients 

(Number of 

sites) 

Main clinical effects Service use or cost thereof 

and short time to admission (152 vs. 171 days) 

when comparing 12-months after discharge with 

matched controls 

Table 1 Overview of evaluations of inpatient rehabilitation 

 



1.6.2.3 Appraisal of the randomized trials 

A strength common to the identified RCTs is that due to random allocation of treatment to 

trial participants, it is expected that both observed and unobserved factors are balanced out 

between groups at baseline, making it more likely that the findings are internally valid. Both 

RCTs also provide a clear description of the treatments that are being compared which aids 

interpretation of the findings. Given that in both trials at least one of the treatment groups 

is smaller than 30, a common weakness of the RCTs is that the results may be affected by 

chance bias (Torgerson and Torgerson, 2003). In addition, measurement of the benefits of 

different treatments to the patient is limited, the studies do not include measures that allow 

for the cost-effectiveness of inpatient rehabilitation to be compared to investments 

elsewhere in the health care sector, such as quality adjusted life year, nor is the impact of 

inpatient rehabilitation on the family and carers of patients considered. 

A strength that is specific to the trial by Nordentoft et al. (2010) is that with a length of 

follow-up of five years, it is much more likely to capture an adequate proportion of the 

potential benefits of inpatient rehabilitation which assess outcomes over a follow-up period 

of at most two years after discharge for inpatient rehabilitation. The robustness of its 

findings is also strengthened by blinding of interviewers to treatment allocation and use of 

registry data to reduce loss to follow-up. However, the results of the study by Nordentoft et 

al. (2010) are unlikely to be of high relevance to decision making in the United Kingdom 

because the authors assesses the value of inpatient rehabilitation for people with first-

episode psychosis as opposed to people with enduring forms of psychosis, that is for a 

patient group which may have a lower ability to benefit from an intensive long-term 

treatment like inpatient rehabilitation. 

The patients in Lafave et al. (1996), on the other hand, appear to be more comparable to 

the population accessing inpatient rehabilitation in the UK. However, the length of follow-

up, two years for the proportion of patients living in community setting and one year for all 

other outcome measures, is limited. In addition, the authors do not base their analysis on 

patients who were randomized but the patients who accepted their assigned treatment. 

Since rates of acceptance were relatively low and differed between the treatment arms 
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(53% for those randomized to inpatient rehabilitation and 72% for those assigned to 

assertive community treatment) this may have led to bias in the analysis. 

 

1.6.2.4 Appraisal of the observation studies 

One of the strengths of the identified observational studies is that three of them are set in 

the UK and therefore more likely to be generalizable to UK decision making. In addition, all 

three studies set in the UK have been published within the last 10 years which further adds 

to their generalizability. (2018)However, the observational studies also have some 

considerable limitations: 

Confounding: One of the main weaknesses of the observational studies is that they all 

implicitly assume that there is no time-variant confounding in their before-and-after 

analyses. In other words, it is assumed that service use and patients’ clinical status would 

have remained unchanged had patients not been admitted to inpatient rehabilitation (or 

had the inpatient rehabilitation ward not been transformed in Tarasenko et al. (2013)). 

Referrals for inpatient rehabilitation are typically made following a period during which the 

patient has been particularly unwell and after one or more hospitalisations. Given the 

episodic and fluctuating nature of psychosis, it is possible that outcomes would have 

improved regardless of inpatient rehabilitation care, thus potentially overestimating the 

relative effectiveness and cost-effectiveness of inpatient rehabilitation. Similarly, the 

analysis by Tarasenko et al. (2013) at the organisation level may be affected by temporary 

fluctuations, long-term trends or changes in care provision unrelated to the conversion of 

the inpatient rehabilitation ward.  

The fact that hospitalisation rates do not differ between the inpatient rehabilitation group 

and a matched cohort in Tsoutsoulis et al. (2018), illustrates the impact that different 

assumptions with respect to confounding can have in the observational studies . Yet, the 

implicit assumptions underlying the matched analysis in Tsoutsoulis et al. (2018) are 

potentially less plausible than those in the before-and-after analysis because the authors 

only match for the patients’ gender, age, and primary diagnosis. Not only is this set of 

variables too limited to plausibly account for confounding in this context more generally, 

but the authors report that there is an observed imbalance between the groups in terms of 
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prior service use which they do not match for. It is known that prior service use is one of the 

strongest predictors of future service use in psychosis so the matched comparison is likely to 

be biased against inpatient rehabilitation (Sernyak and Rosenheck, 2003). In fact, contrary 

to their initial motivation for identifying a control group stated in their introduction (i.e. to 

reduce potential bias in the before-and-after designs), in their discussion section, 

Tsoutsoulis et al. (2018) themselves do not appear to give credence to the assumptions 

needed to interpret the comparison between IR and matched controls as a causal effect. 

Instead, they interpret equal rates of hospitalisation over the follow-up as showing that 

hospitalisation rates in the inpatient rehabilitation group return to “normative levels” after 

receiving rehabilitation care, i.e. in a descriptive fashion. 

Generalizability of evidence: An implicit assumption that is likely to be violated in many of 

the identified observational studies, is that the samples used in the analyses are 

representative. Bunyan et al. (2016) excluded patients who were admitted for less than 6 

weeks from the analysis and only included patients who were discharged rather than all 

those admitted within the study period, MacPherson et al. (2017) excluded patients with a 

length of stay of less than 3 months, Petrie and Mountain (2009) excluded patients who 

were not discharged by the end of the study period and, in Bruseker and O’Halloran (1999), 

50% of patients dropped out of the study. At least two of the observational studies 

appeared motivated by cuts to the funding to inpatient rehabilitation services or the risk 

thereof (Bunyan et al., 2016; Tarasenko et al., 2013). This may have led to a bias across 

studies in favour of inpatient rehabilitation if this meant that studies suggesting a positive 

effect of inpatient rehabilitation were more likely to be published. 

Scope of measurement: Even if one is willing to disregard these weaknesses, the extent to 

which findings are informative to current decision making in the UK appears limited. One 

reason for this is the restricted scope of measurement: (i) Five out of seven studies do not 

incorporate the length and cost of stay on inpatient rehabilitation wards themselves in their 

evaluations. While in some studies it is possible to retrospectively adjust the analysis for this 

omission, given the extensive length of stays and the fact that at approximately £350 per 

bed day, the unit cost of inpatient rehabilitation in England is similar to that of staying on a 

general acute ward, this is a significant weakness of (CQC, 2018; NHS improvement, 2018); 

(ii) With follow-ups of at most two years, the length over which benefits and costs are 
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measured of the included studies is relatively limited for a chronic condition like psychosis. 

(iii) As with the RCTs, the measurements of benefits of treatment are limited and difficult to 

compare across studies.  

Relevance of estimated quantities: Another reason that limits the usefulness of the 

identified observational studies to current decision-making is that the relevance of the 

estimated quantities is unclear or reduced for a number of reasons: (1) The treatments are 

not well-characterised, that is it is unclear to what inpatient rehabilitation and the 

comparator treatments entail (VanderWeele and Hernan, 2013); (2) In the case of the 

within-patient before-and-after analyses, the implicit comparator to inpatient rehabilitation 

is the mix of care received prior to inpatient rehabilitation admission. However, this may be 

a suboptimal comparator because the care received in the period prior to inpatient 

rehabilitation may not have included realistic alternatives to inpatient rehabilitation, such as 

care by community rehabilitation teams while staying in 24-hour supported housing; (3) A 

conversion of inpatient rehabilitation wards to acute wards without expansion of relevant 

community services as considered by Tarasenko et al. (2013), is unlikely to be an 

appropriate policy alternative because it does not replace inpatient rehabilitation by a 

service that caters to the particular needs of people with persistent and complex forms of 

psychosis; (4) Outcomes are not measured at regular time-points from the point at which 

the decision maker chooses a treatment option. Instead, most studies, focus on follow-up 

after discharge. For example, a study might measure outcomes one year after discharge 

from inpatient rehabilitation rather than one year after admission or referral to inpatient 

rehabilitation. This implies that the period between admission and the measurement of 

outcomes will depend on the length of inpatient rehabilitation stay which differs for every 

patient in the study. I would argue that the estimated parameters, do not directly 

correspond to what decision makers are likely to be interested in, namely what 

consequence a current action has over a given time period rather than a variable time 

period. (5) As illustrated in Figure 3, the pathway to inpatient rehabilitation begins at the 

point of referral not at the point of admission to inpatient rehabilitation. In contrast to 

acute psychiatric care, where, in most cases, only hours or a few days elapse between 

referral and admission, in the context of inpatient rehabilitation, the distinction between 

referral and admission is meaningful because, to my knowledge, it is more common for long 
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periods of time to pass between referral and admission to inpatient rehabilitation or exit 

from the pathway to inpatient rehabilitation. Yet, most of the observational studies start 

follow-up at the point of admission and only include patients who have been admitted. This 

has two implications: First, since patients most commonly stay on an acute psychiatric ward 

while waiting for assessment or a rehabilitation bed to become available, potentially costly 

delays may be omitted from the economic evaluation. Second, the characteristics of the 

patients that are ultimately admitted to inpatient rehabilitation is likely to be different from 

patients who are referred to inpatient rehabilitation because they have both undergone a 

selection process and because time has passed between referral and admission to inpatient 

rehabilitation. Thus, the effect of admitting patients to inpatient rehabilitation compared to 

not admitting them does not correspond to the effect of referring compared to not referring 

them in a hypothetical world in which it is possible to determine whether a patient is 

suitable for inpatient rehabilitation at referral and admit them immediately to inpatient 

rehabilitation without investing additional resources in service provision. Put differently, I 

would argue a more policy-relevant question appears to be the effectiveness and cost-

effectiveness of referring patients to inpatient rehabilitation rather than the cost-

effectiveness of admitting patients to inpatient rehabilitation because, if rehabilitation 

wards were closed, patients would not be referred to begin with. 

 

1.6.2.5 Limitations of the systematic review 

As indicated above, when undertaking this review it was clear that it would soon be 

superseded by the systematic review undertaken as part of the NICE guidance on care for 

people with complex forms of psychosis (NICE, 2018). Therefore, I judged it to be a better 

use of time to limit myself to the core features of this review and invest more attention on 

the aspects of this thesis that would be more likely to have a potential to reach a broader 

audience. However, this also means that the results of this review should be regarded with 

some caution. It is possible that studies in the nonpublished literature have been 

overlooked by the choice of search strategy, however, given the low quality of research 

identified in the published literature it appears unlikely that the main conclusions of this 

review would have seen major change. Evidence suggests that, typically, about 5-10% more 
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studies would have been identified if a second reviewer had participated in the screening of 

studies (Stoll et al., 2019; Waffenschmidt et al., 2019). Similarly, mistakes in the data 

extraction process are more likely to have occurred. I also did not attempt to rate the 

quality of the evidence using a formal, quantitative approach such as ROBINS-I or undertake 

a meta-analysis (Sterne et al., 2016). I deliberately limited this review to studies containing 

economic evidence but this excluded evaluations that only considered the clinical benefit of 

inpatient rehabilitation. Thus, this review provides only an incomplete appraisal of the 

evidence supporting inpatient rehabilitation. By the same token, qualitative research may 

have provided a theoretical basis for how inpatient rehabilitation brings about change. 

Finally, I was unable to assess the risk of bias across studies. 

 

1.6.2.6 Conclusion 

Previous observational studies unanimously suggest that their evidence supports the 

provision of inpatient rehabilitation. However, these findings are likely to be significantly 

biased in favour of inpatient rehabilitation because these studies typically exclude the cost 

of inpatient rehabilitation, use before-and-after analyses and because they are based on 

selective samples. By contrast, the two RCTs identified suggest that inpatient rehabilitation 

is expensive and does not appear to yield meaningful improvements in patient outcomes 

but the settings and time horizons of these trials are very different from the decision making 

problem encountered in the UK so it is unclear whether these findings can be generalised. 
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Figure 3 Schematic diagram of pathway to inpatient rehabilitation (IR) 
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1.7 Approaches to the economic evaluation of inpatient care 

The importance of the choice between the main alternative inpatient options in the UK for 

young people with psychosis (adult versus specialised wards for children and adolescents) 

and adults with persistent forms of psychosis (inpatient rehabilitation versus usual care) 

coupled with the limited available evidence, calls for further research to support resource 

allocation decision making. As indicated above, conducting an RCTs could be one possible 

way to generate new evidence for value for money of inpatient care for people with 

psychosis. The key advantage of RCTs is that, due to random allocation of treatment to trial 

participants, estimates are likely to have high internal validity. Furthermore, RCTs are both 

conceptually simple, require minimal assumptions and their methodology is both familiar to 

and well-accepted by decision makers (Buxton et al., 1997; Higgins et al., 2008). 

However, on average, randomisation only leads to balance between the groups at baseline. 

If there are unobserved factors that influence dropout from the RCT or treatment switching 

then the internal validity of trials is reduced (Latimer et al., 2014; Szymczynska et al., 2017). 

In addition, even if RCTs are internally valid, they may not generalise to other settings which 

they are meant to inform, resulting in a lack of external validity (generalisability of the 

results to other settings or contexts). One reason for this is that, in an RCT, treatments may 

be delivered in a way and in an environment that differs from how these treatments would 

be implemented in routine practice and thus may not be relevant to the decision making 

context (Baltussen et al., 1999). Secondly, the treatment effect in those taking part in trials 

may differ from that in the wider patient population in unobserved ways. For example, in 

the context of psychosis, participants in RCTs may be different from non-participants 

because there is evidence to suggest that clinicians have a tendency to suggest patients for 

participation in RCTs that are less unwell (Patel et al., 2017). Moreover, some patients with 

psychosis lack the capacity to give informed consent and suicidal patients are typically 

excluded from RCTs on ethical grounds (Wilson and Stanley, 2006). In an RCT set in inpatient 

rehabilitation wards conducted by Killaspy et al. (2017), for example, 87% of mental health 

trusts in the UK were willing to participate in the study. Among the patients in these trusts, 

13% lacked capacity to give informed consent to participate in the study, 10% were 

unavailable at the time of research interview and 16% declined to participate, leaving only 

62% being included in the study. In the case of the evaluation of CAMHS services, if patients 
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are underage, parental consent may be required for participation in an RCT which could 

create a barrier to enrolment into a study. 

A further difficulty with RCTs relates to issues around feasibility. For example, it is unclear 

whether randomising underage patients to adult and CAMHS inpatient care would be 

ethically feasible because, as discussed above, there does not appear to be clinical 

equipoise. The extension of CAMHS inpatient care to patients above the age of 18, on the 

other hand, may be practically difficult to implement in an RCT because this would involve a 

significant restructuring of service provision. A prospective observational study could avoid 

these issues around feasibility but would inherit all other weaknesses of RCTs and loose the 

strengths RCT gain through means of randomization. 

When they are feasible, RCTs tend to be time-consuming and expensive. For example, in 

2005 prices, RCTs funded by the Health Technology Assessment (HTA) program cost 

approximately £1.3 million on average (Raftery et al., 2015). To save costs, the length of 

follow-up is often relatively short, RCTs may not compare all relevant treatment options 

and/or sample sizes may be low. This may mean that they do not capture all relevant costs 

and benefits of the treatment or that parameter estimates have high variance. Low sample 

sizes are particularly problematic in economic evaluations because cost data is typically 

more variable and non-normally distributed than clinical outcome measures, thus larger 

sample sizes are generally required to obtain precise estimates of differences in costs as 

compared to differences in effects (Mihaylova et al., 2011; Petrou and Gray, 2011). 

Concerns regarding the cost of conducting an RCT appear particularly significant with 

respect to the economic evaluation of inpatient rehabilitation. The median length of stay on 

rehabilitation wards has been previously reported to be more than 16 months (Killaspy et 

al., 2016). Moreover, the benefits of IR are thought to mostly accrue after discharge from 

hospital and inpatient care is the most expensive treatment class in schizophrenia. 

Therefore, an RCT with a follow-up length of several years would be required for inpatient 

rehabilitation to have a realistic chance of being shown to be cost-effective.  

Since inpatient rehabilitation and CAMHS inpatient care are already provided in routine 

clinical practice, another option is to carry out economic evaluation based on observational 

data. If routinely collected data from sources such as EHRs is used, observational studies can 

be undertaken at a far lower cost than RCTs. Observational studies based on routinely 
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collected data can also act as a precursor to an RCT. For example, they can be used to get an 

idea of the variance in the outcome variable and, with due caution, the approximate 

magnitude of the treatment effect. Since consent is on an opt-out basis, samples drawn 

from EHRs are more likely to be representative and thus generalizable, loss to follow-up 

may be lower or less problematic than in RCTs, and studies based on EHRs can lower the 

administrative burden to study participants (Franklin et al., 2017). Specifically in relation to 

service use data, three benefits of EHRs compared to conventional approaches are: (i) they 

have the potential to yield more precise service use and cost estimates because, unlike self-

report service use questionnaires commonly used in RCTs, they do not suffer from recall 

issues and often contain a more specific description of the service that was used (e.g. health 

care resources (HRG) codes) allowing more accurate costing; (ii) EHRs enable the analyst to 

more easily test whether alternative decisions with respect to the cost perspective impact 

the results of the economic evaluations (Asaria et al., 2016); and (iii) in the long-run, the 

research cost in terms of cleaning and costing the service use data are reduced because the 

same code for data processing can be reused for multiple studies based on the same 

database. 

Typically, the greatest concern when conducting observational studies is that their internal 

validity may be compromised, i.e. estimated treatment effect may be biased, because 

variables that have both an effect on the treatment decision and the outcome are 

unmeasured, a phenomenon that can be referred to as unmeasured confounding (Hernán 

and Robins, 2018). Observational studies not based on routinely collected data and 

prospective observational studies share the disadvantage of RCTs in that they can be 

similarly costly, untimely and potentially limited in terms of the scope of measurement or 

comparison. The principle disadvantage of routinely collected data is that it is not recorded 

for use in research but for clinical or administrative purposes. In general, this means that 

variables that are of importance to the analysis may be completely missing or the recording 

quality, recording styles and incentives to record different kinds of data can vary across 

fields, clinicians, services and time. Of course, there is also uncertainty in the validity the 

more traditional self-report resource-use measurement but the validity of data in large 

databases can be more difficult to judge because consumers of research may be less familiar 

with the particular database used for a research study and because it is more difficult to 
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build in quality checks in the data collection process (Thorn et al., 2013). Measurement error 

resulting from data quality issues can lead to distortions in the estimation of the quantity of 

interest and greater uncertainty in the estimates (Buonaccorsi, 2010). In addition, in 

contrast to typical RCTs or prospective cohort studies, patients’ clinical status in EHRs is 

often not monitored at systematic time intervals (Kreif et al., 2018). In terms of service use 

data, the main disadvantages of EHRs compared to self-report data are: (i) one cannot easily 

distinguish between patients with missing service use data and patients who did not access 

a service; (ii) any given set of EHRs is likely to collect reliable data only on a limited subset of 

services and over a limited geographic area. Thus, they cannot replace self-report methods 

when trying to capture societal costs such as unpaid care; and (iii) whereas the cost of 

working with self-report data is well understood and under the control of the researcher, 

this is not necessarily the case with EHRs (Franklin et al., 2017). For these reasons, 

understanding the quality of the data and harmonising variables can be one of the most 

time-consuming aspects of conducting economic evaluations based on data from EHRs. On a 

more practical level, issues around information governance can be challenging and/or time-

consuming when working with EHRs. A less apparent difference between RCTs and 

observational studies is that since RCTs are more established, methodological rigor is often 

higher than in observational studies (Dhiman et al., 2020; Kreif et al., 2013b; Velentgas et 

al., 2013). Problems with the design and analysis of observational studies are thus more 

likely, and some have argued that these differences compared to RCTs can be as important 

as the lack of randomization (Hernán et al., 2008; Rubin, 2008). 

Ultimately, the credibility of results obtained by observational studies compared to RCTs 

depends on the specific application at hand because, for each study, one needs to weigh 

beliefs about the potential impact of all of the aforementioned sources of bias (e.g. the 

potential bias due to unmeasured confounding in an observational study against the bias 

due to a potentially small sample size and unrepresentative sample in an RCT) (Imai et al., 

2008). To empirically inform such an exercise, a stream of research has emerged which 

makes use of a research design referred to as within study comparison (WSC), which 

involves the comparison of the treatment effect estimates from RCTs with estimates from 

observational studies that share the same target population (Wong and Steiner, 2018). As 

explained by Wong et al. (2018) there are at least five difficulties in interpreting WSCs: (1) 
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Particularly in early WSCs, RCTs and their corresponding observational study differed in 

ways other than assignment of treatment (e.g. the way that the outcomes were measured) 

and (2) different causal quantities or estimands were targeted by the different types of 

studies; (3) Although RCTs typically serve as the benchmark for evaluation the performance 

of observational studies (e.g. due to differential attrition), they may not provide valid 

treatment effects themselves; (4) There is a lack of consensus as to what metrics to use to 

evaluate the performance of observational studies; (5) It is unclear to what extent the 

results from WSCs generalise to different contexts (e.g. different populations, treatments 

and study designs) and the pool of existing WSCs is relatively limited to date, particularly in 

the context of health care treatments. With these caveats in mind, the authors of recent 

reviews of WSCs that attempt to reduce the impact of threats to their validity indicate that, 

under certain circumstances, well-conducted observational studies can achieve a high level 

of internal validity (Chaplin et al., 2018; Cook et al., 2008; Weidmann and Miratrix, 2020). 

These circumstances include studies using regression discontinuity designs and studies 

matching on rich covariate information within the same geographic area, the types of 

studies that make up this thesis and will be described in more detail in the subsequent 

chapters. Distinct from the empirical evidence on the credibility of observational studies 

compared to RCTs, it is also worth considering the relative perception of these two sources 

of evidence by decision makers since this affects their relative potential to affect decision 

making. The current manual for developing NICE guideline as well as related NICE 

publications state that RCTs are the preferred source of evidence to assess the effectiveness 

of an intervention, that observational studies may also be used for this purpose and that 

observational studies should be routinely included in a systematic review of the evidence 

(Bell et al., 2016). This methodological guidance is currently under development. The 

preference for RCTs, where feasible, for estimates of effectiveness is likely to remain but the 

role of evidence from observational studies should be clarified (NICE, 2020). However, not 

all decision makers share these views, particularly in the context of local decision making 

(Cairney and Oliver, 2017). 

To summarise, as common in the evaluation of service-level intervention, practical 

considerations of implementation, timeliness and high costs, as well as concerns around 

external validity and length of follow-up make observational studies a relevant alternative 
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to RCTs for the decision problem that are of interest in this thesis despite the potential risks 

around their internal validity (Meacock, 2018; Sutton et al., 2018) 

 

1.8 Aim, objectives and structure of the thesis 

Given these considerations, the aim of my thesis is to assess the value for money of 

specialist inpatient care for people using specialist inpatient care for people with psychosis 

based on single studies and data derived from electronic health records. My specific 

objectives were: 

(1) To identify approaches to handle unmeasured confounding and measurement error 

(2) To conduct an economic evaluation of admission to CAMHS inpatient care compared 

to admission to adult wards for young people with psychosis (Analysis 1) 

(3) To conduct an economic evaluation of referral to inpatient rehabilitation compared 

to usual care for adults with persistent forms of psychosis (Analysis 2) 

The structure of the thesis parallels with these three objections, that is in Chapter 2 I 

address objective 1, in Chapter 3 I address objective 2, in Chapter 4 I address objective 3. In 

the final chapter (Chapter 5), I conclude with an overarching discussion of this thesis, 

including the main findings of the thesis, its implication for policy making, strength and 

limitations, and potential areas for future research. 

 

1.9 Personal contribution to the thesis 

The work in this thesis was funded by internal grant money from King’s Health Economic at 

King’s College London and from the Maudsley Biomedical Research Centre (BRC). It was not 

earmarked for a specific topic. I, the candidate, therefore, took the lead in shaping the 

direction of this PhD. I conceived the idea behind Analysis 1 and developed Analysis 2 based 

on the suggestion of David O’Flynn. I explored the database with advice from my clinical 

collaborators, Alexander Tulloch, David O’Flynn, Matthieu Crews, Shahzad Alikhan, Tom 

Craig and Johnny Downs, my supervisor Richard Hayes and many other people working at 

the BRC. I wrote the scripts to extract the data and manually coded all but a small 
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proportion of the data from free text notes. I made use of natural language processing 

applications previously developed by researchers at the BRC and, where noted, of versions 

of data previously ‘cleaned’ by Alexander Tulloch. Alexander Tulloch and I also jointly 

worked on costing CRIS service use. I was responsible for developing the analysis plans for 

all analyses. The clinical collaborators mentioned above provided advice on clinical and 

policy aspects of the two evaluations. I carried out all statistical analyses and interpreted the 

findings. My supervisors provided feedback on some of the chapters and some of the 

analyses. To make the distinction between work predominately undertaken in collaboration 

or views formed through discussion and the work for which I was largely responsible clearer, 

in the following chapters, I will use the first personal singular and plural pronouns, i.e. ‘I’ and 

‘we’, as I judged appropriate. 
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Chapter 2 Handling unmeasured confounding and measurement error 

 

2.1 Introduction 

In the previous chapter, I identified unmeasured confounding and measurement errors as 

two potential threats to the validity of economic evaluations using observational data. The 

aim of this chapter is to identify potential strategies to mitigate these threats. To provide 

some context, in Section 2.2, I briefly describe the available data sources to set the context 

which led me to investigate these methodological issues. I then justify my focus on 

unmeasured confounding, outline common approaches to handling this methodological 

issue in previous health economic evaluations and describe a novel alternative (Section 2.3). 

In Section 2.4, I discuss my rationale for examining methods to handle measurement errors, 

review potential measurement error assumptions, and discuss strategies to support and 

enable these assumptions. In preparation for the analyses in the following two chapters, in 

each case, I will outline which approaches I used for the evaluation of inpatient care for 

young people (Chapter 3) and the evaluation of inpatient rehabilitation (Chapter 4). 

 

2.2 Data sources 

2.2.1 Clinical records interactive search (CRIS) database 

My main source of data was the South London and Maudsley (SLaM) Clinical Record 

Interactive Search (CRIS) database at the Maudsley Biomedical Research Centre (BRC) which 

was set up in 2008 (Stewart et al., 2009). The SLaM NHS Foundation Trust is a provider of 

secondary mental health care and CRIS contains a de-identified version of all but a small 

part of SLaM’s system of electronic health records (Perera et al., 2016). The SLaM 

catchment area covers four administrative units, known as boroughs, in the south of 

London, United Kingdom (see Figure 4). It includes both urban areas of high deprivation 

(mainly in the boroughs of Lambeth, Lewisham, Southwark) and more affluent suburban 

locations (mainly in the borough of Croydon). SLaM also accepts some referrals from outside 

of its catchment area. 
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The use of CRIS is subject to a security and governance framework and the responsible 

oversight committee approved the use of CRIS for the two economic evaluations making up 

this PhD (project #13-090 and #15-004) (Stewart et al., 2009). While the CRIS database has 

been used in more than 150 published studies, the data quality has not been 

comprehensively investigated and no data dictionary exists. Therefore, in Appendix A, I note 

what is known about the quality of variables that will be relevant for the evaluations in the 

next two chapters and undertake some additional assessments of data quality. 

 

 

Figure 4 Map of areas covered by the CRIS database within Greater London 

 

2.2.2 Data extraction 

One of the key ways in which CRIS differs from more commonly used databases of routinely 

collected data that are used for health economic research, such as Hospital Episode 

Statistics (HES) or Clinical Practice Research Datalink (CPRD), is that it allows the researcher 

to access two types of data: (a) conventional data from ‘structured fields’, meaning data 

which is readily available for use in research because it is stored in a known, simple and, 
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typically, numerical format (e.g. age, ethnicity and service contacts); and (b) more 

uncommonly, the vast majority of SLaM’s unstructured clinical notes. These clinical notes 

usually contain more extensive and nuanced information in text form (Stewart and Davis, 

2016). A bespoke algorithm that masks patient identifiers in these clinical notes in the vast 

majority of cases (e.g. by replacing patient names in the clinical notes by ‘ZZZZZZ’) ensures 

that clinical notes are available for research while protecting the anonymity of the patient to 

a sufficiently reliable degree (Fernandes et al., 2013). In order to derive data from these 

unstructured clinical notes that is amenable for quantitative research, there are three 

potential approaches: 

(i) Keyword or key phrase searching – Searches can be carried out to identify 

whether certain keywords or key phrases of interest are contained within a 

patient’s clinical notes. A crude approach might, for example, be to determine 

the number of clinical notes containing the term ‘psychosis’, alternative terms 

(e.g. relevant diagnostic codes) and misspellings thereof, prior to the study 

baseline date and consider everyone who has at least one document containing 

these terms to have a diagnosis of psychosis at baseline. 

(ii) Manual coding – The researcher can read the clinical records and manually code 

or validate the information of interest. Continuing with the above example, 

instead of only identifying the presence or absence of psychosis-related 

keywords, one could read the clinical notes going back in time starting from the 

baseline date and consider the context that the words were used in. For 

example, if a clinical note stated that “ZZZZZZ does not have a diagnosis of 

psychosis” then, in contrast to approach (i), one would code the patient as not 

having a diagnosis of psychosis. In addition, this allows the researcher to 

determine the temporality of the diagnosis, that is whether the diagnosis was 

still valid at baseline rather than whether the patient ever had a diagnosis of 

psychosis 

(iii) Natural language processing (NLP) – NLP involves the application of 

computational techniques to analyse and synthesise information from the free 

text in CRIS (Stevenson, 2010). For example, if we consider the same, relatively 

simple example sentence (“ZZZZZZ does not have a diagnosis of psychosis”) used 
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in (ii) the NLP developer may write an application which analyses this sentence 

based on grammatical or linguistic rules. Thus, the NLP application may be able 

to recognize that the possessive verb (‘have’) in this sentence relates to the 

object (‘a diagnosis of psychosis’) and that this possessive verb is negated (‘does 

not’) in relation to the subject of the sentence (‘ZZZZZZZ’), the patient that this 

clinical note relates to. Thus, like approach (ii), NLP applications can, in principle, 

correctly recognize the above sentence as not being a diagnosis of psychosis. In 

contrast to approach (ii), however, once the application is developed, this 

approach can be scaled to evaluate the entire set of clinical notes in CRIS. Some 

NLP approaches are based on such grammatical or linguistic rules but most 

existing NLP applications for CRIS use machine learning approaches or 

approaches hybrid versions, that is, those combining the two approaches. At its 

most basic, machine learning approaches involve two steps: (1) the manual 

coding of a set of ‘gold standard’ annotations of the concept of interest; (2) use 

of algorithms that weigh linguistic ‘features’ of the text data in this ‘gold 

standard’ set to optimize predictive performance of classifications in the 

remaining documents. For example, if a sentence containing the word psychosis, 

also contains a reference to a family member, say the word ‘father’, the 

algorithm might be less likely to classify this sentence as an instance in which the 

patient was diagnosed with psychosis because in the ‘gold standard’ annotations 

sets, such sentences often describe the father as having psychosis. Jackson et al. 

(2017) and Patel et al. (2015) provide further detail on the operation of some the 

main sets of NLP applications that have been developed for CRIS. 

For this thesis, I extracted both structured data, NLP data and data used for manual coding 

of terms from CRIS by writing queries in the Structured Query Language (SQL) version of the 

database. 

 

2.2.3 Data linkages 

Apart from allowing access to clinical notes, CRIS has also been linked to several other 

databases using deterministic linkage, which involves matching records using an identical 
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identifier or set of identifiers (Perera et al., 2016). Of relevance to the analyses in this thesis 

were existing linkages with HES and the Zaponex Treatment Access System (ZTAS). 

HES is a database of electronic health records covering England and Wales that is widely 

used for health economic research (Sinha et al., 2013). The linkage with CRIS allows access 

to data on inpatient service use since 1997, outpatient service use since 2003 and 

emergency care since 2007 for patients who have a record in CRIS (as well as service use of 

non-SLaM patients while they were living in the SLaM catchment area). Approximately 90% 

of SLaM patients have been linked to HES. The remaining 10% have not been linked due to, 

in approximately equal proportions, failure in record linkage or the patient’s choice to opt 

out from the linkage. For data protection reasons, without further ethical approvals, HES 

data is only available for people who have had a contact with SLaM while under the age of 

18 if they subsequently had a contact with SLaM services after becoming adults. 

ZTAS is a database created to monitor prescribing and blood values of users of Zaponex, the 

most commonly prescribed brand name version of the antipsychotic medication clozapine. 

The current linkage contains data on SLaM patients prescribed Zaponex between 2007 and 

2016 but only if they were not prescribed Zaponex at another NHS trust at some later stage. 

A separate database exists for monitoring the use of Denzapine, the liquid version of 

clozapine, but this database is not linked to CRIS. 

In addition to the existing linkages described above, my collaborators and I linked some data 

on private sector bed use, out of area care spells and financial data that we obtained from 

SLaM to supplement or examine the validity of existing data. Private sector bed use and out 

of area care spells were linked deterministically using patients’ NHS ID by the Clinical Data 

Service Lead responsible for CRIS. We linked the financial data deterministically ourselves 

based on service names as described in more detail in Appendix B.2. For simplicity, in the 

rest of this thesis, I use CRIS as a shorthand to refer to the combination of data sources 

described in this section. 

I also considered making use of linkage to Lambeth DataNet, a clinical database from 

general practices in Lambeth, one of the four boroughs that SLaM covers. However, no 

equivalent database exists for the other three boroughs, the quality of this dataset is 

unclear and a three-way linkage with HES has not yet been approved. For these reasons, I 
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did not make use of this dataset. Whilst this means no primary care data was available for 

the economic evaluations presented in this thesis, primary care costs are known to be low 

compared to the cost of secondary health care services (Jin and Mosweu, 2017). The CRIS-

ONS linkage provides an alternative source of all-cause mortality data which can differ from 

mortality data in CRIS, as well as cause-specific mortality data. Since cause-specific mortality 

data was not of interest and mortality was unlikely to be very different in absolute terms 

between the groups under comparison, I also did not make use of this linkage. 

 

2.3 Unmeasured confounding 

2.3.1 Rationale for methodological exploration 

As noted in Chapter 1, since treatments are not randomly assigned in observational studies, 

the risk that treatment effects cannot be identified, that is computed from the available 

data without distortion, due to confounding is a chief concern in observational studies. To 

design and interpret studies based on observational data, it is therefore good practice to 

carefully assess what assumptions with respect to confounding are necessary for 

identification, to consider what extent they are plausible and what their potential direction 

or magnitude might be (Kreif et al., 2013b). 

Whether the assumption that there is no unobserved confounding holds or the extent to 

which one’s analysis deviates from the ideal conditions, cannot be tested directly. However, 

based on our subject matter knowledge and the limited range of potential confounders that 

are readily available in CRIS, that is those available via in structured fields, NLP application or 

keyword search, there appears to be a significant risk of unmeasured confounding. The risk 

of bias due to unmeasured confounding, is likely to be particularly acute in the case of 

Analysis 1 – the economic evaluation of inpatient care for young people – for the following 

reasons: (i) At hospitalization, young people have typically not been in contact with SLaM for 

a long time or the hospitalization may even be their first contact with mental health 

services. Thus, the amount of information recorded in clinical notes can be sparse; (ii) The 

performance of NLP applications has typically been optimized based on a random sample 

from CRIS. Since these random samples mostly consist of adult patients, it is likely that NLP 
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application may perform less well in young people. Thus, confounders derived from NLP 

applications are less likely to be good proxies for the true confounders; (iii) At admission to 

CAMHS inpatient care, the Children’s Global Assessment Scale (CGAS) is typically 

administered (Shaffer et al., 1983) whereas at admission to an adult ward the Health of the 

Nation Outcome Scale (HoNOS) is the routine measure of outcome (Wing et al., 1998). 

Disease severity is therefore not measured using the same standardised instrument in the 

two treatment groups. Thus, potential differences in disease severity between young people 

admitted to CAMHS and young people admitted to adult wards cannot be easily accounted 

for in the analysis. In the case of Analysis 2 – the economic evaluation of inpatient 

rehabilitation – there are some key patient characteristics that both likely motivate referral 

to inpatient rehabilitation and have an effect on outcomes which are not readily available in 

CRIS or only crudely measured (again, see Appendix A for a discussion of data quality). These 

include patients’ social functioning, living conditions, the persistence and complexity of their 

mental health needs as well as their history of medication use and response to medication. 

In the context of the CRIS database, one approach to increase the plausibility of the 

standard assumption that there is no unmeasured confounding, is to extract more 

information about patient characteristics using one or more of the three approaches 

described in Section 2.2.2. This approach leaves the standard ‘no unmeasured confounding’ 

assumption qualitatively unchanged but reduces the quantity of unmeasured information. 

However, the more potential confounders are included in an analysis, the more likely it will 

be that some observations do not have an identical or similar counterpart in terms of all 

confounders in the other treatment group. In other words, the more confounders are 

included the more likely it will be that there will be a lack of overlap and the need to 

extrapolate (D’Amour et al., 2020; Petersen et al., 2012) Even if there is no lack of overlap, 

the more variables are included, the less likely it is that a saturated or somewhat saturated 

model, that is a model contained terms for all interactions of confounder, can be adequately 

fitted which increases the risk of model misspecification (Harrell, 2015). Moreover, within 

the context of CRIS, expanding the set of confounders risks resorting to variables that are 

measured with error. The issues surrounding measurement error will be discussed more 

extensively in Section 2.4. In short, although adding more measured confounders into the 

regression model is desirable from the perspective of reducing unmeasured confounding, 
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this comes at a price, limiting the potential for reducing bias due to confounding. Finally, 

despite the wealth of information contained in clinical notes in CRIS, the most relevant 

confounders may be missing from them. 

Another approach that has been advocated by some researchers in the casual inference 

literature have advocated the use of sensitivity analysis for unmeasured confounding (see 

for example Haneuse et al. (2019) and VanderWeel and Arah (2011)). The aim of such 

sensitivity analyses is to explore the potential direction, magnitude and uncertainty arising 

from unmeasured confounding (Beesley et al., 2020). In addition, some have argued that 

the very process of quantifying and modelling potential bias combats researcher’s tendency 

for overconfidence (Lash et al., 2014). This is an area of research that is still under 

development and a large number of sometimes conceptually complex approaches have 

been proposed (Schneeweiss, 2006; Uddin et al., 2016; Zhang et al., 2018). To remain within 

the scope of this thesis, I will, therefore, limit myself to stating that, broadly speaking, these 

approaches involve specifying a bias model and its parameters within the analysis of interest 

(Lash et al., 2014). At its simplest one could conduct a simple sensitivity analysis assigning a 

fixed value to the parameter that is believed to be biased. At its most complicated and most 

computationally intensive, one can vary multiple parameters at once while assigning 

probabilistic distributions to these. According to Lash et al. (2014) there are four potential 

sources of information to assign values to the bias parameters: an internal validation study 

or sub-study in which the analyst is able to collect information on the confounders that are 

not measured in the sample as a whole (e.g. as part of propensity score calibration) (Uddin 

et al., 2016); use of external validation data; elicitation of expert opinion (Turner et al., 

2009); or without reference to subject matter knowledge, e.g. by identifying magnitude of 

the bias parameter confounding that would explain away the observed treatment effect or 

calculating the estimated treatment effect over a very broad ranges of potential bias 

(Haneuse et al., 2019). 

In relation to the empirical applications in the next two chapters, it is conceivable that 

clinicians could, for example, rate patients’ clinical status based on the medical notes and a 

standardised scoring protocol, thus recovering unmeasured confounders (e.g. social 

functioning in the evaluation of inpatient rehabilitation). This internal validation study could 

be used to inform the choice of bias parameter. However, such an exercise would imperfect 
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due to the fact that clinical notes are incomplete, require clinical training that I do not have 

and be time-intensive. Thus, this approach was beyond the scope of this thesis. As for 

external data that could inform the bias parameter, unfortunately, I am unaware of any 

evidence in the literature that could be used for a sensitivity analysis with respect to 

unmeasured confounding. Eliciting expert opinion was also not a feasible option in either of 

the empirical applications, because the amount of input from experts required for such an 

exercise was not available within the scope of this thesis. Moreover, there are some 

significant methodological challenges to eliciting expert opinions that would need to be 

overcome such as the risk of overconfidence in experts’ opinion or the challenge of how to 

combine the opinions from multiple experts (Lash et al., 2014; Turner et al., 2009). With 

respect to sensitivity analyses that assess what amount of bias that would be necessary to 

change the results, several objections have been noted in the literature (Lash et al., 2014). 

Most obviously, it does not help the reader to understand whether the value that 

invalidates the findings of the base case analysis is plausible. In fact, at their simplest, such 

sensitivity analyses merely yield a transformation of the point estimate of the base case 

analysis. In addition, analysing multiple sources of bias becomes more difficult and it has 

been argued that knowing what values would change the findings of a study can bias one’s 

view of the plausibility of such a value (Lash et al., 2014). A broader concern with these 

sensitivity analyses is that, even in academic research, they are rarely used and, as noted 

above, they can be conceptually complex (Zhang et al., 2018). Thus, I would argue that it is 

not self evident that the increased formalism introduced by a quantitative assessment of 

the impact of unmeasured confounding always adds to understanding given the difficulty of 

communicating these analyses to both the academic reader and decision makers without 

statistical training. To summarize, conducting sensitivity analyses for unmeasured confound 

was either not feasible or not useful within the context of the empirical applications in this 

thesis. 

A third approach is to consider alternatives to the ‘no unmeasured confounding’ 

assumption, that is to use qualitatively different approaches. Specifically, in the next two 

sections, I will first compare the ‘no unmeasured confounding’ approach with two other 

well-known classes of approaches, such as instrumental variable approaches, before 

introducing an identification strategy that is less well-known but is of value in Analysis 2. 
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Just like the ‘no unobserved confounding’ assumption, these alternative identifying 

assumption rely on untestable assumption. Nonetheless, they can be useful when analysing 

observational data for at least four reasons: (i) Subject matter knowledge or indirect 

evidence may suggest that an alternative assumption is likely to be more plausible than the 

conventional ‘no unmeasured confounding’ assumption. If so, one can obtain parameter 

estimates that are likely to be closer to the ‘true’ value by substituting the conventional by 

the alternative approach (Faria et al., 2015). Moreover, differences between approaches 

that vary in their plausibility may give some indirect evidence regarding the approximate 

magnitude of remaining confounding; (ii) If the alternative assumption is believed to be 

similarly plausible to the ‘no unmeasured cofounding’ assumption, the alternative 

assumption can complement the analysis by helping in quantifying the sensitivity of the 

results to violations of the ‘no unmeasured confounding’ assumption; (iii) Alternative 

identifying assumptions may allow the analyst to place bounds on the ‘true’ parameter of 

interest. For example, if there is reason to believe that one approach yields estimates that 

are likely to be biased upwards, and another approach yields estimates that are biased 

downwards, then the true treatment effect will lie somewhere between the two estimates 

(Ding and Li, 2019; Glynn and Kashin, 2017); (iv) In other cases, there may be reason to 

believe that different approaches yield estimates that are biased in the same direction. The 

relative magnitude of the estimates would then allow the analyst to determine which of the 

two estimates is more plausible (Glynn and Kashin, 2018).  

 

2.3.2 Common identifying assumption 

2.3.2.1 Introduction to directed acyclic graphs 

Identification strategies with respect to unmeasured confounding that have been used in 

health economic evaluations can, to my knowledge, be classified into three broad classes 

(Faria et al., 2015; Kreif et al., 2013b). To reduce the use of mathematical notation, I will use 

causal diagrams to illustrate the main assumptions underlying these approaches. 

Specifically, I will use directed acyclic graphs (DAGs) which are an increasingly popular tool 

to conceptualise and explore causal problems (Pearl, 2010; Textor et al., 2016). 
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In short, DAGs consist of two elements: First, stochastic variables, that is, variables that have 

a random probability distribution. In Figure 5 these are represented by rectangles 

surrounding the shorthand variable name. Second, DAGs consist of arrows between these 

stochastic variables which indicate the possible existence of causal effects (Morgan and 

Winship, 2014). The variable from which an arrow originates is believed to potentially have 

a causal effect on the variable to which the arrow points to. For example, 𝐴 → 𝑌 indicates 

that variable represented by the shorthand 𝐴 is believed to potentially have a causal effect 

on variable represented by the shorthand 𝑌. The arrows do not specify what functional form 

the relationship between the two variables takes (e.g. linear, quadratic etc.) nor whether 

the causal effect is positive or negative. Absence of arrows between two variables indicates 

that it is assumed a causal relationship between them does not exist. From this point 

onwards in this thesis, I will use 𝐴 to denote what treatment a patient is assigned to, 𝑌 to 

denote the outcome measure, 𝑋 to denote measured confounders and 𝑈 to denote 

unmeasured confounders. 

 

2.3.2.2 No unobserved confounding 

As a starting point, Figure 5(a) represents the ‘no unobserved confounding’ scenario that I 

referred to in the more informal discussion in the previous section (Section 2.3.1). 

Treatment 𝐴 is assumed to potentially cause the outcome 𝑌 (indicated by 𝐴 → 𝑌) and, by 

definition, in a large sample context, the measured confounders 𝑋 have a causal effect on 

both 𝐴 and 𝑌 (indicated by 𝐴 ← 𝑋 → 𝑌). The DAG reflects the ‘no unmeasured confounding’ 

assumption by the absence of unmeasured confounders 𝑈 that have a causal effect on both 

𝐴 and 𝑌, that is the absence of 𝐴 ← 𝑈 → 𝑌 (Pearl, 2010). In this scenario, the effect of 𝐴 and 

𝑌 can be identified by standardising or reweighting 𝑋 across levels of 𝐴, for example, by 

means of regression or weighting estimators (Hernan and Robins, 2020). In the literature, 

this identification strategy is also referred to as back-door adjustment, unconfoundedness, 

exogeneity, selection on observable or conditional independence (Imbens and Wooldridge, 

2009; Jones and Rice, 2011; Morgan and Winship, 2014). The ‘no unobserved confounding’ 

approach is well-understood and widely used. As discussed above, however, there are 

reasons to doubt the assumption underlying this approach in both of the empirical 

applications in this thesis. 
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2.3.2.3 Fixed effects approaches 

 

One alternative the ‘no unobserved confounding’ assumption is to replace it with the 

following three assumptions: (a) unmeasured confounders 𝑈 do not change over multiple 

measurements of the same unit of analysis (e.g. patients); (b) the effect on the unmeasured 

confounders 𝑈 on the outcome does not change across the measurements; (c) outcomes 

𝑌 in one period do not affect treatments 𝐴 in all subsequent periods nor does treatment 𝐴 

in one period affect outcomes 𝑌 in all subsequent period (Imai and Kim, 2019). 

For simplicity, Figure 5(b) shows a simple two-period scenario (see Imai and Kim (2019) for a 

DAG extended to three periods). The two periods are indicated by the bracketed numbers 0 

and 1 following the shorthand variable names if they are time-variant. For example, 𝐴(0) 

represents the assigned treatment at the first point in time and 𝐴(1) the assigned 

treatments at the subsequent time point. Figure 5(b) is similar to Figure 5(a) with respect to 

the causal relationships between 𝐴, 𝑋 and 𝑌. However, these causal relationships are 

assumed to be present both at time 0 and time 1. Thus, visually, whereas there is only one 

triangular relationship in Figure 5(a), there are two triangular relationships in Figure 5(b). In 

addition to this, it allows for a causal effect of past treatment on current treatments, that is 

𝐴(0) → 𝐴(1) , for a causal effect of past confounders on current confounders, that is 

𝑋(0) → 𝑋(1) and, crucially, for a time-invariant unmeasured confounder 𝑈. If one assesses 

the effect of treatment in 𝑌, in this scenario, 𝑈 is essentially controlled for because the 

causal effects 𝑈 → 𝑌(0) and 𝑈 → 𝑌(1) are assumed to be identical or at least known. Thus, 

the treatment effect is identifiable. However, as explained above, this approach assumes 

that there are no lagged effects of treatment on the outcome. In other words, it precludes 

𝐴(0) → 𝑌(1) because otherwise, 𝐴(0) both has a causal effect on 𝐴(1) and 𝑌(1) which is 

not accounted for cannot be adjusted for. Similarly, it precludes 𝑌(0) → 𝐴(1) and 𝑌(0) →

𝑌(1). A limitation of approaches of this kind is that sufficient variation in the treatment 

variable, confounders and/or the outcomes is necessary. 

Some versions of these approaches that are based on unit-invariant effects, such as before-

and-after and difference-in-difference analyses, are widely used in health economic 

research and conceptually relatively simple (Faria et al., 2015). Within the context of this 

thesis, one approach is to use patients as the unit of analysis and assume that patient-

specific unmeasured confounders do not change between relevant time points. For 



66 

example, one could assume that unmeasured confounders are time-invariant across 

different hospitalizations of the same patient. Intuitively, this approach removes the 

patient-specific effects by focusing on changes in outcomes rather than absolute levels. In 

fact, for comparability with previous literature, I will use this identification strategy in a 

sensitivity analysis in the evaluation of inpatient rehabilitation. In the evaluation of CAMHS 

inpatient care, on the other hand, many patients are only admitted to either a CAMHS or an 

adult ward. This implies that an analysis based on variations between hospitalizations would 

not be possible without restricting the analysis sample. Similarly, terminal events, such as 

death, cannot be analysed in a within-patient comparison. In addition, particularly in the 

case of an unstable condition such as psychosis, it can be difficult to judge over what period 

patient-specific effects can be considered to be stable and to what extent they are 

important enough to warrant approaches of the kind shown in Figure 5(b) as opposed to 

back-door approaches in Figure 5(a) that allow for the analyst to completely adjust for 

effects of time-variant measured variables. 

A third potential identification strategy relies on the availability of a variable 𝑍, known as 

the instrumental variable (IV), that only affects the outcome 𝑌 through its effect on the 

treatment 𝐴 and that it is independent of the unmeasured confounders 𝑈 (Kennedy, 2008). 

In other words, as shown in Figure 5(c), there are no arrows that directly or indirectly 

connect 𝑍 with 𝑌 other than via 𝑍 → 𝐴 → 𝑌 and there are now causal effects of the form 

𝑍 ← 𝑈 → 𝐴. Given these assumptions, the treatment effect 𝐴 → 𝑌 can be identified 

because changes in 𝑍 will cause a non-deterministic change in 𝐴. In turn, one can estimate 

the expected change in 𝑌 given this change on 𝐴 induced by 𝑍. Intuitively, the function of 𝑍 

is to approximate the role of a randomization mechanism (Faria et al., 2015). A variant of 

the IV approach, is when the 𝑍 is a deterministic function of some measured confounders 𝑋, 

that is the level of 𝑍 is entirely determined by 𝑋. This could be represented by adding a the 

arrow 𝑋 → 𝑍 in Figure 5(c). (Oldenburg et al., 2016). This case is known as a regression 

discontinuity design (RDD) (Lee and Lemieux, 2010). As described in more detail in Chapter 

3, I will explore this approach in the evaluation of inpatient care for young people. The 

potential IV in this analysis will be whether a patient is 18 on the date of hospitalization 

because, by design, whether a patient is admitted to a CAMHS or adult ward is strongly 

affected by this, but, in itself, turning 18 is not expected to affect outcomes. 
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IV and fuzzy RDD approaches are popular among economists and can yield credible 

estimates of causal effects even if few measured confounders are available (Kennedy, 2008). 

However, IV methods are conceptually more complex than approaches based on back-door 

adjustment and unit-invariant fixed effects and, at least the use of RDD approaches, appears 

to be relatively rare in the context of psychiatric research (Moscoe et al., 2015; Swanson 

and Hernán, 2018). Although IV methods can yield estimates that are less biased, they can 

increase the variance of the estimate and parameter estimation tends to be more complex 

(Boef et al., 2014; O’Keeffe and Baio, 2016). One should also note that, without further 

assumptions, IV and fuzzy RDD approaches estimate parameters that may not be of direct 

interest to decision makers (Imbens, 2010). Finally, in many cases it is not possible to find an 

instrumental variable that strongly determines treatment assignment 𝐴. In particular, the 

assignment to treatments in psychiatry does not appear to be governed often by thresholds 

as presupposed by the fuzzy RDD design. In the case of the evaluation of inpatient 

rehabilitation, for example, there did not appear to be any obvious possibility to make use 

of an instrumental variable or RDD approach. 
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(a) ‘No unobserved confounding’ (b) Fixed effects approaches 

  
(c) Instrumental variable approach (d) Front-door adjustment 

 

 
𝑨 =treatment variable; 𝑿 =measured confounders; 𝒀 =outcome; 𝑼 =unmeasured confounders; 𝒁 =instrumental variable; 𝑴 =mediator; 
where applicable, the numbers in brackets correspond to the time period/hospitalizations at which variables are measured; Directed Acyclic 
graphs were drawn using the software DAGitty (Textor et al., 2016) 

Figure 5 Causal diagrams illustrating identifying assumptions with respect to unmeasured confounding 
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2.3.3 The front-door adjustment 

Other strategies to handle unmeasured confounding have been proposed in the broader 

casual inference literature (Glynn and Gerring, 2013; Lipsitch et al., 2010; Zhang et al., 

2018). Figure 5(d) illustrates one of these, known as the front-door adjustment approach, 

that is of relevance to Analysis 2 in thesis. Like the instrumental variable approach in Figure 

5(c), the front-door adjustment approach sidesteps the fact that 𝑈 is a confounder with 

respect to the effect of 𝐴 on 𝑌 by identifying a variable in the causal mechanism that is not 

confounded. However, it is not based on a variable that is upstream of 𝐴, that is on a 

variable that has a causal effect on 𝐴. Instead, it is based on a mediator variable, denoted by 

𝑀, that is downstream with respect to 𝐴, that is a variable on which 𝐴 has a causal effect. In 

addition to assuming that 𝑀 is unconfounded, the front-door approach assumes that 𝐴 has 

no direct effect on 𝑌, that is the effect of 𝐴 on 𝑌  is entirely mediated by 𝑀. As shown in 

Figure 5(d), the reason that the treatment effect is identifiable despite the presence of 

unmeasured confounder 𝑈, is that 𝑈 is only a confounder with respect to the total effect 

𝐴 → 𝑌. If the total effect 𝐴 → 𝑌 is decomposed into 𝐴 → 𝑀 and 𝑀 → 𝑌, however, 𝑈 does 

not lead to bias because it is not a have a causal effect on both 𝐴 and 𝑀 nor a causal effect 

on both 𝑀 and 𝑌. These identifying assumptions are equivalent to those invoked when 

estimating the complier average causal effects (CACE), meaning the effect of the treatment 

if all patients who were assigned to it were also receiving it (DiazOrdaz et al., 2018). 

However, in the case of the front-door approach, the target parameter remains the average 

effect of 𝐴 on 𝑌, that is assignment to treatment, not the effect of  𝑀 on 𝑌, that is receipt of 

treatment, as in CACE. Consequently, estimation of the target parameter using the front-

door approach differs from estimation of CACE. 

A special case of the front-door adjustment is when 𝐴 represents treatment assignment, 𝑀 

is a measure of compliance or treatment receipt and there can only be non-compliance in 

the treatment group, that is non-compliance is one-sided. Typically, this is because the 

control group does not have access to the treatment. Under one-sided non-compliance, the 

value of 𝑀 is constant in the control group because nobody receives the treatment in the 

control group so the effect of 𝑀 on 𝑌 can only be estimated in the treatment group. This 

implies that data is need only from people assigned to treatment, that is from the treated 
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arm, for front-door adjustment in this scenario (Glynn and Kashin, 2018). As discussed in 

more detail in Chapter 4, we will encounter this one-sided non-compliance scenario in the 

evaluation of inpatient rehabilitation. I identify two mediators of the effect of referral to 

inpatient rehabilitation: whether the referral to inpatient rehabilitation is accepted or 

declined and whether patients are transferred to an inpatient rehabilitation ward following 

acceptance of their referral or whether they are removed from the waiting list. These 

mediators are one-sided mediators of non-‘compliance’ because patients who are not 

referred to inpatient rehabilitation necessarily cannot have their referral accepted nor be 

transferred to inpatient rehabilitation. 

The strengths and limitations of the front-door approach are similar to those of 

instrumental variables methods. As indicated above, an advantage of the front-door 

approach under the one-sided non-compliance scenario is that, if its assumptions are 

satisfied, treatment effects are identifiable even when neither pre-treatment data nor data 

from individuals who have not been assigned to treatment are available (Glynn and Kashin, 

2018). The price for this is that, since estimation is based on a smaller sample, the variance 

of estimates will be higher and/or the analysis will rely more on the correct model 

specification than other approaches. This is particularly the case when there are substantial 

imbalances in the proportion of patients who comply and those who do not comply. In 

addition, this approach does not appear to be well-known in the health economic literature 

nor do there appear to be many empirical applications in the broader causal inference 

literature (Faria et al., 2015; Glynn and Kashin, 2018; Kreif et al., 2013b). Therefore, 

consumers of research are likely to be less familiar with the front-door approach compared 

to the approaches described in the previous section. This is likely to make it more difficult to 

communicate the assumptions underlying the front-door approach clearly enough so that 

readers can judge their plausibility. Parameter estimation can be also be more complex than 

many other approaches because both the joint uncertainty of the effect of 𝐴 on 𝑀 and the 

effect of 𝑀 on 𝑌 needs to be estimated. Glynn and Kashin (2017) use a bootstrap approach 

but a seemingly unrelated regression (SUR) approach may be a simpler alternative estimator 

that is also well-known in the context of health economic evaluations (Willan et al., 2004). In 

addition, it is likely that in many cases a mediator that approximately satisfies the 

assumptions show in Figure 5(d) is not available. For example, in the evaluation of CAMHS 
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inpatient care there are no clear candidates for a mediator 𝑀. Finally, in the one-sided non-

compliance scenario, for example, without further assumptions, the front-door adjustment 

only yields average treatment effect on the treated, meaning the effect of treatment on 

those assigned to it (Glynn and Kashin, 2018). Since this is the target parameter in Analysis 

2, this is not a limitation within the context of this application. To summarize, I identified 

four potential identification strategies. In Analysis 1, I will use an instrumental variable 

approach, specifically and RDD approach. In Analysis 2, I will use the other three 

approaches. 

 

2.4 Measurement error  

2.4.1 Rationale for the methodological exploration 

Measurement errors are the difference between measured values and their true quantities. 

It can be shown that, unless one is willing to make further assumptions or one has 

additional data, the target parameter cannot be identified in presence of measurement 

error and/or that the estimates will be more imprecise (Hernán and Cole, 2009; 

VanderWeele and Hernán, 2012). Apart from simple cases and when the variance of the 

measurement error is small relative to the variance of the variable, the direction and 

magnitude of bias due to measurement error can be difficult to predict even when 

measurement error is random (Buonaccorsi, 2010; Kennedy, 2008). I would also argue that 

measurement error can make it more difficult to assess the credibility of study findings. For 

example, the addition of a confounder that is measured with error in a statistical model is 

likely to reduce the bias of the parameter of interest although to a lesser extent than if it 

was measured without error. By statistical criteria, therefore, even the inclusion of poor 

proxy confounders is recommended (Kennedy, 2008). However, if the additional confounder 

is measured with significant error, an intuitive judgement about the remaining amount of 

unmeasured confounding becomes more difficult because it is unclear to what degree the 

effect of the mismeasured confounder has been adjusted for. 

As discussed in more detail in Appendix A, many variables that are readily available in CRIS, 

that is data from structured fields, NLP application outputs or keyword/keyphrase search 
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results, are either known to be measured with potentially non-negligible error or their 

accuracy is unknown. To be more specific, in the evaluation of inpatient care for young 

people with psychosis, measurement error in service use and particularly measurement 

error in the baseline diagnosis were of concern. In the evaluation of inpatient rehabilitation, 

in addition to these two variables, measurement error in the treatment variable, symptoms 

derived from clinical notes and whether patients had a history of taking the antipsychotic 

drug clozapine use were potentially problematic. However, since CRIS allows access to free 

text clinical notes, as described in Section 2.2.2, one can either develop and/or improve NLP 

applications or manually code variables of interest to obtain variables with lower 

measurement error. In other words, in contrast to most existing economic evaluations 

based on routinely collected data, it is possible to quantify, reduce and/or adjust for some 

of the bias due to measurement error. Developing and/or improving NLP applications is, 

however, often time-intensive and can be technically complex. Similarly, reading CRIS 

records to manually coding all relevant variables is not practically feasible and any approach 

other than manually coding a random subsample, such as stratified sampling which I 

describe further below, increases the conceptual and potentially the technical complexity of 

the analysis. To summarize, there are three competing demands arise when handling 

measurement error using CRIS data: (1) risk of biased and/or imprecise estimates; (2) 

conceptual and/or technical complexity of the analysis; (3) demands on researchers’ time. 

Given these competing demands, an informed choice of among statistically principled 

approaches to handling measurement error appeared warranted in this thesis. 

Like in the discussion of approaches to handling unmeasured confounding, I will first 

describe common identification assumptions with respect to measurement errors (Section 

2.4.2). In section 2.4.3, I will then discuss the strengths and limitations existing strategies to 

support or enable the identifying assumptions in face of the three competing demands 

listed at the end of the preceding paragraph. In contrast to other common statistical issues, 

such as missing data or unmeasured confounding, the handling of measurement errors 

appears to have received relatively little attention in the health economic evaluation 

literature or the medical literature more broadly (Brakenhoff et al., 2018; Marschner, 2006; 

Smith et al., 2018). This may partially be explained by the fact that the opportunities for 

adjusting for measurement error tend to be more limited when working with databases that 
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do not allow access to free text clinical notes. Therefore, it appeared more appropriate to 

consider practices in published CRIS studies rather than the economic evaluation literature 

as a reference point for the discussion of approaches to handling of measurement error. To 

this end, I reviewed all published papers listed on the online compendium of CRIS studies 

(https://www.maudsleybrc.nihr.ac.uk/facilities/clinical-record-interactive-search-cris/cris-

publications; last accessed 16 August 2019) that had causal inference or descriptive analysis 

as their primary goal, and made use of variables in their analyses that could have been or 

were manually verified using the free text. I excluded conference abstracts and studies that 

made use the same dataset as another published CRIS study. 

 

2.4.2 Common measurement error assumptions 

To sharpen intuition, I will first describe common measurement error assumptions 

informally. For clarity, I will also limit myself to discussion of different types of measurement 

error assumptions with respect to non-outcome variables, i.e. the treatment variable, 

confounders and eligibility criteria. With respect to outcome variables, throughout this 

thesis, I will simply assume that measurement errors are random, have a zero mean and are 

additive to the regression equation. Under this common assumption measurement error in 

the outcomes, estimates remain unbiased but their precision decreases (Cameron and 

Trivedi, 2005). Intuitively, this is because errors ‘balance out’ on average and simply become 

part of the regression error term but there is more ‘noise’ in the data so it is more difficult 

to determine the true effect.  

With respect to non-outcome variables, on the other hand, I will consider four possibilities 

which are summarised in Table 2: 

Assumption (a): one can assume that the readily available CRIS variable is measured 

without error. For example, one can extract gender the patient is according to their 

clinical record and use this as a confounder in the analysis. By definition, this 

approach requires no time for manual coding. It is conceptually and technically 

simple. However, it represents the strongest assumption, precisely the assumption 

that, as discussed in the previous section (2.4.1), is in doubt in many cases in CRIS. 
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Assumption (b): one can read through a subset of the medical records of the analysis 

to check whether the readily available variable of interest is measured correctly, i.e. 

internally validate some data points, an make use of this validated data where 

available. For example, one could read through the medical record of a patient to 

determine whether there is evidence that they were prescribed clozapine before the 

date of interest in a subset of the patients that comprise the sample. In the analysis 

one would then make use of the manually validated data where it was validated and 

use the readily available data when it is not available. Assumption (b) must be 

weaker than Assumption (a) because, on average, the manual validated data is 

known to have a lower measurement error than readily available data by virtue of 

the manually checking process. This comes at the cost that manually checking is 

more time intensive than just using readily available data. Also, as discussed in the 

next section (2.4.3) depending on how the observations which are manually 

validated are sampled, it can be somewhat or significantly more technically complex 

to implement.  

Assumption (c): One can assume that the manually validated version variable of 

interest is correct in the subset in which it was validated as in assumption (b) but 

relax the assumption that the data that has not been manually validated has no 

measurement error by assuming that the relationship between the mismeasured 

variable and the validated variable is the same in the subsample where both are 

available and the rest of the sample (where only the readily available version is 

measured). For example, one could read through medical notes to determine 

whether someone has had a history of having been prescribed clozapine. One can 

then assume that in the rest of the sample one can accurately estimate the 

probability that someone has had a history of clozapine given the number of the 

mentions the word clozapine in the free text (the ready available data). This 

assumption is weaker than assumption (b) because it does not assume that when a 

variable has not been validated, the readily available version is correct. However, to 

be able to estimate a stable model of the relationship between the readily available 

and the manually validated version of the variable, manual coding will be necessary. 

Conceptually, I would argue that this is the most complex assumption because it 
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both requires the choice of a suitable strategy to sample the subset of variables that 

are manually validated and an assessment of whether the model between the 

readily available and the manually validate variable is robust. 

Assumption (d): Finally, one can assume that the manually validated data has no 

measurement error and read all relevant patient records to obtain this data for the 

analysis. This is the weakest assumption because all data has been verified. 

However, it is also the most time consuming to implement for the same reason. 

Conceptually it is as simple as Assumption (a) because all data comes from one 

source and it has a simple mathematical representation. 

Following this intuitive discussion, I proceed to a more formal proceeding to a mathematical 

definition. As in Section 2.3.2, I will denote outcomes by 𝑌 but collectively refer to non-

outcome variables as 𝑉, that is to confounders, treatment variables and/or indicator 

variables reflecting whether an observation fulfils the eligibility criteria for the study. For 

simplicity, as above, I consider a binary treatment variable 𝐴. I use a superscript asterisk to 

denote the readily available version of a variables (e.g.𝑉∗), a superscript plus sign to denote 

the manually coded versions of a variable, typically referred to as internal validation data 

(e.g. 𝑉+), whereas variable without superscript denote the true measurement (e.g. 𝑉). By 

definition, the measurement error of the readily available data is at least as large in absolute 

terms as the measurement error in the internal validation data, that is |𝑌+ − 𝑌| ≤ |𝑌∗ − 𝑌| 

and |𝑉+ − 𝑉| ≤ |𝑉∗ − 𝑉|. 𝑆𝑉 represents a binary indicator equal to 1 if 𝑉 is manually coded 

in an observation and equal to 0 otherwise. I use ℙ( ) to denote a probability function. 

Given this notation we can define the aforementioned assumptions as follows: 

Assumption (a): 𝑉 = 𝑉∗ meaning the readily available version of the non-outcome 

variable (𝑉∗) is the same as the true version of the non-outcome variable (𝑉). This 

assumption makes no reliance on manual validation, such that is makes no 

assumption about 𝑆𝑉. Given the aforementioned properties of the manually coded 

version 𝑉+ relative to 𝑉∗, it implies that 𝑉 = 𝑉+ is also assumed to hold 

Assumption (b): 𝑉 = 𝑆𝑉 ∙ 𝑉+ + (1 −  𝑆𝑉) ∙  𝑉∗ where 0 < 𝑃(𝑆𝑉 = 1) < 1, meaning 

that the readily available version of the non-outcome variable has no measurement 

error (𝑉 = 𝑉∗) when the variable is not validated (𝑆𝑉 = 0) as in Assumption (a), but 
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when it is manually validated (𝑆𝑉 = 1), one only assumes that the manually 

validated version has no error (𝑉 = 𝑉+). It can be seen that if ℙ(𝑆𝑉 = 1) = 0, i.e. no 

observation was manually validated this assumption would be equivalent to 

Assumption (a). This assumption implies that 𝑆𝑉 = 𝕀(𝑉∗ ≠ 𝑉+) where 𝕀( ) is an 

indicator function. In other words, if the readily available non-outcome variable is 

not the same as the manually coded version, the manually coded version is sampled 

because otherwise the non-outcome variable will be measured with error and the 

effect cannot be identified. Again, given the properties of the manually coded 

version 𝑉+, it implies that 𝑉 = 𝑉+ is also assumed to hold 

Assumption (c): It should be noted that this assumption appears to take many 

different forms in the literature (Guolo, 2008). Here, I represent a fairly general 

versions described by Blackwell et al. (2017). Again, one assumes that 𝑉 = 𝑉+. 

However, unlike Assumption (b) we relax the relationship between the 𝑉∗ and 𝑉 by 

assuming that the difference between these two versions of the variable can be 

bridged by a function 𝑓( ) of the form 𝑉∗ = 𝑓(𝑉+, 𝑌, 𝜂) with parameters 𝜂 that can 

be consistently estimated from the data. Also, unlike Assumption (b), we assume 

that ℙ(𝑆𝑉 = 1|𝑉+, 𝑌) = ℙ(𝑆𝑉 = 1|𝑉+′, 𝑌), meaning that, conditional on other 

variables, the manually coded variable is sampled independently of its realised value. 

This is to ensure that the relationship between 𝑉+ and 𝑉∗ is not distorted by the 

process with which 𝑉+ is sampled. As in the case of Assumption (b), Assumption (c) 

is only a meaningful option if some but not all of the observations have been 

manually validated, i.e. 0 < 𝑃(𝑆𝑉 = 1) < 1 

Assumption (d): 𝑉 = 𝑉+ meaning the manually validated version of the non-

outcome variable (𝑉+) is the same as the true version of the non-outcome variable 

(𝑉). This assumptions implies that ℙ(𝑆𝑉 = 1) = 1, i.e. that all observations have 

been manually validated. As described above, Assumptions (a)-(c) also assume that 

𝑉 = 𝑉+  but add additional assumptions whereas in Assumption (d) it the only 

assumption that is made. 

In my review of CRIS studies, I identified 81 papers that fulfilled the aforementioned 

inclusion criteria (see Figure 6 for the study flow-chart). Measurement error assumptions 

were rarely explicitly stated so this summary shown is based on my interpretation of 
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existing analyses. With respect to the outcome, like in this thesis all studies appear to have 

assumed that additive, zero mean errors. With respect to non-outcome variables, Figure 7 

shows that assumptions (a) was the most common, that is analyses that did not make use of 

manually validated data in mismeasured variables. However, 33% of studies also manually 

validated all observations in one or more variable, that is ℙ(𝑆𝑉 = 1) = 1 (Assumption (d)) 

and 7% manually validated as subset of observations used in their analysis, that is 0<

𝑃(𝑆𝑉 = 1) < 1 (Assumption (b)). No existing CRIS study partially estimated the 

measurement error model (Assumption (c)). 

As described in more detail in Appendices C and D, with respect to the non-outcome 

variables, I also did not use a measurement error model but, depending on the variable, 

invoked one of the three previously used assumptions (see Figure 7), i.e. I made use of 

Assumptions (a), (b) and (d). More specifically, in Analysis 1 I decided to use Assumption (d) 

with respect to diagnosis data because other assumptions did not appear plausible and 

Assumption (a) with respect to all other non-outcome variables. In Analysis 2, I invoked 

Assumption (d) for symptom variables, Assumption (b) for the diagnosis and clozapine 

history variables and Assumption (a) with respect to all other non-outcome variables based 

on my assessment of the data quality (see Appendix A). 
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 Assumption (a) Assumption (b) Assumption (c) Assumption (d) 

Description The readily 

available 

version of the 

variable is 

measured 

without error 

If the readily variable has not 

been manually validated then 

it is measured without error, 

otherwise the manually 

validated version is without 

error 

The manually validated version of the variable is 

measured without error, the relationship 

between the manually validated and the readily 

available variable can be estimated consistently 

and manual validation of the variable does not 

depend on the value that the manually 

validated variable takes. 

The manually 

validated 

version of the 

variable is 

measured 

without error 

Mathematical 

definition 

𝑉 = 𝑉∗ 𝑉 = 𝑆𝑉 ∙ 𝑉+ 

       +(1 −  𝑆𝑉) ∙  𝑉∗ 

where 0 < 𝑃(𝑆𝑉 = 1) < 1 

𝑉 = 𝑉+ and ℙ(𝑆𝑉 = 1|𝑉+, 𝑌) =

ℙ(𝑆𝑉 = 1|𝑉+′, 𝑌) and 

for a function 𝑓( ) of the form 𝑉∗ =

𝑓(𝑉+, 𝑌, 𝜂), parameters 𝜂 can be consistently 

estimated where 0 < 𝑃(𝑆𝑉 = 1) < 1 

𝑉 = 𝑉+ 

Strength of assumption Strongest Weaker than assumption (a) At least as weak as assumption (b) given same 

ℙ(𝑆𝑉 = 1) 

Weakest 

Manual coding burden Lowest Moderate/High Moderate/High Highest 

Conceptual complexity Low Moderate/High Highest Low 

ℙ( ) = probability function; uppercase asterisk = readily available version of variable; uppercase plus-sign = manually coded version of variable; 
uppercase dash = alternative realization of the same variable, 𝒀 = outcome; 𝑽 = non-outcome variable; 𝑺𝑽 = indicator variable for whether the 
𝑽 was manually coded for an observation; 

Table 2 Overview of common measurement error assumptions with respect to non-outcome variables  
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Figure 6 Flow-chart for review of published SLaM CRIS studies 

 

ME: measurement error; NLP: natural language processing 

Figure 7 Identifying assumptions with respect to measurement errors in non-outcome 
variables used in existing SLaM CRIS studies  
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2.4.3 Strategies to support or enable measurement error assumptions  

I identified five types of strategies to support or enable the measurement error assumptions 

described in the previous section: (i) qualitative discussions of the impact of measurement 

error; (ii) quantitative description of the impact of measurement error; (iii) approaches to 

reduce measurement errors in 𝑉∗ and/or 𝑌∗; (iv) alternatives to simple random sampling 

strategies and (v) estimators for measurement error models. These strategies are 

complementary to each other but only a limited number may be appropriate to a specific 

analysis. For clarity, I will limit my discussion to what I judged to be best practices in 

published CRIS studies. Figure 8 provides an overview of how frequently each of these 

strategies have been used in existing CRIS studies. 

 

 

ME: measurement error; NLP: natural language processing 

Figure 8 Strategies to support or enable measurement error assumptions in existing CRIS 
studies 
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2.4.3.1 Qualitative bias analysis 

The first approach - qualitative discussion based on subject matter knowledge - can help 

inform stakeholders to what extent the measurement error assumptions discussed in the 

preceding section are credible and in what way deviations from them may have an impact 

on the study findings. Qualitative statements ultimately underpin all quantitative evidence, 

and they are an accessible and potentially time-efficient approach to communicate the 

impact of measurement error. However, qualitative approaches frequently fail in presenting 

an unbiased picture of measurement errors, for example, because of limits to human ability 

to reason under uncertainty (Lash et al., 2009). They have a less rigorous theoretical 

grounding and can be less precise, comprehensive and transparent in characterising the 

impact of measurement error (Neumann et al., 2016). Among published CRIS studies, 33% 

make a statement related to the quality of the data or measurement error (see Figure 8). In 

both of the following studies, I make use of this approach. 

 

2.4.3.2 Measurement error quantification 

The purpose of the second strategy – quantitative description of the impact of 

measurement error – is to overcome some of the disadvantages of a purely qualitative 

approach. Judging from the published CRIS literature, the generation of descriptive evidence 

involves a four-step process: (1) drawing a sample from that is representative of the 

observations that constitute the analysis of interest or a sample that can be reweighed to 

become representative; (2) manually coding variables that are used in the analysis, that is 

sampling 𝑉+ and/or 𝑌+, within this subsample; (3) calculation of one or more performance 

metric that comprehensively summarise the impact of measurement error on some variable 

that is of direct interest to the analysis and quantifying the sampling uncertainty of the 

performance metric; (4) making a qualitative judgement as to what extent measurement 

error threatens the validity of the study based on the estimated performance metric.  

The strength of this approach is that it is conceptually simple, technically straightforward to 

implement and appears to be well accepted in the NLP literature (Velupillai et al., 2018). 

However, a key limitation of approach is that it only quantifies the difference between 𝑉+ 

and 𝑉∗, and/or between 𝑌+ and 𝑌∗, rather than the impact on the parameter(s) of interest. 
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It is, of course, possible to run the analysis of interest in the subsample for which both 𝑉∗ 

(or 𝑌∗) and 𝑉+ (or 𝑌+) are available and assess how the estimate of the parameter of 

interest based on 𝑉∗ (or 𝑌∗) compares to estimates using 𝑉+ (or 𝑌+). However, this does 

not yield an estimate of the sampling uncertainty of the bias which would require a 

procedure that similar in complexity to methods for adjusting for measurement error. 

Finally, the theoretical basis for determining the size of the validation subsample and the 

basis on which measurement errors of a given magnitude are judged to be negligible 

appears unclear. 

Among the published CRIS studies, 25% made use of this approach (Figure 8). The two most 

frequently used performance statistics were positive predictive value (also referred to as 

precision), that is number of true positive over the sum of true positives and false positives, 

and sensitivity (also referred to as recall), that is the number of true positives over the sum 

of true positives and false negatives when comparing 𝑉+ and 𝑉∗. Within the context of the 

two economic evaluations making up this thesis, I did not make use of this approach 

because I considered targeted sampling approaches, discussed in Section 2.4.3.4, to be 

more attractive strategies. 

 

2.4.3.3 Reducing measurement error in proxy variables 

Broadly speaking, the third strategy – approaches to reduce measurement errors in 𝑉∗ or 𝑌∗ 

- involves processing existing data (e.g. data derived from the free text) and/or improving 

the prediction model for 𝑉∗ or 𝑌∗ based on subject matter knowledge and empirical 

examination of the causes for measurement error. At its simplest, informal approaches to 

‘cleaning’ the data are often used to reduce measurement error in health economic 

research but, as described in section 2.2.2, in the case of CRIS the possibility of developing 

or modifying NLP applications potentially allows the analyst to reduce measurement error in 

a more sophisticated fashion. However, as noted above, there are technical barriers to the 

development of NLP applications, particularly for researchers with background in health 

economics. In addition, for a given amount of time invested in developing strategies to , the 

added benefit of developing NLP applications or other approaches to reduce measurement 

error over a simple keyword/keyphrase search in terms of reduction in measurement error 
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may be uncertain or low. This is particularly the case when complex concepts, such as those 

involving temporality or ambiguous terminology, are in question. Finally, when the concept 

of interest is rare, devising NLP or non-NLP strategies to reduces measurement error in 𝑉∗ 

or 𝑌∗ may be more time-intensive than manually coding all or a substantive number of 

observations. 

Among published CRIS studies, 61 % make use of one or more NLP application but only few 

studies develop a new application or another approach to reduce measurement error in 

proxy variables (Figure 8). I will take a similar approach, that is make use of existing NLP 

applications but not develop these further (Patel et al., 2015). In the evaluation of inpatient 

rehabilitation, we were interested in expanding the set of measured variables by including 

an indicator as to whether patients were self-neglecting or not. However, using targeted 

approach to manual sampling as described in the next section (Section 2.4.3.4) appeared to 

be a more time-efficient approach than developing a new NLP application. 

 

2.4.3.4 Alternatives to simple random sampling 

The basic principle behind the fourth class of strategies – alternatives to simple random 

sampling - is to target the manual coding of variables that will lead to the lowest bias and/or 

variance of the parameter of interest for a given amount of manual coding. Within this class, 

two types of approaches can be distinguished: those which enable the analyst to manually 

code a greater proportion of the analysis sample by reducing its size and those that enable 

the analyst to prioritise observations for manual coding when not all observations are 

manually coded. 

Matching is one of the potential sampling procedures that aims at reducing the analysis 

sample so that a greater proportion can be manually coded. It typically entails three steps: 

(i) defining a metric that reflects the ‘similarity’ between two units of analysis, the so-called 

distance measure or matching metric, or the defining subgroups that are thought to be 

sufficiently ‘similar’ in terms of measured confounders; (ii) pairing of observations based on 

the measure of closeness or subgroups defined in (i); (iii) checking the quality of balance and 

overlap in the resulting sample and, potentially, repeat steps (i) and (ii) to optimise its 

desired properties, whether by hand or in an automated fashion (Stuart, 2010). Matching 
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increases the overlap and balance in measured confounders between the treatment and the 

control group. This reduces the reliance on correct specification of the regression model. 

Thus, matching can yield estimates with lower bias and mean squared error compared to 

simple random sampling of an equally sized population and manual coding an equal number 

of observations (Stuart and Ialongo, 2010). The use of matching as a strategy to enable the 

analyst to manually code a greater proportion of the sample does not preclude the use of 

matching to address observed confounding, the purpose for which it is more commonly 

used in common in health economics (Kreif et al., 2016). On the contrary, the matching 

procedure would typically remain unchanged whether matching is used as a strategy to 

support reduction of measurement error or only to reduce observed confounding, and thus 

yield the same benefits in terms of improved overlap and balance of confounders. However, 

conventionally the improvements in overlap and balance of confounders are the only 

motivation for choosing a matching approach and the resulting reduction in sample size is 

an undesirable side effect of the approach. By contrast, if matching is used to support 

manual coding, the reduction in sample size is the primary purpose, but the improvements 

in overlap and balance of confounders is what makes matching superior to simple random 

sampling (Stuart and Ialongo, 2010). In other words, in the latter case, both effects of 

matching are valued. 

An alternative to matching is stratified random sampling (Lohr, 2009). In stratified random 

sampling, subpopulations, referred to as strata, are created based on 𝑉∗ and/or 𝑌∗ . Then a 

certain proportion of observations is sampled at random from each stratum. Matching or 

stratifying sampling based on pre-treatment variables that are not assumed to be free of 

measurement error can reduce bias but there are two cases in which this can increase bias: 

(1) when the measurement error is an instrumental variable, which leads to what is referred 

as Z-bias; (2) when the measurement error is a collider variable, that is a pre-treatment 

variable that is associated with both treatment and outcome but only because it is affected 

by causes of the treatment and causes of the outcome, which leads to what is referred to as 

M-bias (Schneeweiss, 2018). In practice, simulation studies suggest that the risk of large 

biases due Z- or M-bias is likely to be low in practice (Liu et al., 2012; Myers et al., 2011) 

The advantage of stratified random sampling compared to matching is that, subject to 

appropriate reweighting of the sample, it allows sampling based on the outcome variable. 
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This is particularly valuable when the primary outcome is as ‘rare event’ such as mortality 

or, individuals with very high service use because then the between-strata variance explains 

the majority or all of the overall variance in the outcome (Lohr, 2009). In addition, if the 

target parameter is the average treatment effect on the treated (ATT) or the average 

treatment effect on the untreated (ATU), matching only allows the analyst to decrease the 

size of one of the two treatment groups, that is the control group in the case of the ATT and 

the treated group in the case of the ATU. By contrast, stratified sampling, can help reduce 

bias more generally (McNamee, 2005). However, there appears to be only relatively limited 

research with respect to calculating ‘optimal’ sampling fractions across strata and, within 

mainstream statistical software, routines to assist in optimal stratified sampling appear to 

be limited (McNamee, 2005; Reilly, 1996). Stratified sampling is also more likely to require 

incorporation of sampling weights in the statistical model than matching. This can increase 

the complexity of the analysis considerably when combined with other approaches such as 

bootstrapping (Deb et al., 2017). Finally, unlike stratified random sampling, matching is a 

well-accepted and well-developed approach in the health economics literature (Deb et al., 

2017; Diamond and Sekhon, 2012; Kreif et al., 2016). A disadvantage of both matching, 

stratified random sampling and simple random sampling is, of course, that, while they 

enable the analysist to make weaker measurement error assumptions, this comes at the 

cost of increasing the variance of the estimate of due to the reduction in the size of the 

analysis size. 

The second alternative to simple random sampling is based on the recognition the expected 

change in the estimate of the parameter of interest or the change in the uncertainty 

surrounding it is not constant across observations. There appear to be at least three reasons 

for this: (i) the expected probability that a variable is measured with error is not constant 

across all observations. For example, if there are hundreds of documents containing the 

term ‘clozapine’ prior to baseline, it is almost certain that patients were prescribed the 

antipsychotic clozapine at this point so there is little value in manually validating a 

representative sample of such observations; (ii) the impact of a given amount of 

measurement error on the parameter estimate is not constant for all observations. For 

example, measurement error in a patient’s diagnosis will have a greater impact on cost 

estimates if he/she has particularly high cost of service use because, being an outlier, they 
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will affect regression coefficients to a greater extent; (iii) When a measurement error model 

is estimated and it is correctly specified, manual validation will not reduce bias but targeted 

sampling could reduce the variance of the estimate. For example, if one of the treatment 

groups is substantially smaller than the other, then manual coding an additional observation 

the smaller treatment group it likely to decrease the variance to of the parameter of interest 

more than sampling an additional observation in the larger treatment group. Given reason 

(i), one way to targeting observations could be to be to develop subgroups by 𝑉∗ (or 𝑌∗) 

based on prior knowledge or after some simple random sampling of data and continue 

manually coding only those strata in which there was a significant amount of difference 

between 𝑉∗ and 𝑉+ (or between 𝑌∗ and 𝑌+). Given reason (ii), I propose that another way 

to target observations could be to calculate the change in the estimate of the parameter of 

interest if for a given observation 𝑉∗ ≠ 𝑉+ (or 𝑌∗ ≠ 𝑌+). Specifically, if 𝑉 is binary one 

could estimate how the parameter of interest would change if for each observation 𝑉∗ was 

instead equal to |𝑉∗ − 1|, that is if the binary variable was 0 instead of 1 or 1 instead of 0. If 

𝑉∗ is not binary, one could estimate the effect of replacing 𝑉∗ by its predicted value using all 

other variables. If the analysis of interest is a linear regression and the interest lies in 

manual verification of whether an observation either fulfils the eligibility criteria or whether 

the outcome is measured with error, then DFBETA is a readily computable statistic that 

allows the analyst to rank observation based on the impact of measurement error on the 

parameter of interest (Belsley et al., 2005). I am unclear about a formal approach to target 

observations based on reason (iii). An advantage of this second class of sampling strategy 

compared to the first is that it avoids the reduction in the analysis sample. However, its 

potential to reduce bias due to measurement error is much more limited. While it appears 

likely that in other disciplines such as auditing these approaches have been formalised, I am 

unaware of this literature, so the theoretical basis of this approach is relatively weak. 

Among the reviewed CRIS studies, 10% used a matching approach and 7% of existing studies 

sampled observations based on the expected probability of measurement errors (Figure 8). 

None of the studies used a stratified random sampling approach or sampled observations 

based on the impact of a measurement error on the parameter estimate. Given the large 

number of potential controls in the evaluation (n=12,828), in the evaluation of inpatient 

rehabilitation, I used a matching approach to reduce the size of the control group to a 
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number (n=337) for which manual coding of the variables such as evidence of self-neglect 

was feasible within the time constraints of this thesis. Further, I manually validated patients’ 

diagnosis based on the predicted probability of measurement error. Finally, in both 

evaluations, I manually validated the service use/costs of a small number of observations 

based on the potential impact of measurement error on the parameter of interest.  

 

2.4.3.5 Measurement error models 

To implement measurement assumptions that partially estimate the measurement error 

models, an appropriate estimator needs to be chosen. Popular approaches in the literature 

include the simulation and extrapolation approach, Bayesian methods, regression 

calibration, multiple imputation and multiple overimputation (Blackwell et al., 2015; 

Buonaccorsi, 2010; Carroll et al., 2006; Yi, 2017). Without going into detail with respect to 

the principles behind each of these approaches, the key advantages of these is that they 

enable the analyst to invoke a weaker measurement error assumption (what is referred to 

as Assumption (c) in Section 2.4.2) and may allow the analysis to account for the uncertainty 

due to measurement error. Multiple imputation is the most attractive option among those 

listed above because it is a widely used and well-accepted approach in the health economic 

evaluation literature (Gabrio et al., 2017). It reconceptualises the problem of measurement 

error as a problem of missing data, that is as a problem of missing 𝑉+ and/or 𝑌+. The 

disadvantage of these approaches is, however, that they can be computationally intensive, 

there may be difficult in making them compatible with other statistical approaches, such as 

matching or weighting and they can rely heavily on model specification (Blackwell et al., 

2015). Finally, while there has been significant research on measurement error models with 

respect to error in the outcomes 𝑌, the treatment variable 𝐴 and the measured confounders 

𝑋, there has been little research with on measurement error models for eligibility criteria 

(Yi, 2017). Within a multiple imputation framework, for example, measurement error in the 

eligibility criterion could be conceptualised as having missing data in a binary variable that 

interacts with all confounders and the treatment variable. However, interaction terms pose 

technical challenges in multiple imputation and inference for those not fulfilling the 

inclusion criteria is not of interest it is unclear to what extent the insights from the missing 
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data literature can be transferred to a measurement error (Bartlett et al., 2015). Bayesian 

approaches may be more suitable in this context but pose problems in terms of 

computational intensity and conceptual complexity (Keogh and Bartlett, 2019) 

Since none of the existing CRIS analyses invoked the relevant identifying assumption none 

made use of a measurement error model (Figure 8). While I considered the use of multiple 

imputation to reduce the amount of manual coding of variables, I did not make use of it in 

either of the analyses in the next two chapters. In the evaluation of inpatient care for young 

people, the reason for this that the main variables with measurement error, whether 

patients had a diagnosis of psychosis, was an eligibility criterion which would have led to the 

complications described above. In other words, it was unclear whether multiple imputation 

could be used to impute whether a patient had a diagnosis because this has, to my 

knowledge, not been adequately explored in the methodological literature. In the 

evaluation of inpatient rehabilitation, this was because a multiple imputation would have 

further added to the computational intensity and conceptual complexity of the analysis. 

More specifically, use of multiple imputation (or another approach to estimating the 

measurement error model) would have added to the already significant computational 

burden resulting from using a bootstrap and boosted regression approach. Further, it was 

unclear to what extent multiple imputation is compatible with approaches such as boosted 

regression. Another reason for not using a measurement error model in the evaluation of 

inpatient rehabilitation is that, while it would have increased the sample size available for 

the base case analysis of this study, it was unlikely that it would have meaningfully 

decreased bias because measurement error remaining after manual coding was low. At the 

same time, I would argue that in the base case analysis of Analysis 2, potential bias due to 

confounding is a more critical issue than sampling uncertainty. Thus, using a measurement 

error model is unlikely to have meaningfully changed the interpretation of the findings. 

 

2.5 Conclusion 

In this chapter, I have shown that unmeasured confounding and measurement errors are 

significant concerns given the nature of the CRIS data. Yet, by exploring existing and non-

standard methodologies, I have identified approaches that can help in alleviating these 
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concerns in some cases. To address unmeasured confounding, I will explore the use of a 

regression discontinuity design in the evaluation of inpatient care for young people (Chapter 

3) and, among others, the front-door adjustment for the evaluation of inpatient 

rehabilitation (Chapter 4). In terms of measurement error, I judged the diagnosis variable in 

the evaluation of inpatient care for young people and the treatment variable in the 

evaluation of inpatient rehabilitation to be too central to the analysis to be even partially 

based on data from structured fields and/or NLP outputs. However, using matching as an 

approach to reduce the size of the control group in the evaluation of inpatient rehabilitation 

and targeting observations for manual observations based on the predicted probability of 

measurement error or their influence on the analysis appeared to be valuable approach in 

both studies.  
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Chapter 3 Economic evaluation of inpatient care for young people (Analysis 1) 

 

3.1 Introduction 

In this chapter, I conduct an economic evaluation of inpatient care modalities for young 

people with psychosis. In Section 1.5.1, I described the broader context for this analysis, its 

relevance to health care decision making and existing evidence on this topic. To summarize, 

child and adolescent (CAMHS) inpatient ward provide specialist care for young people who 

are under the age of 18 at admission. CAMHS inpatient care is more costly but is also 

believed to be more therapeutic than that provided on adult wards. I identified three 

reasons for why a comparison between these care models for inpatient care is of interest to 

decision makers: (a) due to shortages of CAMHS beds, at times, clinicians need to choose 

between admission to local adult wards or out of area CAMHS wards; (b) some mental 

health trusts have or are considering to expand provision of CAMHS inpatient care to the 

age of 25; (c) the effect of inpatient care quality on outcomes is of general interest to 

decision makers in the UK. It is known that economic evaluation of interventions for children 

and adolescents are very limited in general and I am unaware of any quantitative study 

comparing CAMHS and adult inpatient care (Beecham, 2014). I only identified one study 

assessing the impact of integrating CAMHS and adult care for young people with psychosis 

but this research had major limitations (Maxwell et al., 2019). 

Given the background to this study, it had two objectives: (i) to estimate the average effect 

of being admitted to an adult ward instead of a CAMHS ward, among those underage 

patients that were admitted to an adult ward; (ii) to estimate the average effect of 

admitting all patients aged between 18-25 to CAMHS wards instead of adult wards. I 

conducted a cost-consequence analysis, that is I present the differences in costs and other 

outcomes alongside each other without attempting to summarise them into a single 

measure (Mauskopf et al., 1998). 
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3.2 Methods 

3.2.1 Study design and comparison of interest 

I undertook a retrospective cohort study based on routinely collected data using a 

regression discontinuity design (RDD), a study design explained and motivated in more 

detail below. I targeted two parameters, known as estimands, in my analysis. Firstly, our 

interest lay in the average change in outcomes, if patients who were admitted to an adult 

ward while being under the age of 18, had instead been admitted to a CAMHS ward. This 

effect is known as the average treatment effect on the untreated (ATU) (Morgan and 

Winship, 2014). Secondly, we assessed the average impact of shifting the age threshold that 

separates CAMHS and adult inpatient care from 18 to 25 for all patients. This effect is known 

as the average treatment effect (ATE). In both cases, we were interested in a hypothetical 

scenario in which nobody moves away from the study area, that is moving out of the study 

area was the censoring event. In Appendix C.3, I define these quantities more formally. 

 

3.2.2 Data source and setting 

The source of data, described in more detail in Chapter 2, was the South London and 

Maudsley (SLaM) Biomedical Research Centre (BRC) case register, CRIS (Perera et al., 2016). 

To summarize, CRIS is an anonymized version of SLaM’s electronic health records covering 

secondary mental health care in four geographical areas in the south of London, UK. It 

allows both access to information from structured fields, free text clinical notes and data 

derived from these notes through natural language processing (NLP). In this study, I make 

use of data from structured fields or data derived by reading free-text clinical notes but not 

NLP data. I obtained approval for this specific project by the CRIS oversight committee 

(project number 13-090). 
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3.2.3 Study population 

To be included in the analyses, patients needed to be admitted to a SLaM inpatient ward 

between 1 April 2008 and 31 March 2018. Further, we only included patients aged 17 or 18 

on the date of admission. As discussed further below, we chose this narrow age range to be 

able to relax the assumptions underlying our analysis. Patients also needed to have a 

primary working diagnosis of psychosis at admission, that is a diagnosis captured by the ICD-

10 codes F1x.5, F2x, F30, F31, F32.3 or F33.3 where F1x.5 and F2x refer to all diagnoses of 

the same form (e.g. F10.5, F15.5, F20, F25, F29) (WHO, 1992). We considered the working 

diagnosis at admission to be the more appropriate than the discharge diagnosis for this 

analysis for two reasons: First, it is less likely to be influenced by whether a patient was first 

seen by an adult or a CAMHS mental health professional. Second, the complaints presenting 

at admission are those that motivate admission to both CAMHS and adult inpatient care 

rather than diagnoses that emerge during the course of the admission. In order to 

determine the working diagnoses at admission, I reviewed clinical notes in chronological 

order starting from a week before the date of admission until I considered it possible to 

make a diagnostic judgement. Finally, from this population we excluded patients who were 

living outside of SLaM catchment area at the time of admission. SLaM CAMHS inpatient 

wards are more likely to admit out-of-area residents than adult wards so including out of 

area patients could have led to an imbalance in patient characteristics between those 

admitted to adult and CAMHS wards. 

 

3.2.4 Outcome measures 

The length of stay in psychiatric inpatient care within one year of admission to the index 

episode was our primary outcome measure in this study. We chose the length of inpatient 

stay rather than cost of care as our primary measure because it is unclear whether the 

differences in unit cost between CAMHS and adult inpatient bed days can be accounted for 

by factors specific to CAMHS wards (e.g. provision of schooling which is not needed for most 

adult patients) or the non-specific elements (e.g. differences in staffing levels and staff 

contacts for all patients psychosis) whose effects is of interest in this study. The total cost of 
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community and inpatient psychiatric care within one year of the start of the index admission 

was, however, one of our secondary outcomes. As described in more detail in Appendix B, I 

used financial data from SLaM to cost this service use, inflating figures to 2018 price levels. 

Further, I assessed differences in the proportion of people who were detained under the 

Mental Health Act, that is had a compulsory admission, during parts of their index 

admission, the length of detention among those who were detained under the Mental 

Health Act, the length of the index admission and number of community contacts within 

one year of the start of the index admission. 

 

3.2.5 Regression discontinuity design 

One approach to estimating the ATU described above could be to compare underage 

patients admitted to adult wards with underage patients admitted to CAMHS wards under 

the ‘no unmeasured confounding’ assumption. Since, as described in Chapter 1, underage 

patients are typically only admitted to adult ward when there are bed shortages, one may 

argue that that this assumption is plausible. However, since age-inappropriate admissions 

are a relatively rare event, estimates would be very imprecise using this approach based on 

data from only one trust. Therefore, this identification strategy would not be practical in this 

study. Similarly, to estimate the ATE described above, one could compare patients aged 18 

to 25 admitted to adult wards with those 18 to 25 admitted to CAMHS wards under the ‘no 

unmeasured confounding’ assumption. However, not only is the number of 18- to 25-year 

olds admitted to CAMHS wards also small but, the further away from the threshold of 18, 

the more likely it will be that no patient is admitted to CAMHS wards. In other words, it is 

likely that there is a lack of overlap in the age distribution of those admitted to CAMHS and 

adult wards. Given that research suggests that people with early onset psychosis have a 

different level of premorbid functioning and different illness trajectories compared to those 

with late-onset psychosis and that these factors are not well or consistently recorded in 

CRIS, again, a different identification strategy is required if extrapolation is to be avoided 

(Golay et al., 2017; Immonen et al., 2017; Petersen et al., 2012). 

An alternative that could be used to evaluate the estimand of interest within this context 

given the age-based division of services (see Section 1.5.1) is to compare the outcomes 
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between people admitted to CAMHS wards aged 17 or 18 to those admitted to adult ward 

aged 17 or 18. In technical terms, this approach is known as a locally randomized regression 

discontinuity design (RDD) (Branson and Mealli, 2018). Its assumption may be weaker than 

the ‘no unobserved confounding’ approaches described above insofar as clinical knowledge 

suggest that there are unlikely to be meaningful variation in average disease severity or 

their ability to benefit from inpatient care among those at risk of hospitalization across this 

narrow age range. Unlike the aforementioned approaches based on the ‘no unobserved 

confounding’ assumption, this approach does, however, also assume is that the 

characteristics of patients who are not just at risk of but in fact admitted to inpatient care 

does not vary by within this age range. In other words, it assumes that admission thresholds 

are the same for patients aged between 17 or 18. More specifically, we assume that, 

conditional on the number of previous psychiatric admissions to SLaM, the gender and 

ethnicity of the patient and that a patient is admitted age 17 or 18 to a ward, the type of 

ward that they are admitted to (i.e. a CAMHS or adult ward), is independent of their 

unmeasured characteristics. We chose not to adjust for the psychosis subtype at admission 

because we believe that the judgements made in relation to these were likely to be 

influenced by the ward type a patient was admitted to. In contrast to the ‘no unobserved 

confounding’ assumption, this assumption has some quantifiable implications which provide 

us with circumstantial evidence to judge its plausibility (Lee and Lemieux, 2010). First, there 

should be no substantial differences in hospitalization rates between 17- and 18-year olds. 

Second, although we adjust for confounders so it is not necessary for this condition to hold, 

we would also expect that there are no substantial difference in measured confounders in 

those hospitalized on a CAMHS ward and those hospitalized on an adult ward at the age of 

17 or 18.  

To draw conclusions in relation to the objectives of this study, when replacing the ‘no 

unobserved confounding’ assumption, it is also necessary to make an assumptions about 

the how the treatment effect varies by age at admission. In term of the first objective of this 

study, the effect of admitting underage patients to CAMHS instead of adult wards, we would 

expect that, if anything, this treatment effect would be larger the for patients who are 

younger than 17 at admission. In other words, we would expect that, if at all, younger 

patients would be more adversely affected by age-inappropriate care. Thus, we assumed 
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that, if the treatment effect is not the same for 17 and 18-years olds as for all underage 

patients admitted to adult wards, then the above comparison at least represent a lower 

bound to the ATU. By contrast, it appeared plausible to assume that, if anything, the 

potential benefit of extending CAMHS inpatient care to 25 would diminish for older the 

patient. Thus, if effects of CAMHS care are not constant across age, our estimates represent 

an upper bound for the ATE. In Appendix C.4, I specify these assumptions and others made 

in the analysis more formally. I am unaware of a third alternative to estimate the parameter 

of interest that would be feasible to implement with the dataset at hand. 

 

3.2.6 Statistical analysis  

I used a graphical approach to assess whether patients hospitalized at the ages of 17, were 

different in terms of the covariates compared to those hospitalized at 18, or whether there 

was a change in the number of admissions. To complement this, I assessed whether there 

were statistically significant differences while keeping in mind that this test of model 

assumptions was likely to have low power, that it could only detect instances in which there 

is evidence that the RDD assumptions may be violated rather than where there is evidence 

to support them and that, ultimately, the magnitude of differences not the statistical 

significance is of relevance (Bilinski and Hatfield, 2018). In the base case analysis, I used a 

logistic regression approach for binary data, linear regression approach for non-censored 

non-binary data and censored regression models for non-binary censored data. The 

censored regression model assumes that conditional on the covariates contained in the 

model, data is censored randomly. This assumption appears a reasonable base case because 

it is unclear in what direction service use changes when people move to a different provider. 

In each case, I used cluster robust standard errors to account for correlation between 

repeated hospitalisations of the same people. 
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3.2.7 Sensitivity analyses 

To assess the sensitivity of the results to violations of the local independence assumption, I 

re-analysed the data adding a linear and quadratic term for age at admission to the 

regression and, separately from this, used the same approach as in the base case analysis 

but restricted the study population to patients admitted aged between 17.5 and 18.5 years. 

I assessed the sensitivity of the results with respect to the model specification by using a 

coarsened exact matching approach and the sensitivity of the results with respect to the 

choice of estimator by using common alternatives where relevant (e.g. a linear regression 

instead of a negative binomial regression for modelling count data) (Iacus et al., 2012). 

Further, I investigated the impact of the approach to handling censored data by conducting 

a complete case analysis and by assuming that if data was censored, no services were used 

during the unobserved follow-up. Intuitively, both of these approaches make fairly extreme 

assumptions but, in absence of evidence to inform more appropriate sensitivity analyses 

with respect to missing data, the results from these analyses can give some indication 

regarding the potential uncertainty introduced by missing data.  

 

3.3 Results 

3.3.1 Descriptive statistics 

Figure 9 shows the flow-chart for this study. I identified 358 patients hospitalized on a 

psychiatric ward when they were 17 or 18 who fulfilled our inclusion criteria. Of the 358 

patients, 229 patients were initially hospitalized on an adult ward and 129 on a CAMHS 

ward. Overall, approximately 20% were of a non-white ethnicity, about 75% were men, in 

about 60% of cases it was the first known SLaM admission, and, on average, patients had 

spent 8 days in psychiatric care in the 6 months prior to the index admission. Figure 10 show 

the bimonthly averages of measured confounders and the yearly averages by age group. For 

example, the first dot in the top left figures show that among those patients hospitalized aged 

between 17 and 17 years and 2 month, approximately 20% were non-white. Many subsequent 

figures follow a similar format. As shown in Figure 10, in terms of these measured 

confounders, those hospitalized aged 17 were very similar to those hospitalized aged 18 and 
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none of the differences were statistically significant. Most patients who were admitted to 

either ward type had a primary working diagnosis on the schizophrenia spectrum (F2x) 

(Figure 29). Figure 11(a) shows the percentage of patients admitted to each of the two ward 

types by age at admission. The figure shows that about 10% of 17 year old patients were 

admitted to adult ward but only one patient aged 18 at admission was admitted to a CAMHS 

ward. In other words, almost all admissions to age-inappropriate wards involved underage 

patients being admitted to adult wards. Among those aged 17 at admission there was no 

clear tendency for older patients to be more likely to be admitted to an adult wards. Clinical 

notes suggested that, in about 70% of cases, age-inappropriate admissions were due to 

CAMHS bed shortages (see Figure 11(b)). Figure 12 shows that hospitalization rates for 18-

year olds were more than a third higher than those for 17-year olds. This difference 

appeared relatively stable across the age range under consideration and was also 

statistically significant. The percentage of people who moved out of the catchment area 

over the course of the 1-year follow-up was relatively low in absolute terms (<20%) and 

comparable in both treatment groups (see Figure 30). 
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Figure 9 Study flow-chart (Analysis 

Hospitalizations of patients 

aged 17 (N=766) 

Hospitalizations at age 18 

(N=507) 

Excluded (N=624) 
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Figure 10 Patient characteristics and their distribution by age of admission 

 

Figure 11 Type of psychiatric ward admitted to by age at admission (a) and reasons for age 
inappropriate admissions (b)  

0

20

40

60

80

100

%
 n

o
n

-w
h
it
e
 e

th
n

ic
it
y

17 17.5 18 18.5 19
Age at hospitalization

0

20

40

60

80

100

%
 m

a
le

17 17.5 18 18.5 19
Age at hospitalization

0

5

10

15

20

P
s
y
c
h

ia
tr

ic
 b

e
d

 d
a
y
s
 6

 m
o
n

th
s

p
ri
o

r 
to

 t
h
e

 i
n

d
e

x
 a

d
m

is
s
io

n

17 17.5 18 18.5 19
Age at hospitalization

0

20

40

60

80

100

%
 f
ir
s
t 
k
n

o
w

n

p
s
y
c
h

ia
tr

ic
 a

d
m

is
s
io

n

17 17.5 18 18.5 19
Age at hospitalization

Bimonthly average Yearly average
95% confidence interval
of yearly average

0

20

40

60

80

100

%
 i
n

it
ia

lly
 a

d
m

it
te

d
 t
o
 a

n
 a

d
u

lt
 w

a
rd

17 17.5 18 18.5 19
Age at hospitalization

 Bimonthly average  Yearly average 

(a)

0

20

40

60

80

100

%
 o

f 
p
a

ti
e

n
ts

(b)

Unclear

Bed shortage

Age disputed
or patient
almost 18



100 

 

Figure 12 Number of hospitalizations to psychiatric wards by age at admission 
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within the same admission was very limited both in terms of bed days and the number of 

patients. The average (Standard deviation (SD)) length of the index hospitalization was 59 

(57) days following initial admission to CAMHS wards and 78 (196) days following admission 

to adult wards (see Figure 31 for the full distribution and Figure 32 for average rates by age 

of admission). After adjusting for measured confounders, length of the index admission was 

estimated to be 15 (95% Confidence Interval (CI) -9 to 40) higher in those admitted to adult 

wards but this estimate was very uncertain. The results of the sensitivity analyses were 

similar (see Figure 33). As shown in Figure 34, at 11% (CAMHS) and 9% (adult ward), the 

fraction of patients who were detained under the Mental Health Act at some point during 

their index hospitalization was similar across admissions to the two ward types. Figure 35 

shows the results of the base case analysis at the top which corresponds to what is shown in 

more detail in Figure 34. The other rows in Figure 35 show the results of the sensitivity 

analyse. Other figures follow a similar format. Figure 35 shows that, with respect to the 

estimated differences in detention rates, there do not appear to be meaningful differences 

across the sensitivity analyses. Similarly, there was no clear evidence to suggest that 

difference in the length of sectioning differed across the two ward types, but the results 

were unstable due to skewed distributions as shown in Figure 36 and Figure 37. Within a 

year of discharge from both CAMHS and adult wards, about 40% of patients were estimated 

to have been readmitted (Figure 38). Readmission rates were estimated to be 1 (95% CI -10 

to 13) percentage point higher in admissions to adult wards in the base case analysis and 

the results of the sensitivity analyses were very similar (Figure 39). The average (SD) number 

of community contacts over the study follow-up was 31 (21) following initially admission to 

an adult ward and 36 (26) following initial admission to a CAMHS ward (see Figure 40 for the 

change in the number of contacts over time). After adjusting for measured confounders and 

loss to follow-up, there was no evidence to suggest that there were substantial differences 

in community contacts between the ward types (Figure 41). There was also no evidence to 

indicate that there were substantial differences in the number of bed days over the study 

follow-up (see Figure 42, Figure 43 and Figure 13). In the base case analysis, for example, 

the number of bed days was estimated to be 4 (95% CI -18 to 27) days higher following 

admission to adult wards. There was evidence suggesting that, due to higher cost per bed 

day for CAMHS wards compared to adult wards, secondary mental health care costs were 

substantially higher following admission to a CAMHS ward (see Figure 44 and Figure 45). In 
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the base case analysis, I estimated costs to be -£16,774 (95% -34,648 to 1,099) lower 

following adult ward admission than admission to CAMHS. This estimate was, however, not 

robust to changes to the local randomization assumption and lower in magnitude when 

changing the assumption with respect to missing data. 

 

 

Figure 13 Length of stay on psychiatric ward within one year of the start of the index 

admission 

 

3.4 Discussion 

3.4.1 Key results 

In this study, I used routinely collected data to conduct a retrospective cohort analysis with 

the aim of assessing the economic value of inpatient care modalities for young people. I 

found that, on average, the amount of service use, clinical outcomes and proxies thereof 

such as rehospitalisation rates were very similar between those admitted to a CAMHS ward 

and those admitted to an adult ward. On the other hand, there was evidence that cost of 
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service use was higher in those admitted to CAMHS wards because of the higher cost per 

bed day in these ward types. However, evidence suggested that the admission threshold is 

substantially lower for 18-year old patients. This implies that the RDD assumptions are likely 

to be violated, with the consequence that the comparison is likely to be biased in favour of 

admission to adult wards. Moreover, estimates were not estimated very precisely due to 

the low sample size. Therefore, I do not believe that these results can inform decision 

making. 

 

3.4.2 Strengths and limitations 

The key limitations of this study is that there is considerable risk of bias because there 

appear to be substantial differences in the admission thresholds for 17- and 18-year olds. In 

other words, the assumptions underlying the regression discontinuity design appear to be 

violated. However, a strength of the regression discontinuity design was that it allowed us 

to produce the quantitative evidence on which to base this judgement rather than being 

limited to a qualitative consideration. As discussed in Appendix B, we would argue that 

measurement of costs and mental health service use was of high quality. However, we only 

capture the benefits of inpatient care for young people through limited proxy measures. 

Beyond standardised clinical outcomes, a more comprehensive assessment may include the 

impact of inpatient care modalities on educational attainment and the patient’s family or 

carers. As discussed in Chapter 2.4, the fact that I manually coded diagnosis based on clinical 

notes is likely to have been more reliable than basing the analysis on data from structured 

fields or NLP applications. Yet, it is likely that I misclassified some diagnoses due to lack 

clinical training. 

Within the context of economic evaluations of child and adolescent mental health 

interventions, the size of the study sample is large (Beecham, 2014). However, compared to 

the magnitude of treatment effect that one might expect, we judge the estimates in this 

study to be too imprecise to draw firm conclusions even if we ignore the risk of bias. To our 

knowledge, it is more common for underage than adult patients with psychosis to remain on 

non-psychiatric wards for their care if they have previously been admitted to such wards 

rather than being transferred to a psychiatric ward. However, we believe that such cases are 
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rare so believe that our study sample was likely to be broadly representative and reflective 

of routine practice. This study is based on data from a single mental health trust which may 

differ from others in the NHS both in terms of its patient population and service provision. It 

should also be noted that the estimated parameter blurs the impact of care provided on a 

CAMHS ward compared to that provided on an adult ward with potential differences in 

community care provision following discharge between those aged 17 and 18 as well as the 

impact of transitioning between CAMHS and adult care which. Finally, we did not identify 

the cause for the difference in unit costs between CAMHS and adult wards which, as 

discussed above, would allow us to interpret the estimated difference in costs given our 

interest in non-specific effects of CAMHS inpatient care. 

 

3.4.3 Comparison with the existing literature 

As explained in Section 1.5.2, the existing evidence on the impact of different forms of 

inpatient care for people with psychosis is extremely limited and my non-systematic review 

only identified one study by Maxwell et al. (2019). In contrast to our analysis, Maxwell et al. 

(2019) find that the introduction of an integrated care services for young people leads to an 

increase in care contacts. It is, however, unclear whether this increase can be attributed to 

the service reconfiguration. It is also unclear to what extent our analysis is comparable with 

Maxwell et al. (2019) because, rather than expanding the CAMHS-style service model to 

young adults as assumed by our analysis, the findings by Maxwell et al. (2019) suggest that 

the service integration led to an equalisation of service provision across young people. In 

other words, the interventions under comparison differ between our analysis and Maxwell 

et al. (2019) and the comparison by Maxwell et al. (2019) may be the one that more closely 

mirrors the options that can realistically implemented in practice in other parts of the UK. 

 

3.4.4 Implications for policy and research 

Due to the lack of precision of the estimates and the significant risk of bias, we would argue 

that the findings of this study should not form the basis for decision making. Assuming that 



105 

admission patterns are similar in the rest of the country, our findings suggest that that 

replicating this analysis using a larger database such as Mental Health Minimum Services 

Data Set (MHSDS) is unlikely to be worthwhile because, while this would reduce the 

variance of the estimates, but the risk of bias would remain or even increase. In principle, 

one possibility to avoid the bias due to differential admission thresholds could be to reframe 

the analysis by assessing the effect of the impact of the care package offered to 17 year olds 

who suffer a psychotic episode compared to the care package offered to 18 year olds. 

However, in CRIS, I would expect that it would be difficult and labour intensive to identify all 

patients who are at risk of hospitalization. Instead, I would argue that a more fruitful 

approach would be to use a dataset that is either larger or dataset from different mental 

health trusts. A larger dataset may enable the analyst to compare people aged 17 who are 

admitted to adult wards with those admitted to CAMHS wards directly which was not a 

viable option in this sample given the small number of underage patients admitted to adult 

wards (n=14). Trusts which have undergone the reconfiguration of CAMHS services to 

encompass young people up to the age of 25 may yield more direct estimate of the impact 

of a change in the threshold between CAMHS and adult care from 18 to 25, using before-

and-after, difference-in-difference or related approaches (Daw and Hatfield, 2018; O’Neill et 

al., 2016). Since our study suggests that underage patients are typically hospitalized to adult 

ward for reasons unrelated to their clinical characteristics, with a larger dataset it may also 

be possible to obtain a direct estimate of the effect of being admitted to adult wards rather 

than CAMHS wards underage patients that of acceptably precision. A potential practical 

barrier such an analysis could be that the type of ward that underage patients are admitted 

to (i.e. adult or CAMHS wards) may not be sufficiently reliably recorded in MHSDS.



 

Chapter 4 Economic evaluation of inpatient care for people with enduring psychosis 

(Analysis 2) 

 

4.1 Introduction 

 

In this chapter, I conduct an economic evaluation of inpatient rehabilitation compared to 

care as usual. In Chapter 1, I described the broader context for this analysis, its relevance to 

health care decision making and the existing evidence on this topic. To summarise, inpatient 

rehabilitation is a specialist, long-term form of inpatient care for people with complex forms 

of psychosis (Killaspy, 2014). In 2009, all mental health trusts in the UK had at least one 

inpatient rehabilitation ward or its community equivalent and, in 2017, the estimated 

annual expenditure for inpatient rehabilitation in England was £535 million (CQC, 2018; 

Killaspy et al., 2017). NICE guidance on the care for people with complex forms of psychosis 

including guidance on inpatient rehabilitation is currently under development (NICE, 2018). 

All six existing observational economic evaluations of inpatient rehabilitation argue that 

their findings favour the provision of this form of specialist care. However, the credibility of 

these findings is doubtful because of weaknesses in the study designs. For example, all 

except one of the previous studies use a before-and-after design. This design relies on the 

assumption that outcomes would have remained unchanged had patients not received care 

in an inpatient rehabilitation ward. Given the variable course of psychosis, it is unclear 

whether this assumption holds (Tandon et al., 2009). In addition, the relevance of the 

findings of these studies to current decision making in the UK is limited. For example, only 

one existing study included the considerable costs of the inpatient rehabilitation itself in its 

evaluation. By contrast, the two existing RCTs suggest that inpatient rehabilitation is not 

good value for money but these two studies also suffer from methodological limitations or 

are not directly generalizable to the UK setting. Like in Chapter 3, I conducted a cost-

consequence analysis, that is I present costs and other outcomes alongside each other 

rather than combining them (Mauskopf et al., 1998). My objective was to assess the average 
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effect of being referred to inpatient rehabilitation on those who received such a referral 

compared to receiving care as usual. 

 

 

4.2 Methods 

4.2.1 Study design and comparison of interest 

I undertook a cohort study based on routinely collected data. The estimand of interest in 

this study is the average effect of being referred to in-area inpatient rehabilitation ward at 

the start of follow-up, among those who are referred for inpatient rehabilitation at any 

point during a psychiatric hospitalisation, compare to continuous receipt of ‘usual care’. 

‘Usual care’ comprised any type of inpatient or community care other than inpatient 

rehabilitation. We censored, i.e. stopped follow up, in both groups when one of events 

occurred: being admitted to an out-of-area inpatient rehabilitation ward, moving out of the 

catchment area of the local mental health trust or reaching the end of follow-up (31st March 

2019). Appendix E.3 provides a more formal description of the target quantity of interest.  

As discussed in more detail below, in the base case analysis, I compared patients who were 

referred to in-area inpatient rehabilitation at baseline to matched patients who were not 

referred. This approach may be biased because of unmeasured factors (e.g. social 

functioning) that differ between the groups. I therefore, undertook several sensitivity 

analyses to assess the robustness of these findings. One of these was a before-and-after 

analysis which assumes that there are not time-varying factors that influence outcomes. 

Further, I implemented two variants of the front-door adjustment, an approach I introduced 

in Section 2.3.3. The front-door adjustments approaches relied on comparing subgroups of 

patients among those who were referred to inpatient rehabilitation, namely (1) those 

referred and accepted to rehabilitation with those not accepted and (2) those accepted and 

transferred to inpatient rehabilitation with those accepted and not transferred. The 

intuition behind this approach is that we do not expect that merely being referred (or being 

referred and accepted) to inpatient rehabilitation to change outcomes substantially. 
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However, patients whose referral was declined or who were not transferred to 

rehabilitation following acceptance to it, could reasonably be expected to be more similar in 

terms of unmeasured factors (e.g. social functioning) to those who did receive inpatient 

rehabilitative care, i.e. represent a better comparison group, than those who were never 

referred. This is because of the very fact that they were referred (or referred and accepted) 

to inpatient rehabilitation, i.e. they are known to have been under active clinically 

consideration to receive inpatient rehabilitation at some point. By contrast, this is not 

known to be the case for the matched controls. 

 

4.2.2 Data source and setting 

Our data source was the South London and Maudsley (SLaM) Biomedical Research Centre 

(BRC) Clinical Records Interactive Search (CRIS) database which I described more at length in 

Chapter 2.2. Within the time-window of this study, SLaM provided inpatient rehabilitative 

care in four wards. Using the typology by Killaspy (2009), we would describe all four of these 

wards as ‘high dependency rehabilitation units’ but one of them was a low-secure facility. In 

2015, the care quality commission (CQC) rated the SLaM trust as a whole as providing ‘good’ 

quality care overall and gave the rating ‘good’ on all dimension except for safety (CQC, 

2016a). The same overall and dimension-level ratings were given to SLaM rehabilitation 

wards for working age adults (CQC, 2016b). This suggests that this study assesses the value 

for money of reasonably well functioning wards 

 

4.2.3 Study population 

To be included in the analysis, patients needed to (1) be hospitalized on a SLaM ward at the 

start of follow-up; (2) have been originally hospitalized on a SLaM ward between 1 April 

2010 and 31 March 2018; (3) be resident within the SLaM catchment area at the start of the 

psychiatric admission; (4) have a current primary diagnosis of schizophrenia, schizoaffective 

disorder or bipolar disorder at the start of follow-up, that is a diagnosis covered by the ICD-

10 codes F20, F25 or F31 (WHO, 1992). From this group, we excluded observations if (1) it 
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was known that patients had been admitted to psychiatric inpatient rehabilitation 

previously; (2) patients were either below the age of 18 or above the age of 62 or if the 

patient’s age was unknown; (3) patients were detained under a Mental Health Act Section 

other than Section 2 or Section 3 at the start of follow-up; (4) were not staying on 

psychiatric intensive care unit (PICU) or a general adult ward at the start of follow-up; (5) 

patients had been admitted to a specialist ward for learning disability, addictions, mental 

health of older adults or child and adolescent mental health care at some point prior to the 

start of follow-up within the same admission. 

 

4.2.4 Potential confounders 

Patient characteristics that influence referral to inpatient rehabilitation are also likely to 

influence clinical outcomes and costs. This can cause a distortion, known as confounding, in 

the comparison between patients referred to inpatient rehabilitation and those who are 

not. To reduce the potential bias of our results due to confounding, based on clinical 

experience and previous literature, we identified the following measured potential 

confounders in CRIS and accounted for them in the analyses (Tulloch et al., 2016a; Williams 

et al., 2014): (i) demographic characteristics of the patients, that is age, gender and 

ethnicity; (ii) history of service and medication use prior to the index admission, that is 

length and number of psychiatric hospitalisations in the year prior to the index admission, 

whether the patient was known to have had prior contact with SLaM community 

rehabilitation services and whether patients had a known history of clozapine use; (iii) 

variables characterising the length and course of hospitalisation between the start of the 

index psychiatric admission and start of follow-up, that is the number of days hospitalized 

on a general adult ward (as opposed to specialist wards) at the start of follow-up, the 

number of days detained under the Mental Health Act between the start of the index 

admission and the start of follow-up, sectioning status at the start of follow-up and the type 

of ward that there were cared in at the start of follow-up (i.e. general adult ward or PICU) 

and how many risk event the patients were known to have been involved in the 30 days 

prior to the start of follow-up; (iv) assessment of patient symptoms by means of (a) the 

closest Health of the Nation Outcome Scale (HoNOS) rating within the same psychiatric 
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admission (Pirkis et al., 2005). HoNOS is a clinician-rated outcome measure that has become 

a standard instrument for measuring patient outcomes in UK secondary mental health care 

in adults (Jacobs, 2016, 2009). It consists of 12 items scored on a scale from 0 (no problem) 

to 4 (severe problem) which assess patients’ psychiatric symptoms, physical health, 

functioning, relationships and housing. When used in research projects, HoNOS is thought 

to have adequate psychometric properties (Pirkis et al., 2005). Specifically, we selected 

HoNOS domain 1 (aggression), 6 (hallucinations), 9 (relationships), 10 (activities of daily 

living), 11 (living conditions) and 12 (occupation and activities), and dichotomised the 

ratings into no/minor/mild problems or moderate/severe problems because we believed 

that this approach would make the scores more analytically tractable while being clinically 

meaningful; (b) description contained in clinical notes. Specifically, we focused on whether 

the patients was described as having poor motivation, symptoms of social withdrawal and 

whether the patient was self-neglecting or at risk thereof at any point in the 30 days prior to 

start of follow-up or since the date of hospital admission whichever period was longer. 

 

4.2.5 Outcome measures 

We measured service use and costs thereof over a three-year follow-up adopting a mental 

health care service perspective. As described in Appendix B, to cost service use, I used unit 

costs calculated using financial data obtained by SLaM. I measured costs in pound sterling 

(£) at 2017/2018 levels, used the hospital and community health services index to inflate 

prices to this financial year and discounted costs arising after the first-year of follow-up 

using a discount rate of 3.5% (Curtis and Burns, 2018). In terms of measuring the 

effectiveness of the inpatient rehabilitation, I took a patient perspective. Specifically, I 

assessed whether there were differences in the selected HoNOS dimensions at discharge 

from the index admission. In addition, I used rehospitalisation rates in the year after 

discharge from the index admission as a proxy indicator for potential benefits of inpatient 

rehabilitation (Burns, 2007). Finally, I estimated differences in length of survival over the 

three-year follow-up. 
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4.2.6 Measurement error 

To make weaken the assumptions with respect to measurement error in the data while 

reducing the amount of manual coding required, I chose to manually code data selectively 

based on the following process:  

(1) Validating dates for the treatment group: We manually verified dates related of 

the clinical pathway to inpatient rehabilitation (e.g. the date of referral). As 

explained in Appendix A.3, on inspection, these dates appeared to be incomplete in 

structured fields and, where available, subject to measurement error. Given that 

many aspects of the analysis (e.g. measurement of the outcome, appropriate choice 

of control group) hinged on identifying the correct inpatient rehabilitation 

referral/acceptance/transfer dates this was a key step in reducing the impact of 

measurement error. To begin, we manually verified these dates by reading the 

clinical notes around dates that were contained in structured fields. In this process, 

we identified key phrases that were used in clinical notes when discussing the 

pathway to inpatient rehabilitation (e.g. “Referral form for [name of rehabilitation 

ward]”). I then searched the entire CRIS database for records containing any of these 

key phrases to identify referrals to inpatient rehabilitation that were not recorded in 

structured fields and manually coded these additional dates. I adopted this approach 

because it would have been prohibitively labour intensive to read through all 

medical records in order to identify patients who were referred to inpatient 

rehabilitation but for whom no data was recorded in relation to these referrals in 

structured fields. Typically, referrals that were not recorded in structured fields were 

those that did not result in a transfer to inpatient rehabilitation 

(2) Validating confounders and diagnosis for the treatment group: There were some 

confounders (and the diagnosis variable) for which we judged that, if we relied on 

the structured fields or outputs of natural language processing (NLP) applications, 

there was a considerable risk of bias due to measurement error. The treatment 

group was relatively small in size. Therefore, I manually coded the characteristics of 

the patients at the day of their referral to inpatient rehabilitation for the entire 

treatment. In this process, I did, however, make use of the proxy data from 
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structured fields or NLP outputs, to limit the amount of manual coding where this 

appeared possible without making noticeably stronger assumptions. For example, 

when verifying whether patients had a diagnosis of psychosis on the date of referral, 

I began with those who had a lowest number of instances of psychosis diagnoses 

based on structured fields or NLP outputs and continued in ascending order of 

diagnostic instances of psychosis until it appeared almost certain that patients truly 

had a diagnosis of psychosis at referral. Similarly, I used the number of mentions of 

clozapine in the free text as a proxy variable and only manually verified diagnoses up 

to a point at which I judged it to be almost certain that people had a history of 

clozapine use. 

(3) Reducing the number of controls: However, manually coding the confounders for 

all potential controls and verifying that all potential controls had a diagnosis of 

psychosis would have been prohibitively labour intensive. Therefore, as described in 

Section 2.4.3.4, I used matching as a way to reduce the size of the control group so 

that these variables could feasibly be manually coded. Although the control group 

could have also been reduced by simple random sampling among the potential 

controls, as noted in Section 2.4.3.4, matching to has several advantages over simple 

random sample in this context:  it reduces the variance of the parameter of interest 

compared to random sampling because the proxy variables data from structured 

fields and NLP applications used in the matching process go at least some way in 

reducing imbalance between the treatment and control group (Stuart and Ialongo, 

2010), it makes the base case analysis more robust towards model misspecification 

and reduced the stringency of the positivity assumptions in the analysis (Kreif et al., 

2013a; Petersen et al., 2012).  

I used a 1:1 nearest neighbour matching approach with replacement, that is, I 

matched one control observation to each inpatient rehabilitation referral. I chose 

rank-based Mahalanobis distances as the matching metric (Rosenbaum, 2010). 

Rather than matching on the proxy variables themselves (e.g. the number of 

clozapine instances in structured fields or NLP outputs) I used the predicted values 

based in the data coded in step (2) in the matching process. For example, I estimate 

the predicted probability of having had a history of clozapine use for all potential 
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control observations based on the number of clozapine instances in structured fields 

or NLP outputs. Since patients could be referred at any point during an admission, I 

stratified the data sequentially, creating one row for each day that a patient was an 

inpatient, determining the value of the confounder for each of these days. I then 

matched inpatient days on which a referral took place with potential control 

inpatient days that had the same temporal distance to the date of admission. If, for 

instance, a patient was referred to inpatient rehabilitation 16 days after admission to 

a psychiatric ward, only control observations whose length of inpatient stay on a 

psychiatric wards was 16 days or longer and who fulfilled the study inclusion criteria 

on day 16 after admission were potential matches. These observations were then 

matched based on the value of the matching variables on day 16 and follow-up for 

both the treated patient and their matched control would begin on day 16 after 

admission. This approach has been described as risk-set matching (Li et al., 2014, 

2001; Rosenbaum, 2010).  

(4) Manually validating confounders and diagnosis for the control group: I manually 

verified whether matched observations had a diagnosis of psychosis as described 

above in the context of the treatment group. If a patient did not have a diagnosis of 

psychosis, I excluded him/her from the analysis and replaced the observation by the 

next closes matched and in turn checked the diagnosis until all matched controls 

were known or very likely to have a diagnosis of psychosis. To decrease the amount 

of manual coding, I excluded all patients who had never had a primary diagnosis of 

psychosis prior to baseline according to structured fields or NLP applications from 

the pool of potential matches. It appeared unlikely that this approach would lead to 

a significant selection bias because, among the referrals to inpatient rehabilitation 

there were only two patients who did not have any record of having a diagnosis of 

psychosis in structured fields or NLP applications but did have a diagnosis of 

psychosis based on inspection of clinical notes. Finally, I manually coded the 

potential confounders in the control group using the approach described for the 

treatment group. 
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4.2.7 Statistical analysis 

To adjust for some of the remaining imbalance between those referred to inpatient 

rehabilitation and the matched controls, I reweighted the sequentially matched observation 

and using inverse probability of treatment weights (IPTW) based on a model in which I 

pooled the matched data (Li et al., 2018). Similarly, I used an inverse probability of censoring 

weighting (IPCW) with a missingness indicator for missing baseline variables to handle 

missing data in the analyses (Seaman and White, 2013). Given the large number of 

covariates relative to the sample size, particularly in year 3 of follow-up and in the sensitivity 

analyses described below, and the resulting risk of overfitting and/or model 

misspecification, I used a boosted regression approach to estimate the IPTW and IPCWs 

(Schonlau, 2005; Stone and Tang, 2013). Specifically, I used the default 80%/20% split 

between training and testing data, a two-way interaction based on discussion in Hastie et al. 

(2009) and a shrinkage parameter of 0.0005 as suggested by McCaffrey et al. (2004). I chose 

this approach instead of the more common approach of combining matching with 

regression adjustment or using a multiple imputation to address missing data because of the 

risk of over fitting given the large number of confounders relative to the sample size. To 

account for correlation between multiple observations of the same patient, I used cluster 

robust standard errors. Depending on the distribution of the outcome variables, I used a 

censored, logit or linear regression model. In Appendix E.4 I describe the assumptions on 

which the base case analysis is based in more detail. 

 

4.2.8 Sensitivity analyses 

In our base case analysis we assume that there is no unmeasured confounders. A key 

concern with this assumption is that we would expect that the matched controls would have 

had better outcomes than those referred to inpatient rehabilitation had they been referred 

too. This is because, typically, only some of the most unwell patients on psychiatric wards 

are referred to inpatient rehabilitation but some of the patient characteristics motivating 

referral (e.g. poor social functioning) are only poorly approximated by the variables that we 

measure. As a result, we would expect the base case analysis to be biased against inpatient 
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rehabilitation. Therefore, I undertook three sensitivity analyses to assess the robustness of 

the findings to alternative assumptions with regards to unmeasured confounding. 

First, I undertook a before-and-after analysis in which I compared outcomes in the two years 

prior to referral to outcomes three years after referral to inpatient rehabilitation (Bunyan et 

al., 2016). This approach assumes that, if patients had not been referred to inpatient 

rehabilitation, on average, outcomes would have remained the same as in the two years 

prior to referral. Given the variable course of psychosis, it is difficult to judge to what degree 

or in what direction this assumption might lead to bias (Tandon et al., 2009). Intuitively, we 

would, however, argue that it is unlikely that patients’ outcomes would have further 

deteriorated compared to the two years prior to referral had they not been referred to 

inpatient rehabilitation because, typically, they are already in a very poor clinical state  in 

this period. Thus, in this context, a before-and-after analysis may be regarded as the 

analytical approach that makes the most favourable assumptions with respect to inpatient 

rehabilitation because it compares the post-referral outcomes with what might be 

considered to be the worst possible reasonable alternative scenario. This implies that we 

would expect the true impact of inpatient rehabilitation to be somewhere in between our 

base case analysis (potentially biased against rehabilitation) and the before-and-after 

analysis (potentially biased in favour of rehabilitation). As noted in Chapter 1, before-and-

after analyses have been the most common approach in existing evaluations of inpatient 

rehabilitation based on observational data. Thus, this sensitivity analysis is also of value 

because it gives some indication as to whether the results of our base case analysis differ 

from the previous literature due to our choice of analytical approach or other factors. 

Second, I compared outcomes between patients whose referral to inpatient rehabilitation 

was not accepted with those referral was accepted and multiplied this difference by the 

proportion of referred patients whose referrals was accepted. As explained in Section 2.3.3, 

this approach is known as the front-door adjustment and, for shorthand, I will refer to this 

sensitivity analysis as front-door adjustment #1. Front-door adjustment #1 relies on two 

assumptions: (1) the outcomes of patient whose referral to inpatient rehabilitation is 

declined (or who decline the option of inpatient rehabilitation themselves) would have been 

the same had they not been referred to inpatient rehabilitation to begin with; (2) the 

comparison between those whose referral is accepted and those whose referral is not 
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accepted is not distorted by unmeasured confounders or confounders measured after the 

date of referral (as opposed to the base case analysis in which the comparison between 

those referred and those not referred to inpatient rehabilitation is assumed to be 

undistorted). 

With regards to assumption (1), one should note that, based on our clinical experience, 

referral to inpatient rehabilitation can delay discharge from inpatient care among those 

whose referral is declined. We would not expect this additional inpatient stay to have any 

sizeable clinically positive effect on the patient because patients referred to inpatient 

rehabilitation are typically judged to not be able to benefit from general inpatient care by 

the responsible clinician. Moreover, we would not expect this delay in discharge to have any 

large negative clinical effects on the patient (e.g. due to patients becoming institutionalized) 

because the delay in discharge is typically still relatively short. Finally, we do not believe that 

this delay in discharge would alter care provision after discharge. Nevertheless, we would 

expect assumption (1) to bias front-door adjustment #1 somewhat in favour of inpatient 

rehabilitation because delays in discharge lead to increases in health care costs. However, 

the resulting bias would, at most, be equal to the average cost of care arising between 

referral to inpatient rehabilitation and the date that the referral is accepted or declined, a 

quantity which we observe in our sample. In addition, we believe that, in practice, patients 

are typically referred to inpatient rehabilitation before being ready for discharge meaning 

that the quantity would be typically be appreciably lower than this maximum value. 

With regards to assumption (2), we would argue that, given the same measured 

characteristics at the time of referral, patients whose referral was accepted are likely to be 

more comparable to patients whose referral was not accepted in terms of their unmeasured 

confounders than to patients who were not referred for two reasons: First, referral to 

inpatient rehabilitation is a selection process. Thus, we would, for example, expect that, 

whether their referral is accepted or not, most patients who are referred to inpatient 

rehabilitation have some deficits in social functioning because this is one of the key reasons 

for referral to inpatient rehabilitation. Second, in contrast to the base case analysis, the 

direction of bias in the comparison between accepted and declined referrals is less clear 

because referrals may both be declined because patients are too unwell or too healthy to 

benefit from inpatient rehabilitation. Moreover, referrals may be declined because of 
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reasons that we would not cause bias (e.g. shortages of inpatient rehabilitation beds). In 

fact, an advantage of this sensitivity analysis is that, whereas the reason for not referring a 

patient to inpatient rehabilitation is rarely explicitly recorded in clinical notes, the reason 

that a referral was declined typically is. This provides us with some circumstantial evidence 

to judge the magnitude and direction of bias due to violations of assumption (2). 

In my fourth sensitivity analysis, I use another variant of the front-door adjustment 

approach which I will refer to as front-door adjustment #2. In front-door adjustment #2, I 

compared outcomes in patients whose referral was accepted and transferred to inpatient 

rehabilitation with outcomes inpatients whose referrals was also accepted but who were 

removed from the inpatient rehabilitation waiting list and then multiplied this difference by 

the probability that referrals led to a transfer to inpatient rehabilitation. Similar to front-

door adjustment #1, this approach assumes that (1) neither referral nor acceptance of a 

referral to inpatient rehabilitation affects outcomes if they do not result in the patient being 

transferred to inpatient rehabilitation; (2) whether a patient is transferred to an inpatient 

rehabilitation ward does not depend on factors that also influence the outcomes other than 

those measured at the point of referral. One other one hand, front-door adjustment #2 is 

likely to be more biased in favour of inpatient rehabilitation with respect to the assumption 

(1) compared to front-door adjustment #1 because the time between referral and removal 

from the waiting list is likely to be larger than the time between referral and declination of 

the referral. One other hand, the assumption (2) appears more plausible in front-door 

adjustment #2 than #1 because both those accepted and transferred to inpatient 

rehabilitation and those accepted but removed from the waitlist have been deemed suitable 

for inpatient rehabilitation twice: First by the clinician referring them, second by a 

rehabilitation consultant following an assessment. In other words, both groups have 

undergone two selection stages. Thus, we would expect those transferred to inpatient 

rehabilitation to be more similar to those accepted but not transferred to inpatient 

rehabilitation in terms of unobserved variables (e.g. social functioning) than those referred 

with those not referred to inpatient rehabilitation. Again, identifying the reason for removal 

from the inpatient rehabilitation waitlist by reading the clinical notes provides us with some 

circumstantial evidence to judge the plausibility of front-door adjustment #2 
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For both front-door adjustments, I used a bootstrap approach for parameter estimation 

using only an IPTW approach without prior matching to adjust for measured confounders 

(Glynn and Kashin, 2017). Table 4 provides a simplified summary and graphical illustration to 

the different approaches with respect to unmeasured confounding. For a more technical 

description see Appendix E.4 and E.5. In addition to the sensitivity analyses motivated by 

the risk of unmeasured confounding, I assessed the robustness of the analysis to the 

assumptions with respect to missing data. To do so, I conducted a complete case analysis 

and an analysis in which, if data was censored, I assumed that outcome of interest did not 

occur, if the variable was binary, or that the outcome was 0 if the variable was continuous.  

 

4.3 Results 

4.3.1 Descriptive statistics 

Figure 14 shows the study flow-chart. I identified 337 referrals to inpatient rehabilitation 

that fulfilled our inclusion criteria. Table 3 summarizes the characteristics of the patients 

referred to inpatient rehabilitation and their matched controls. The average (Standard 

Deviation (SD)) age at referral was 40 (12), 72% were men and 72% of the sample were non-

white. About two thirds of patients had a SLaM admission in the year prior to the index 

admission, and the average (SD) number of days hospitalized in the year prior to the index 

admission across all referrals was 62 (78) days. Few (9%) had a known history of contact 

with community rehabilitation teams and 50% had a known history of clozapine use. The 

average patient spent approximately 80% of their admission until referral to inpatient 

rehabilitation on a general adult ward and approximately the same proportion of time 

detained under the Mental Health Act. Similarly, on the day of referral, about 80% were 

detained under the Mental Health Act. This was typically under Section 3 of the Mental 

Health Act. The average (SD) time from admission to a psychiatric ward to inpatient 

rehabilitation referral was 91 (83) days (see Figure 64 for the full distribution of this 

variable). Among the selected HoNOS dimensions, with 39% of patients reporting moderate 

or severe problems, hallucinations were the most commonly reported issue. The average 

(SD) time between ratings and baseline was 25 (46) days. Self-neglect or risk thereof was a 
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very commonly reported issue in medical notes (80%) whereas patients with poor 

motivation (39%) and social withdrawal (15%) were in the minority. Approximately 30% of 

patients were known to have been involved in a risk event in the 30 days prior to referral. 
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Figure 14 Study Flow-Chart

Number of patients with IR 
referral related keyphrases 

between 1 April 2010 and 31 
March 2018:  

636 

Number of referrals/admission (unique 
patients) to IR recorded in structured fields 
between 1 April 2010 and 31 March 2018: 

470 (415) 

Number of inpatient rehabilitation referrals 
included in the study (unique patients): 

337 (313) 

Excluded (N=533) 

No referral to IR took place 
(n=264) 
History of IR (n=81) 
Duplicate/overlapping 
referral episode (n=57) 
Primary diagnosis other 
than F20, F25 or F31 (n=31) 
Referral from out of area 
(n=30) 
Referral outside of study 
window (n=10) 
<18 or >62 at referral (n=9) 

Excluded (N=218) 

Referred from community (n=44) 
History of IR (n=39) 
Duplicate/overlapping referral 
episode (n=38)  
Primary diagnosis other than 
F20, F25 or F31 (n=31) 
Referral from out of area (n=21) 
<18 or >62 old at referral (n=17) 
Referral outside of study window 
(n=12) 
Temporary stay on IR 
ward/misrecording (n=9) 

Total number of SLaM hospitalizations (unique 
patients) between 1 April 2010 and 31 March 2018: 

36,766 (19,978) 

Excluded (n=23,905) 

Missing age (n=4) 
<18 or >62 old during entire hospitalization 
(n=5,443) 
High probability of having primary diagnosis 
other than F20, F25 or F31 (n=15,900) 
Learning disability/child & adolescent/Older 
adult/addictions ward hospitalizations (n=199) 
Living outside of the catchment area (n=1,445) 
History of IR (n=947) 

Number of potential control 
hospitalizations (unique 

patients): 
12,828 (5,312) 

Unmatched control 
hospitalisations or 
no F20, F25 or F31 

diagnosis after 
verification: 

12,491 
Number of matched control 

hospitalizations (unique patients) 

337 (287) 



Characteristic Referrals to 
inpatient 
rehabilitation 
N=337 

Matched Cohort 
N=337 

Difference in means 
 (Ratio of variances*) 

Demographics 

Mean (SD) age in 
years 

40 (12) 40 (11) 0 (1.2) 

Male (in %) 72 71 1 

BME (in %) 72 77 -5 

History of service/medication use 

% of observations by 
number of 
hospitalizations in 
the year prior to 
index hospitalization 

   

0 44 42 2 
1 30 37 -7 
2 14 15 -1 
3 or more 12 7 6 
Mean (SD) number 
of days hospitalised 
in the year prior to 
the index 
hospitalization 

62 (78) 55 (71) 7 (1.2) 

% with history of 
community 
rehabilitation 

9 7 1 

% with history of 
Clozapine use 

50 48 1 

Characteristics of index hospitalisation between initial hospitalisation and baseline 

Mean (SD) length of 
stay in days‡ 

91 (83) 91 (83) 0 (1) 

Mean (SD) length of 
stay on General 
Adult Ward  

75 (73) 78 (77) -3 (1) 

Mean (SD) number 
of days hospitalised 
detained under the 
Mental Health Act 

76 (82) 76 (79) 0 (1) 

Compulsory 
admission status at 
admission on day of 
(potential) 
rehabilitation ward 
admission (in %) 

81 81 0 

% of observations    
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Characteristic Referrals to 
inpatient 
rehabilitation 
N=337 

Matched Cohort 
N=337 

Difference in means 
 (Ratio of variances*) 

with 
no/minor/mind, 
moderate/severe 
problems or missing 
HoNOS dimensions 
score 

01 – Aggression 79, 18, 3 83, 15, 2 -4, 4, 0 

06 – Hallucinations 58, 39, 3 62, 35, 2 -4, 4, 0 

09 – Relationships 81, 14, 5 89, 7, 4 -8, 7, 1 

10 – Activities of 
Daily Living 

83, 13, 3 91, 6, 3 -7, 7, 0 

11 – Living 
Conditions 

74, 17, 9 82, 11, 7 -9, 6, 3 

12 - Occupation 80, 12, 8 89, 4, 7 -9, 7, 1 

Mean (SD) days 
between HoNOS 

rating and baseline 
date (Baseline – 

HoNOS rating date) 

40 (45) 41 (45) -1 (1) 

% of observations 
with mention of 
symptom in clinical 
notes†  

   

Poor motivation 39 39 1 

Social withdrawal 15 10 5 

Self-neglecting or at 
risk thereof 

80 78 2 

Fraction of patients 
(in %) by number of 
known risk events† 

   

0 69 76 -6 
1 21 16 5 

2 or more 9 8 1 
*for continuous and count data only; † between the start of the index admission and 

baseline or 30 days prior to baseline, whichever is larger; ‡ Identical between the groups 

due to sequentially stratified matching approach 

SD: Standard deviation; BME: black minority ethnic group; HoNOS: Health of the Nation 

Outcome Scale 

Table 3 Unweighted baseline Patient characteristics (base case analysis)  
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To complement Table 3, Figure 47 shows standardised differences between the treatment 

group. In addition, Figure 49, Figure 50, Figure 51, Figure 52, Figure 53 and Figure 54 show 

the distribution of patient characteristics for the base case analysis by treatment group 

graphically. All of these tables and figures suggest that, the group referred to inpatient 

rehabilitation and matched control were generally well balanced in terms of their measured 

characteristics. The most notable imbalances arose with respect to HoNOS dimensions 9, 11 

and 12. As shown in Figure 50, there was also some minor lack of overlap in the upper end 

of the distribution of the number of days in hospital in the year prior to admission, the 

number of days under mental health act and the number of days between the HoNOS rating 

data and baseline. However, the lack of overlap in the distribution of the predicted 

probabilities of referral to inpatient rehabilitation was relatively limited (see Figure 55). This 

means that at baseline, observed differences between those referred to inpatient 

rehabilitation and matched controls could be balanced out. Figure 48 shows the amount of 

missing or censored data in the analysis. With missingness rates of around 10% or less, 

baseline variables were relatively complete but the proportion of missing HoNOS ratings at 

discharge from the index admission was high (~40-60%). In the base case analysis, the 

average percentage of people lost to follow-up was around 20% in the first year, and 10-

15% in the second year and third year. Figure 58 shows the reasons for loss to follow-up in 

each year for the base case analysis and Figure 61 overlays the distribution of predicted 

probability of being lost to follow-up between those who were lost and those who were not 

in each follow-up year. There was some lack of overlap in the distribution in year 2 for those 

referred to inpatient rehabilitation, in year 3 for the matched controls and a substantial lack 

of year 3 in the group referred to inpatient rehabilitation. This means some of those lost to 

follow-up had no counterpart with equivalent measured characteristics in those not lost to 

follow-up which could have biased the analysis. 

Of the referrals to inpatient rehabilitation, 23% (78/337) were declined and 24% of accepted 

referrals (62/259) were removed from the waiting list before transfer to a SLaM inpatient 

rehabilitation ward. Figure 65 shows the distribution of patients across different stages of 

the inpatient rehabilitation over time from the point of referral. It shows that about half of 

the patients are assessed for their suitability for inpatient rehabilitation within one month of 

referral and that the vast majority of patients who are ultimately transferred to 
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rehabilitation are transferred within 3 months. Similarly, Figure 66 shows the distribution of 

patients from the point that the referral was accepted. The average (SD) time between 

referral and acceptance or declination of the referral was 33 (33) days, the average time 

between referral and declination of the referral for those whose referral was declined was 

46 (42) days, the average time between referral and transfer to a rehabilitation ward or 

removal from the waiting list for inpatient rehabilitation was 69 (63) days and the average 

time between referral and removal from the waiting list among those removed from the 

waiting list was 86 (66) days. Figure 67 shows the reasons that inpatient rehabilitation 

referrals were declined. Part (a) shows the unweighted distribution, that is the raw 

proportions in each category, and part (b) shows the distributions weighted by their IPTW, 

that is weighted by the importance of the observations in the front-door adjustments. The 

two distributions were very similar and the four most common reasons were patients being 

considered to be below the threshold for inpatient (27%), the patient himself/herself 

declining inpatient rehabilitation as a care option (23%), unclear reasons (19%), and patients 

being considered to be too unwell to benefit from inpatient rehabilitation (19%). Similarly, 

Figure 68 shows the weighted and unweighted distribution of reasons that referrals were 

removed from the waiting list for inpatient rehabilitation after being accepted. Again, the 

two distributions were similar and the four most common reasons were removal for unclear 

reasons (27%), shortages of beds on inpatient rehabilitation wards (21%), patients declining 

inpatient rehabilitation as a care option (18%) and patients who improved to a sufficient 

degree while waiting for an inpatient rehabilitation (16%). 

Table 5 shows the characteristics of those whose referral to inpatient rehabilitation was 

accepted compared to those whose referral was declined, that is the comparison groups in 

front-door adjustment #1. Table 6 shows the characteristics of those who were transferred 

to inpatient rehabilitation compared to those whose referral was declined, that is the 

comparison groups in front-door adjustment #2. As indicated by Figure 56 and Figure 57, 

the IPTWs overlapped both in front-door analysis #1 and #2. The amount and reasons for 

loss to follow-up in the two front-door adjustment analysis were similar to those in the base 

case analysis (see Figure 59 and Figure 60). However, in the case of front-door adjustment 

#1, there was considerable lack of overlap in the probability of censoring (see Figure 62) 

whereas in the case of front-door adjustment #2 this issue was less pronounced (Figure 63). 
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4.3.2 Consequences 

Figure 72 indicates that, at discharge, the proportion of patients rated as having moderate 

or severe problems on the selected HoNOS dimensions was low in both groups. After 

adjusting imbalances in baseline confounders and censoring, there was little evidence to 

suggest that referral to inpatient rehabilitation had an effect on any of the selected HoNOS 

dimensions (see Figure 73 and Figure 74). As shown in Figure 75, unadjusted absolute 

readmission rates within one year of discharge from the index admission were somewhat 

similar in those referred to inpatient rehabilitation and matched controls. In the base case 

analysis, I estimated that readmission rates were 3 percentage points (95% CI 12 to -6) 

lower in those referred to inpatient rehabilitation wards (Figure 15). However, the 

sensitivity analyses suggest that the magnitude of differences in rehospitalization rates may 

be lower or that the effect may in be the opposite direction. Mortality rates over the study 

follow-up were approximately 3% in both treatment groups (see Figure 78). There was no 

strong evidence to suggest that there were differences in mortality rates between the 

treatment groups (Figure 79). 
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Figure 15 Difference in Readmission rates 

 

4.3.3 Service use and costs 

The mean (SD) length of stay on an inpatient rehabilitation ward among those who were 

transferred to inpatient rehabilitation was 353 (285) days (Figure 69). The average (SD) 

number of inpatient rehabilitation bed days among those referred was 140 (95% CI 125 to 

160) in the first year of follow-up which decreased to 40 (95% CI 22 to 54) in the third year 

of follow-up (Figure 70). Figure 69 shows the distribution of the length of the inpatient 

rehabilitation admission. After six months, about a quarter of patients are discharged from 

inpatient rehabilitation, after one year about two thirds but at the end of follow-up a few 

patients remained hospitalised on an inpatient rehabilitation ward. At less than one per 

year, the number of contacts with community rehabilitation was low in absolute terms in 

both the treatment and the control group (Figure 76). Moreover, in most versions of the 

analysis, referral to inpatient rehabilitation did not appear to increase contacts with 

community rehabilitation or an increase compared to the pre-baseline period (Figure 77). In 

other words, there was no evidence that the control group substituted community 
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rehabilitation for inpatient rehabilitation. In the base case analysis, the average number of 

non-rehabilitation community contacts was estimated to be -13 (95% CI -24 to -2) lower in 

those referred to inpatient rehabilitation. In the sensitivity analyses, the sign and magnitude 

of plausible estimates was somewhat unstable but broadly similar (Figure 81). This 

difference appeared to be driven by reductions in non-rehabilitation community contacts in 

the first year after baseline (Figure 80). However, the same conclusion did not hold for use 

of non-rehabilitation inpatient care which was similar between the treatment groups at all 

follow-up time points (Figure 82). In the base-case analysis, I estimated average differences 

of 13 (95% CI -25 to 51) days hospitalized on a non-rehabilitation inpatient ward. As shown 

in Figure 83, except for the before-and-after analysis, there was no strong evidence to 

suggest large reductions in non-rehabilitation inpatient service use due to referral to 

inpatient rehabilitation. Figure 16 reflects that estimated cost of service use were higher in 

those referred to inpatient rehabilitation compared to matched controls in the first year of 

follow-up and to a lesser extent in the second and third year of follow-up. I estimated the 

total differences between the curve of the treatment and the curve of the control group to 

be £83,672 (95% CI 65,101 to 102,242). As in other cases, the top estimate in Figure 17 

shows this value graphically and the estimates of the sensitivity analysis below it. The mean 

estimates in sensitivity analyses were consistently lower ranging between approximately 

£45,000 to £75,000 and there was considerable overlap in the confidence intervals (see 

Figure 17). 
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Figure 16 Secondary mental health care costs (Base case analysis) 

 

 

Figure 17 Estimated Differences in secondary mental health care costs 
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4.4 Discussion 

4.4.1 Key results 

In this study, I used routinely collected data to conduct a retrospective matched cohort 

analysis with the aim of assessing the economic value of inpatient rehabilitation for 

psychosis. As expected, with an average length of stay of almost one year, the length of stay 

on inpatient rehabilitation wards was high. However, there was no strong evidence that this 

investment would be offset by large reductions in other types of secondary mental health 

service use. In addition, there was no clear evidence that patients benefitted from inpatient 

rehabilitation based on rehospitalization rates, HoNOS ratings at the point of discharge from 

the index hospitalization or mortality rates. To assess the sensitivity of the results to 

unmeasured confounding, I both used an approach that is common in the literature and a 

novel alternative which we support with indirect evidence. In these analyses, the results 

were more favourable towards inpatient rehabilitation but, under any scenario, in absolute 

terms, the estimated effect of referral to inpatient rehabilitation on mean costs was high. 

This is particularly the case if one considers that only approximately 60% of patients who 

were referred were ultimately transferred to inpatient rehabilitation, that is only 60% would 

be expected to benefit from referral. 

 

4.4.2 Strengths and limitations 

Our analysis benefitted from the use of modern analytical approaches both to reduce the 

amount of systematic bias in our analysis and to assess the sensitivity of our results. For 

example, we would argue that the estimates based in the front-door adjustment approach 

increase our confidence in the credibility of the study findings. This is because we have 

reason to believe that thanks to the selection mechanisms, i.e. being referred or being 

referred and accepted to inpatient rehabilitation, there is reason to believe that 

unmeasured confounders (e.g. social functioning) are more similar in the comparisons 

underlying the front-door approach. The reported reasons for which patients’ referrals were 

not accepted or the reasons that they were not transferred also do not appear to invalidate 

the front-door approach. Yet, some key variables, such as social functioning remain 
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unmeasured, the sample of those referred to inpatient rehabilitation may not be entirely 

representative because we indirectly identified inpatient rehabilitation referrals, and 

censoring may be associated with the outcomes. Indeed, we have no reason to believe that 

any of our approach is entirely unbiased because all rely on untestable assumptions. They 

fact that we were able to use several approaches only allows us to triangulate evidence. 

Unfortunately, conducting direct sensitivity analysis with respect to unmeasured 

confounding was not feasible in the context of this thesis for reasons explained in Section 

2.3.1. 

In terms of scope of our assessment, as noted in Appendix B, I would argue that health care 

service use and costs of health care can be measured in a high-quality fashion in CRIS. I did 

not measure costs of primary care service use but, given previous research, I expect that 

primary care costs are relatively low and that their omission is unlikely to have impacted the 

results (Jin and Mosweu, 2017). However, one of the key weaknesses of this study is that 

the potential benefits of inpatient rehabilitation were only measured in a limited and 

imperfect fashion. For example, we have two reasons to doubt that HoNOS discharge 

ratings are comparable between the treatment groups. First, ratings by clinicians on an 

inpatient rehabilitation ward are likely to have been made according to different standards 

compared to ratings by clinicians on an acute ward because of habituation to the levels of 

clinical severity they routinely encounter. Second, ratings for patients discharged from 

inpatient rehabilitation are likely to be based on a much more in depth knowledge of the 

patient. Given the goals of inpatient rehabilitation services, it would have been desirable to 

assess the impact of the intervention on social and occupation functioning as well as patient 

satisfaction which are not routinely recorded in clinical databases (Iyer et al., 2005). In 

addition, there is a concern that savings in health care costs in psychosis are offset by an 

increase in the burden to families and carers (NICE, 2014a). I was also unable to measure 

the cost impact beyond the health care sector. Our study has a relatively long follow-up 

period and there was little suggestion that by extrapolating the differences between the 

two groups beyond the three-year follow-up, the conclusions of the evaluation would 

change qualitatively. Yet, one may also argue that such a simple extrapolation of short-term 

effects does not adequately capture the long-term impact of inpatient rehabilitation. For 

example, if inpatient rehabilitation reduces the risk of self-neglect, the true benefits of this 
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impact may only emerge over a longer time horizon. In addition, at the end of the three-

year follow-up, a small proportion of patients were still on an inpatient rehabilitation ward 

or had only been recently been discharged from their rehabilitation admission. The -value 

for money of inpatient rehabilitation may be different for these patients than for the rest of 

the sample. 

To our knowledge, this study is the largest economic evaluation of inpatient rehabilitation to 

date, but its size was nonetheless insufficient to gain insight into who would benefit most 

from inpatient rehabilitation or what the optimal length of stay in inpatient rehabilitation 

might be. It should also be noted that we estimated the average effect of inpatient 

rehabilitation for an individual patient. Therefore, our results do not necessarily reflect the 

value for money of closing or opening a rehabilitation ward because this would most likely 

have spill over effects on the care received by all psychiatric inpatients, i.e. effects going 

beyond the individual patients, due to changes in the average level of patient need on 

general psychiatric wards. 

In terms of the generalizability and relevance of our results to decision making, one of the 

strengths of this study that it is based on data from routine care practice and, as discussed 

in Chapter 1.7, the sample may be more representative than that from an equivalent 

randomized controlled trial investigating this question. Yet, use of data from a single trust 

also means that results of this study may not be generalizable to other parts of the country. 

One possibility is that the effect of inpatient rehabilitation is not maintained because of 

inadequate aftercare. We also believe in would have been more appropriate to compare 

referral to inpatient rehabilitation to community rehabilitation rather than receipt of any 

other form of care. Discharge to community rehabilitation was rare in SLaM, so this 

comparison was not practically feasible to make this comparison with the data at hand. 

Finally, we used data over a time horizon of nearly eight years over the course of which 

there have been changes in the service structure of SLaM (Csipke et al., 2016; Tulloch et al., 

2016b). This may affect the applicability of findings for current decision making. 
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4.4.3 Comparison with existing literature 

As noted above, contrary the conclusions drawn from our analysis, previous observational 

studies unanimously suggest that their evidence supports the provision of inpatient 

rehabilitation (Bruseker and O’Halloran, 1999; Bunyan et al., 2016; Macpherson et al., 2017; 

Petrie and Mountain, 2009; Tarasenko et al., 2013; Tsoutsoulis et al., 2018). There appear to 

be three main explanations for this: First, the scope of our assessment is broader because 

we include the length of stay on the inpatient rehabilitation and the cost thereof in our 

evaluation, and we start follow-up at the point of referral to inpatient rehabilitation. Most 

versions of our analysis suggest that differences in service use and costs other than 

inpatient rehabilitation may be low. Second, among the study designs explored in our 

analysis, the one used by almost all previous evaluation, that is a before-and-after approach, 

also results in results that are most favourable towards inpatient rehabilitation in our 

analysis. Like in our study, when undertaking a matched comparison, Tsoutsoulis et al. 

(2018) find that inpatient rehabilitation does not appear to lead to substantial reductions in 

service use during follow-up but they interpret these results as a return to ‘normative levels’ 

of service use. Third, variation in the patient populations and the provision of inpatient 

rehabilitation may explain some differences. For example, whereas in this study the average 

length stay on inpatient rehabilitation ward was 353 days, in Bunyan et al (2016) this figure 

was 701 days, in MacPherson et al. (2017) it was 380 days, in Petrie and Mountain (2009) it 

was 668 days and in Tsoutsoulis et al. (2018) it was 125 days. By contrast, the results of the 

two RCTs identified in my systematic review are very similar to the results of our study. 

However, the settings and time horizon of these trials are very different from this analysis. 

 

4.4.4 Implications for policy and research 

I would argue that it would be simplistic to entirely base policymaking on the findings of any 

single study. However, this study does challenge some of the key justifications for inpatient 

rehabilitation and, given the extensive annual expenditure on this form of care in the UK, 

calls for better evidence to justify current care provision or a circumspect exploration of 

alternative ways of delivering care for people with complex and enduring psychosis. It 
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should also be emphasised that, despite approach taken in this and previous analyses, in 

practice, decision makers are not faced with a binary choice between the status quo and no 

provision of inpatient rehabilitation. Instead, just like crisis resolution teams are not aimed 

to fully replace acute wards, I believe that the challenge lies in finding a sophisticated 

balance between institutional and community care for people with complex forms of 

psychosis (Cornelis et al., 2018). In fact, as indicated by a study by Tarasenko et al. (2013), 

even if one completely accepts the results of this study, the closure of rehabilitation wards 

without adequate investments into alternative forms of care for this patient group appears 

undesirable. My recommendation would thus be for organisations to experiment with a 

gradual reduction of inpatient rehabilitation in favour of increased investment in community 

rehabilitation on a local level without necessarily eliminating inpatient rehabilitation as a 

care option. Indeed, such a shift in care location could dovetail with recent calls by NICE 

(2019) to limit out-of-area rehabilitation. Given the relatively weak evidence base on which I 

make this recommendation, I would encourage decision makers to continuous evaluate the 

impact of such a service reconfiguration taking into account the views of a broad range of 

stakeholders.  

I would suggest that future research should particularly focus on assessing the potential 

benefits of inpatient rehabilitation more extensively. Consideration should be given whether 

the preferred outcome measure for economic evaluations, quality-adjusted life years 

(QALYs), is suitable for this patient population or whether a broader measure of outcome 

may be warranted (Awad and Voruganti, 2016; Mavranezouli, 2010). If a prospective 

observational study rather than a randomized trial is to be conducted, the front-door 

adjustment approach appears to be a potentially advantageous design for two reasons: 

First, it would only require data collection in a well-defined group, that is, those referred to 

inpatient rehabilitation; Second, since patients already undergo an assessment for their 

suitability for inpatient rehabilitation in routine care practice, this assessment could be the 

moment in which baseline data could be collected thereby minimizing the burden of 

research on clinical staff. In observational studies with a larger sample size, I would also 

recommend considering restricting the comparison group for the front-door adjustments to 

patients whose referral has been declined because of bed shortages or who have been 

removed from the waiting list for this reason. This is because the assumption that 
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declination of the referral or removal from the waiting list is unconfounded may be most 

plausible for this subgroup. In technical terms, this may be considered an instrumental 

variable version of the front-door adjustment. Unfortunately, the sample size in this study 

was too small for such an approach. It may also be worth assessing the value of setting up a 

registry for patients referred to inpatient rehabilitation because this may be the only way to 

gather sample of sufficient size and depth to robustly identify for whom and how inpatient 

rehabilitation for psychosis is optimally provided (Gliklich et al., 2014). 



 

Chapter 5 Overall discussion 

5.1 Summary of findings and contributions 

In Chapter 2, I identified four types of identification assumptions with respect to 

unmeasured confounding. Three of these, the back-door adjustment, unit-invariant fixed 

effects approach and instrumental variable approaches, are commonly used in the health 

economics literature. The fourth, the front-door adjustment approach, exploits knowledge 

about the treatment mechanism for causal inference and was relevant to Analysis 2. 

Further, I distinguished between four types of measurement error assumptions based. I 

then identify five different approaches to support or enable these identification 

assumptions, namely qualitative bias analysis, quantification of the measurement error, 

strategies to reduce the measurement error in proxy variables, sampling strategies and 

measurement error models. 

In Chapter 3, I undertook a cost-consequence analysis of admission to CAMHS inpatient care 

compared to adult inpatient care for young people with psychosis (Analysis 1). I found that a 

regression discontinuity design was not a suitable approach to compare the impact of 

admission to CAMHS and adult wards because there was evidence suggesting that its 

underlying assumptions were violated. 

In Chapter 4, I undertook a cost-consequence analysis of referral to inpatient rehabilitation 

compared to usual care for people with persistent forms of psychosis (Analysis 2). There was 

no strong evidence to suggest that referral to inpatient rehabilitation led to improvement 

on proxies of treatment effectiveness, that is rehospitalization rates, discharge HoNOS 

ratings and mortality rates. Apart from potential moderate reductions in community 

contacts, there was also no strong evidence to suggest that referral to inpatient 

rehabilitation led to reductions in other forms of service use. Thus, the analyses suggest that 

referral to inpatient rehabilitation may substantially increase cost of secondary mental 

health care due to the cost of inpatient rehabilitation. 

To summarise, I would argue that this thesis makes two methodological contributions. It 

introduces an identification strategy that has not previously been used in the health 
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economics literature, the front-door adjustment, and illustrates its value in an empirical 

example. Moreover, I identify approaches to handle measurement error, a topic neglected 

in the existing health economics literature creating a menu of options from which future 

researchers can choose from. I also make two contributions to the empirical literature. I 

show that, despite the appeal of the idea, using a regression discontinuity design based on 

the age cut-off between adult and child and adolescent inpatient services is not likely to 

yield unbiased estimates of the differences between them. Instead I suggest that other 

designs in conjunction with larger datasets are needed. In addition, I produce evidence on 

the value for money of inpatient rehabilitation that, I argue, is more methodologically 

robust than all previous observational studies while being more relevant to the UK setting 

than existing randomised controlled trials. 

 

5.1.1 Data source 

The key strength of the CRIS database in relation to the economic evaluations in this thesis 

was that it allowed access to the free text clinical notes. I made relatively little use of NLP 

applications but, by reading medical notes, I was, for example, able to (a) establish that the 

age-related discontinuity in hospitalization rates in the evaluation of inpatient care 

modalities for young people was not an artefact of different diagnostic coding practices in 

CAMHS and adult services, (b) ascertain the dates of referral to inpatient rehabilitation and 

(c) obtain evidence to support the identification assumptions in the evaluation of inpatient 

rehabilitation. Currently, this is not possible with more widely used databases for health 

economic research such as HES, CPRD and MHSDS. The fact that database developers and 

administrators were collocated with CRIS researchers facilitated the linkage of new data to 

CRIS for the purposes of this thesis and facilitated an understanding of data structure and 

quality. In contrast to some other health care systems, SLaM is responsible for the provision 

or purchase of the vast majority of secondary mental health care consumed by the local 

population which allowed us to capture a greater proportion of cost data. Finally, this thesis 

highlights how evidence can be produce relatively inexpensively and in a relatively timely 

fashion thereby complementing randomized controlled trial as a vehicle for economic 

evaluation (Struck et al., 2014). 
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There were several limitations common to both economic evaluations that were inherent in 

the choice of the SLaM CRIS database. Despite the greater breadth of data available in CRIS, 

confounding remained an issue in both analyses because there were limits to the 

information contained in the medical records and the extent to which it was usable for 

analysis. Data quality was an issue in both evaluations because data in CRIS is recorded for 

clinical or administrative purposes, not for use in research. While I took steps to mitigate the 

impact of measurement errors and, to increase transparency, undertook an assessment of 

data quality, there were practical limits to this. Moreover, some errors are inevitable, for 

example, because historical records in CRIS can and are at times overwritten retrospectively 

or because the use of data fields and recording styles can changes over time or between 

individuals in routine care practice. 

In addition, the nature of the database limited the extent to which broader benefits and 

costs of the treatments could be captured. For example, both interventions are likely to 

have an impact on non-healthcare costs and on the family or carers of the patients. These 

were not measurable in CRIS. Given the size of SLaM’s catchment area, the number of 

people accessing specialist inpatient care was small in absolute terms, leading to a lack of 

precision in estimates. A limitation of CRIS that is more specific to the focus of this thesis is 

that in both evaluations I assessed service-level interventions, but in there was no variation 

in the provision of these services over time. Thus, it was not possible to capture potential 

spill over effects from changes in the supply of these services or short-run effects resulting 

from reorganization of services (Meacock, 2018). Finally, there are concerns about the 

generalizability of results based on CRIS data, both because of differences in the patient 

population and the wide range of mental health services offered by SLaM (Davis et al., 2018; 

Tulloch et al., 2012).  

 

5.1.2 Collaborations 

The analyses in this thesis benefitted considerably from collaboration with people who had 

an active role in providing the services that were evaluated. Data obtained from SLaM’s 

finance department allowed us to cost service use much more accurately than we otherwise 

would have been able to. My clinical collaborators’ expertise helped me in interrogate the 
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quality of the data, design the analysis and interpret findings to a much greater degree than 

might be the case in a larger and less embedded database of electronic health records such 

as HES. For example, a SLaM ward that was converted from being a rehabilitation unit to a 

general adult ward in 2010 remains classified as a rehabilitation ward in one of the tables in 

CRIS and therefore initially artificially doubled the number of the rehabilitation. In addition, 

the idea for the front-door adjustment in the evaluation of inpatient rehabilitation grew out 

of internal discussions around what the target parameter of interest was. Thus, this study 

adds to the examples of health economic research in which engagement with the subject 

matter gives rise to the use of non-standard identification strategies (Hammond et al., 

2019). One of the weaknesses of this thesis is, however, that there was no patient and 

public involvement (PPI). The scope and diffusion of PPI work in relation to health 

economics is still relatively limited but particularly service users’ input into the choice and 

framing of the research question would have been beneficial (Kandiyali et al., 2019; O’Shea 

et al., 2019). 

 

5.1.3 Methodology 

I strengthened the quantitative analyses in this thesis in three ways: First, I identified 

strategies to handle confounding in the analyses, including a novel approach that increased 

the credibility of the findings or allowed me to assess their credibility. Second, I took an 

informed approach to reducing the risk of bias or loss of precision due to measurement 

error. Third, I followed recommendations of good practice in analysis and presentation of 

my research (Faria et al., 2015; Gelman et al., 2002; Kreif et al., 2013b). 

One of the methodological limitations of this thesis noted in Section 1.5.2, however, is that, 

unlike the other two systematic reviews in this thesis, the review of evidence for inpatient 

care in young people with psychosis was not systematic. Therefore, I may not have captured 

all available evidence in my discussion. In addition, weaknesses to the statistical approach in 

the analyses remain. There was evidence to suggest that the regression discontinuity design 

evaluation of inpatient care modalities for young people could be severely biased against 

child and adolescent wards. Alternative designs were not practically feasible because of 

small sample size. In the evaluation of inpatient rehabilitation, the front-door approaches 
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do represent an alternative to the other two more conventional approaches which makes 

assumption that have some plausibility. Yet, It is not certain that any of the four are close to 

being unbiased. As noted in Section 2.3.1, expert elicitation of bias parameters may be an 

approach to address this issue. 

My handling of measurement error disregards errors from lack of inter-rater and intra-rater 

reliability and measurement error due to imprecise definition of the concepts that I 

intended to measure (Matt and Matthew, 2013). In Davis et al. (2018), for example, two 

psychiatrists who read the same CRIS records according to a structured methodology agreed 

in 80% of cases on a diagnosis. In the evaluation of inpatient rehabilitation, I used 

bootstrapping and boosted regression because, separately, these had been previously used 

to address statistical issues at hand but it would have been reassuring to conduct a 

simulation study to assess their behaviour when used in combination within the relatively 

small samples in some of the sensitivity analyses of Chapter 4 (Morris et al., 2019). Similarly, 

it would have been beneficial to explore the implications of combining a matching with an 

inverse probability weighting approach in more depth. 

Moreover, the focus on the statistical aspects of the economic evaluations came at the 

expense of neglecting other methodological factors. A weakness of the economic 

evaluations is, for example, that I do not make reference to a theoretical framework such as 

a theory of change, i.e. an explanation of the process or mechanism by which inpatient 

rehabilitation or CAMHS inpatient care brings about causal effects on the outcomes It is 

increasingly recognised that both evidence for such a mechanism and of correlation 

between the treatment and the outcomes are necessary to establish causal claims (Jones 

and Schooling, 2018; Parkkinen et al., 2018). This thesis is largely limited on generating 

evidence of correlation. Collecting qualitative evidence may have helped in generating such 

evidence for the mechanism thus facilitating the interpretation of my findings (Krieger and 

Davey Smith, 2016). Finally, following the norm among health economic and applied 

quantitative research more generally, in this thesis I do not examine my personal role in the 

production of the research, nor do I reflect on the philosophical position of my research 

(Babones, 2016; Lessard, 2007; Thorpe and Holt, 2008). 
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5.2 Potential future research 

5.2.1 Applied 

In relation to the evaluation of inpatient rehabilitation, it would be of value add the costs of 

physical health care based on HES data. In addition, it may be possible to measure the use of 

supported accommodation either indirectly via patients’ address data or by reading their 

medical notes. The use of data from CRIS system in other mental health trusts such as 

Camden and Islington and the Cambridge and Peterborough could address issues around 

the sample size and generalizability of findings to some extent (Price et al., 2017; Werbeloff 

et al., 2018). In addition, it could be of value to investigate the outcomes of those referred 

to inpatient rehabilitation in more depth. For example, one approach could be to code some 

salient outcomes in all those referred by in depth reading of clinical and use the front-door 

adjustment for parameter estimation. To reduce bias due to confounding, I limited myself to 

including a limited number of confounders that were chosen based on expert knowledge of 

my clinical collaborators. More recently, some researchers have investigate approaches that 

make more extensive use of data contained in electronic health records by adjusting for 

confounding using semi-automated high-dimensional algorithms which may strengthen the 

evaluation of inpatient rehabilitation (Mozer et al., 2018; Schneeweiss, 2018; Toh et al., 

2011). In addition, qualitative approaches may be of value to understand contextual factors 

that influence when, how and for whom inpatient rehabilitation is most cost-effective, and 

what value dimensions are relevant for decision making in this context (Campbell et al., 

2018; Raine et al., 2016).  

As noted in Chapter 3, in terms of the evaluation of inpatient care for young people, HES 

and/or MHSDS data may be an better alternative than the CRIS systems because they are 

more likely to contain historical data on trusts that have change the age threshold of 

CAMHS care to 25 and are likely contain a larger sample of underage patients admitted to 

adult wards. In terms of economic evaluations of inpatient care for psychosis more broadly, 

another potential use of routinely collected data could be the assessment of admission to 

mother and baby units compared to general acute wards or community services for 

perinatal women with psychosis. 
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Finally, I would argue that, the front-door adjustment may have broader applicability as an 

identification strategy in the health economics literature. As discussed in Chapter 2, non-

compliers can provide a credible control group, it can be used if treatment cannot be 

withheld from individuals. In addition, in the one-sided non-compliance scenario, the front-

door adjustment approach allows evaluation of treatments which cannot be withheld from 

patients for practical or ethical reasons and reduces data requirements (Glynn and Kashin, 

2018). For example, when evaluating the effect of clozapine, it is neither straightforward to 

identify which patients have treatment-resistant psychosis and would therefore be eligible 

to receive clozapine. However, if one is willing to assume that all those who receive 

clozapine have treatment-resistant psychosis, a suitable measure of compliance is 

measurable and one is willing to restrict the analysis to the average treatment effect on the 

treated (ATT), then the need to identify treatment-resistance is obviated. One of the 

implications of the front-door adjustment approach is that measurement of variables on the 

causal pathway is not only relevant if interest lies in mediation analysis, adjustment for 

partial compliance or sample selection but also to implement this identification strategy 

(Tafti and Shmueli, 2019). Similarly, there are other non-standard identification strategies 

such as negative controls that may merit consideration in health economic evaluations 

based on observational data (Glynn and Gerring, 2013; Lipsitch et al., 2010; Zhang et al., 

2018). 

 

5.2.2 Methodological 

To aid applied research based on CRIS, I would argue that further steps to making the 

quality of data more transparent would be valuable. This could, for example, involve 

comprehensive, systematic and periodic internal assessment of data quality, external 

validation exercises and/or the production of a data dictionary (Park et al., 2012). To 

complement these, given the wide range of projects that CRIS is used for and the tacit 

knowledge clinicians working in SLaM appear to often hold about CRIS variables, it may be 

valuable to complement these by collecting informal information on data quality in a central 

repository.  
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Since the use of text data for medical research is increasing internationally, methodological 

research on ways to leverage this information more efficiently appears to be a promising 

avenue for future research (Chen et al., 2018). One area that I highlight in Chapter 2, is to 

further develop methods to reduce the impact of measurement error. For example, there 

appears to be little work on models for measurement error in eligibility criteria and the 

timing of exposures (Buonaccorsi, 2010; Carroll et al., 2006; Gustafson, 2003; Yi, 2017). 

Measurement error models for eligibility criteria could, for example, aid the analyses in 

which there is significant measurement error in diagnosis variable or when the eligibility 

criteria are complex such as those for treatment-resistant psychosis or treatment-resistant 

depression. Measurement error models for the timing of exposure, on the other hand, 

could, for example facilitate the evaluation of drug treatment in CRIS or analyses 

investigating the course of illnesses since first its first diagnosis. In addition, it appears to me 

that increasing the accessibility of and, where relevant, increase the scope of sampling 

strategies outlined in Chapter 2 would enable analyses of concepts that are currently not 

amenable to natural language processing and not well-characterised by measurement error 

models. 

5.3 Conclusion 

The main policy implication of this thesis is that, based on the results of the evaluation of 

inpatient rehabilitation, I recommend gradually and partially shifting investment on 

rehabilitative care for people with psychosis from an inpatient setting to the community. 

This fits well with the current policy of reducing out of area inpatient rehabilitative care 

because it would free up local inpatient beds to which patients could be returned to but, 

given the gaps in the existing evidence, would require cautious monitoring and involvement 

of all relevant stakeholders to avoid unanticipated consequences. On other hand, I would 

not maintain that the results from the evaluation of inpatient care modalities in young 

people have implications for policy making.  

The main take-home messages for applied researchers are that: both a larger dataset and a 

different identification strategy are required for a robust evaluation of inpatient care 

modalities in young people; the front-door adjustment is a useful addition to the existing set 
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of identification strategies using in health economic evaluation based on observational data; 

there are a broad number of potential approaches to handling measurement error.  
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Appendices 

 

Appendix A Data quality assessment 

A.1 Approach to data quality assessment 

To structure my data quality assessment, I used as widely cited framework created for this 

purpose by Weiskopf and Weng (2013). This framework is based on a review and synthesis 

of approaches to data quality assessment in the context of electronic health records. To 

provide some context, I will first explain the way(s) that each variable can be derived from 

the CRIS database before describing what is known about their quality in terms of following 

five dimensions of data quality that Weiskopf and Weng identified: 

• Completeness: whether the truth about a patient is contained in the electronic 

health record 

• Correctness: whether the element presented in the electronic health record is true 

• Concordance: whether there is agreement between elements in the electronic 

health record or between the electronic health record and another data source 

• Plausibility: whether the element in the electronic health record makes sense in light 

of other knowledge about what the element is measuring 

• Currency: whether the element in the electronic health record is a relevant 

presentation of the patient at a given point in time 

I refer to both existing evidence on data quality and selectively expanded the assessment of 

data quality. Specifically, I used one or more of following approaches: (i) I compare manually 

coded data, which I considered to be the ‘gold standard’, with data from structured fields, 

NLP outputs and/or keyword searches or referenced previous CRIS research that has done 

so. More specifically, I reference both published studies and a recent internal report by 

Irving (2019); (ii) I assessed whether the same variable agrees across CRIS and HES and 

assessing the stability of standardised ratings over time and between raters; (iii) I compared 

whether related elements agreed with each other; (iv) I assessed whether the distribution 

or summary statistics of aggregate data corresponded to the expect distribution of the 
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concept of interest; (v) When more robust methods are not practically feasible or not 

available, I make note of anecdotal evidence and subjective judgements. 

 

A.2 Inclusion criteria (𝐺) and the running variable (𝑊) 

Patient locality 

Data source 

description 

CRIS allows access to the first half of the postcode of patients’ residence 

over time which, in principle, makes it possible to determine whether a 

patient was living inside of the SLaM catchment area. I mad use of a 

version of CRIS address data that was ‘cleaned’ by Tulloch et al. (2012) 

and also indicates periods during which the patient was homeless. 

(Tulloch et al. (2012) suggest that approximately 15% of patients 

admitted to SLaM inpatient care were either homeless just prior to 

hospitalisation or discharged to homelessness.) 

In addition, I developed an alternative approach to identifying patient 

locality. Specifically, I explored whether the fact that for every health 

care contact in HES, the primary care trust (PCT) that the patient’s 

general practitioner was registered at (‘gpprpct’) or the PCT that was 

responsible for that patient’s care (‘pctcode02’ and ‘pctcode06’) could 

be used to infer periods in which patients were living in the SLaM 

catchment area care more reliably. My rationale was that, unlike the 

address data in CRIS, there are financial incentives to reliably record 

these variables better because the data that is used to create HES is also 

used for reimbursement. (With the 2013 NHS restructuring, Clinical 

Commissioning Groups (CCGs) now commission health care instead of 

PCTs but only historically ‘frozen’ PCT data was available in the version of 

HES linked to CRIS and there was a one to one mapping from CCGs to 

PCTs in the relevant areas). More specifically, for this alternative 

approach to determining a patient’s locality I (i) created ‘treatment 

spells’, i.e. periods of time in which dates of health care contacts or 

inpatient admissions overlapped or took place on consecutive days; (ii) I 
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determined whether ‘gpprpct’, ‘pctcode02’ or ‘pctcode06’ indicated that 

any of the contacts or admissions within these spells were associated 

with PCTs within the SLaM catchment area; (iii) based on this, I identified 

periods in which patients continuously access health services while living 

in the SLaM catchment area, ignoring one-off treatment spells in areas 

outside of the SLaM catchment area to avoid falsely inferring that 

someone moved away if they received specialist care elsewhere without 

having moved or care while temporarily located in other parts of the 

country (e.g. emergency care). Conditional on these exceptions, I 

assumed that a patient lived in the SLaM catchment area from the day of 

their first in-area contact recorded in HES until the day prior to a health 

care contact associated with an out-of-area PCT. If the last contacts 

recorded in HES was associated with one of the PCTs in the SLaM 

catchment area, I assumed that the patient remained under SLaM care 

until the end of data collection. 

Completeness Unclear. It was not straightforwardly possible to determine whether 

address data is missing or whether a patient lives out of area. 

Correctness As noted by Heslin et al. (2018) and my clinical collaborators, there are 

doubts about the validity of the address data in CRIS. This is because in 

routine practice it is only of importance to be able to contact the patient 

when they are currently under care but there is little incentive to record 

historical residence, keep address records up to date when the patient is 

discharged from SLaM care (e.g. to primary care), reconcile overlapping 

address spells or record the patient address when they are an inpatient. 

In addition, one would expect data on homelessness to be less reliable 

and it is not clear whether the patient is homeless and (predominantly) 

under the responsibility of SLaM or itinerant.  

Figure 19 and Figure 18 the differences between HES alternative 

approach and a version of CRIS address data that was ‘cleaned’ by 

Tulloch et al. (2012) for the evaluation of inpatient rehabilitation.  

Figure 18 shows that in about 85% of hospitalization the two sources of 
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address data agree on whether a patient resides in the SLaM catchment 

area or not but, on average, patients are more likely to be classified as 

residing in the SLaM catchment area according to CRIS address data. 

Figure 19 reflects that in most cases, the length of follow-up indicated by 

the two sources agrees in approximately 90% of cases but on average 

time to move out the catchment area is longer based on HES derived 

address data.  

 

Figure 18 Agreement between CRIS and HES-derived address data in 
terms of residency at baseline (Analysis 2) 

 

Figure 19 Agreement between CRIS and HES-derived address data in 
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terms of length of follow-up (Analysis 2) 

 

Concordance Not assessed 

Plausibility Unclear 

Currency See above, significant concerns 

Medical diagnoses 

Data source 

description 

There are four potential sources of diagnostic data: (i) diagnoses 

recorded in ‘structured fields’ in HES, (ii) diagnoses recorded in 

‘structured’ fields in CRIS, (iii) diagnoses extracted from medical notes 

using NLP approaches, (iv) reading through the medical notes (Perera et 

al., 2016). Unlike (i) and (ii), (iii) does not allow us to differentiate 

between primary or secondary diagnoses 

Completeness Unclear. It was not straightforwardly possible to distinguish between 

missing diagnoses and whether a patient did not have diagnosis of 

psychosis 

Correctness Davies et al. (2018) suggests that the positive predictive value and 

sensitivity of HES data with respect to lifetime diagnosis of psychotic 

spectrum disorders can be up to 90%. For any given diagnosis, there is 

also evidence that the positive predictive value is high in administrative 

databases but that agreement with a reference standard is relatively low 

in administrative databases (Davis et al., 2016). In other words, when a 

diagnosis of psychosis is made, it is likely that, at that point in time, the 

diagnosis is correct, but not that all people with such diagnosis are 

identified as having one. 

Based on a sample of 51 documents sampled from the whole of CRIS, 

Irving (2019) estimated that positive predictive value of the NLP 

application for psychosis was 95% and the sensitivity was 43% at the 

document level. Downs et al. (2018) found that combining approach (ii) 

and (iii) and requiring a mention of an antipsychotic, yields a positive 

predictive value of 0.98 for a lifetime diagnosis of a psychotic spectrum 

disorder at the patient level in people between 10 to 17 years old. They 
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do not report the sensitivity of this approach. 

Concordance Not assessed 

Plausibility Unclear 

Currency See above, significant concerns 

Patient age 

Data source 

description 

The month and year of birth are available in CRIS. In addition, age of the 

patient rounded to years is recorded in HES, but it is a deterministic 

matching variable for the HES-CRIS linkage so, by construction, it is 

identical across the databases. 

Completeness Available for more than 99% of patients 

Correctness When searching the clinical notes for the phrase “year old” or “yr old” 

preceeded by a number between 15 and 99, I found that in 93% of all 

instances the age stated in the clinical notes agreed with the age 

recorded in stuctured fields within ±2 years and in only 3 out of 20 

random instances of the remaining 7% that I inspected did the statement 

refer to the patient rather than a third person. 

Concordance Not assessed 

Plausibility The age distribution appears broadly plausible given my collaborators 

clinical knowledge of the patients accessing SLaM 

Currency Not applicable 

Compulsory admission status 

Data source 

description 

Compulsory admission, that is sectioning status is routinely recorded in 

CRIS. As with address data, I made use of a version of the sectioning data 

that was ‘cleaned’ by Tulloch et al. (2016b). 

Completeness Unclear. It was not straightforwardly possible to determine whether 

sectioning status data is missing or whether someone was not detained 

under the Mental Health Act. 

Correctness Given legal requirements under the Mental Health Act, there is reason to 

believe that this information is relatively well, but I did not undertake 

any manual validation 

Concordance Not assessed 
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Plausibility Based on my clinical collaborators’ experience, the data had some face 

validity  

Currency Unclear 

  



168 

A.3 Treatment variables (𝐴) 

Psychiatric inpatient admission data for young people 

Data source 

description 

As discussed further in the next section, non-SLaM inpatient service use 

is not comprehensively recorded in CRIS and there were some errors in 

the inpatient service use data. 

Completeness It is difficult to distinguish between missing data and no admission to 

inpatient care. 

Correctness However, among those who were admitted to inpatient care, only 50% 

had contact with such services in the week prior to admission suggesting 

that this approach would underestimate this group; (ii) If they were 

referred for inpatient care but this referral was rejected. However, given 

the reality of clinical practice and the referral data for inpatient 

rehabilitation, there is reason to believe that such cases are under-

recorded in CRIS. 

Concordance Not assessed 

Plausibility Not assessed 

Currency Not assessed 

Pathway to and history of inpatient rehabilitation 

Data source 

description 

There are structured fields that contain data on referral dates, whether 

and when a referral was accepted, and whether and when a patient was 

transferred to inpatient rehabilitation. This data can be supplemented by 

examination of clinical notes. HES does not contain any referral data with 

respect transfers between different types of inpatient care. 

Completeness Some SLaM rehabilitation wards appear to routinely record instances in 

which a referral is rejected whereas others only appeared to create a 

record when patients are ultimately transferred to inpatient 

rehabilitation and dates are frequently missing. 

Correctness The majority of entries in the structured field for the date of referral as 

well as the date that the referral was accepted or rejected appeared 

unreliable upon inspection. A structured field called ‘planned start date’, 

for example, appeared to sometimes report the referral date, sometimes 
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the referral acceptance/rejection date and have no discernible meaning 

in other cases. The same applied to the date on which the record for the 

patient episode was created in PJS. Another complication is that at times 

patients are referred to multiple rehabilitation inpatient wards around 

the same time or a referral is rejected from one rehabilitation ward only 

to be redirected to another rehabilitation ward. 

There was some data on non-SLaM inpatient rehabilitation placements in 

CRIS. Based on a subset of the out of area placement data that we 

obtained from SLaM and linked to CRIS, it appeared that this data was 

reasonably reliable and complete from 2011 onwards. Only the date of 

admission not the date of referral is recorded in structured fields for 

non-SLaM inpatient stays 

Concordance Not assessed 

Plausibility The lengths of admission to inpatient rehabilitation were broadly in line 

with national averages 

Currency See above  
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A.4 Outcome variables (𝑌) 

 

Mental health care service use and costs 

Data source 

description 

Clinical activity is routinely recorded in CRIS as part of service delivery. For 

the analyses in this thesis, I again used a version of the service use data 

that was to some extent ‘cleaned’ for previous studies (Tulloch et al., 

2016b; Tulloch, 2010). Due to the complexity of this ‘cleaning’ process, I 

am not familiar with all its details. I am aware that another working group 

at the BRC has developed a different approach to ‘cleaning’ the inpatient 

data but I do not know which of the two approaches performs better. It 

appears that the service use (and cost) data is of better quality from 2010 

onwards because SLaM services underwent a process of restructuring and 

consolidation in this year. In addition, we became aware that data for use 

of some, usually more peripheral, SLaM services was not comprehensively 

accessible in CRIS because parallel recording systems exist that have not 

been fully incorporate into CRIS yet. These include psychotherapy, 

substance use, and some forensic services but we were particularly 

concerned with private sector bed use and out-of-area placement data 

given their cost and because the latter included out-of-area inpatient 

rehabilitation services. Data on private, so-called ‘overspill’, inpatient 

service use was only systematically recorded in CRIS between 2013 and 

2016 but my collaborators obtained a dataset from SLaM, with which we 

were able add data for 2011 and 2012 and verify that the already 

available data that was accurate. Likewise, a dataset on out of area 

placements that my collaborators obtained from SLaM indicated that the 

quality of placement data in CRIS was likely to be comprehensive and, 

where available, of high quality but we were able to add some missing 

episode end dates and increase the number of placements by 4%. HES 

also contains some SLaM service use data but, among those who have 

been linked to HES, the number of inpatient days is 17% lower in HES. No 

SLaM outpatient data is available in HES, other mental health trusts 
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stopped submitting such data in 2010 and the concept itself does not map 

well to mental health. Thus, data on mental health service use is only 

complete when the patient is living in the SLaM catchment area. It is 

possible to improve the quality of the service use data by examining 

clinical records using data triangulated from different sources in CRIS to 

guide this process. 

Completeness It is not straightforward to distinguish whether service use data is missing 

or a service has not been used. 

Correctness Given my experience of doing economic evaluations in mental health, 

overall, my sense is that the quality of this service use data is probably 

significantly higher than what could be achieved through self-report in a 

prospective study. However, as would be expected in a data source of this 

kind, it also contains errors. Team and ward names change over time, 

sometimes data is changed retrospectively, the date the activity as 

recorded does not always correspond to the date that the activity took 

place, inpatient spells can overlap, service use is sometimes attributed to 

the wrong patient and, more generally, both over and under-recording of 

service use can occur. I  

Concordance Not assessed 

Plausibility Not assessed 

Currency Not assessed 

HoNOS 

Data source 

description 

HoNOS ratings both are recorded in structured fields in CRIS. This includes 

different versions of HoNOS such as HoNOS for adults or the child and 

adolescent version of HoNOS, known as HoNOS-CA. 

Completeness HoNOS ratings should be completed at admission to inpatient care, at 

discharge, if a mental health cluster expires, every 28 days if the patient 

held as an inpatient under section 2 of the mental health act and when 

prompted for the so-called care program approach, i.e. every 3 months. 

There is also a child and adolescent version of HoNOS, known as HoNOS-

CA. Completion is audited by SLaM and it is known to be one of the 
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mental health trusts in the UK in which recording of HoNOS scores 

alongside clinical assessment is most widespread. Nonetheless, large 

amounts of HoNOS data in CRIS are missing and, in practice, the timing of 

ratings is much more variable (see, for example, Figure 50 for a 

distribution of the time between referral to inpatient rehabilitation and 

the closest preceding HoNOS rating). CRIS contains very few HoNOS-CA 

ratings. 

Correctness There is some anecdotal evidence that HoNOS ratings may not be used as 

intended in routine clinical practice. For example, item 3 is defined as 

reflecting actual drug use around the time of rating. This should rarely 

happen on a psychiatric ward, so it is often scored to reflect latent 

problems with drug use. Similarly, item 11 is scored to reflect problems 

with the patient’s accommodation outside the ward. In addition, I found 

some evidence that HoNOS scores in relevant dimensions are significantly 

poorer just prior to admission to inpatient care than just after admission 

(see Figure 20). This may partly reflect habituation of staff in different 

clinical settings to a certain level of symptomatology or community teams 

may deliberately inflate ratings to bring about an inpatient admission. 

There was not enough data investigate whether there may be similar 

differences in ratings between consultants on acute psychiatric wards and 

rehabilitation wards. Figure 21 shows the stability of HoNOS ratings over 

time. 
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Figure 20 Distribution of HoNOS scores when ratings have been taken for 

the same patient prior to hospitalisation and after hospitalisation and 

within less than 4 days. 

 

Figure 21 Locally smoothed curves of HoNOS intra- or inter-rater 

agreement by dimension over time with ratings dichotomised between 

no/minor/mild problems and moderate/sever problems (Inpatient ratings 

only) 
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Concordance Not assessed 

Plausibility Appeared broadly plausible based on my clinical collaborators’ views 

Currency Not assessed 

Mortality data 

Data source 

description 

Mortality data from the Office of National Statistics (ONS) are available in 

CRIS. See Chang et al. (2010) for further details regarding mortality data in 

CRIS. 

Completeness It is not straightforwardly possible to distinguish between whether 

mortality data is missing or a patient who has not died yet. 

Correctness This data has some known limitations. Overall, however, the quality of 

ONS mortality data appears to be relatively high and it is routinely used in 

medical research (Office of National Statistics, 2017; Stewart et al., 2009).  

Concordance Unclear 

Plausibility Broadly speaking 

Currency There can be a lag between a person’s death and the recording of their 

date of death in official records, and in a recent update of the linkage 

between ONS and CRIS some people who were previously thought to 

have died were in fact still alive 
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A.5 Variables only used as confounders (𝑋) 

Gender 

Data source 

description 

Reported in a structured field in CRIS 

Completeness This variable was available for all patients 

Correctness The relative proportion of CRIS documents that contained a female 

pronoun to those containing a male pronoun, agreed with what one 

would expect given this structured field suggesting that this variable was 

well-recorded 

Concordance Not assessed 

Plausibility Appeared broadly plausible based on my clinical collaborators’ views 

Currency Not applicable 

Patient ethnicity 

Data source 

description 

Ethnicity data could either be extracted from structured fields in CRIS or 

in HES 

Completeness There was no missing data 

Correctness Not assessed 

Concordance As shown in Figure 22, HES ethnicity agreed with CRIS ethnicity about 

90% of patients. As one might expect, the proportion of patients who 

were classified differently was higher if one of the data sources 

suggested that the ethnic background of a patient was non-white. This 

degree of measurement error in ethnicity data is similar to that in other 

sources of routinely collected data (Mathur et al., 2014; Saunders et al., 

2013). 
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Figure 22 Agreement between CRIS and HES in terms of ethnicity 

Plausibility The distribution of ethnicity appeared to broadly correspond with my 

clinical collaborators’ expectations.  

Currency Not applicable 

Symptom indicators 

Data source 

description 

As described above, there are again three ways to extract symptom data: 

(i) simple keyword searches (e.g. for “self-neglect”), (ii) natural language 

processing approaches which reduce the proportion of false positives 

compared to (i). Most relevantly, Jackson et al. (2017) have developed a 

machine-learning based natural language processing approach to 

identify some symptoms of severe thus reducing the measurement error 

to low levels. 

Completeness It is not straightforward to distinguish between the absence of symptoms 

or underrecording of symptoms 

Correctness In all cases what is reported in clinical notes can differ from what the 

clinicians observe (and act on) in clinical practice because symptoms are 

unlikely to be recorded regularly or according to a consistent standard 

and are more likely to be recorded the more contacts a patient has with 
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mental health services. Unlike HoNOS, one cannot necessarily determine 

whether a symptom was present or absent over a specified period or its 

level of severity. Based on a sample of 30 randomly annotated instances, 

Irving (2019) finds that the positive predictive value of the NLP 

application for social withdrawal is 90% and 50% for the poor motivation 

application. The sensitivity of the application is unclear. 

Concordance Not assessed 

Plausibility Not assessed 

Currency See above, of concern even in the  

Clozapine use 

Data source 

description 

There are five potential ways to obtain data on clozapine use: (i) 

pharmacy data in CRIS, (ii) keyword search, (iIi) NLP approaches which 

extract information on medication use from clinical notes (see Hayes et 

al. (2015) and Kadra et al. (2015) for a more detailed discussion of this 

approach), (iv) data on clozapine use in ZTAS, (v) reading through 

medical notes and manually coding data on medication use. Typically, 

these approaches allow the analyst to obtain data on instances of 

antipsychotic use, discussion or prescription rather than spells of 

medication use. Therefore, this data needs to be further processed for 

use in evaluation (e.g. to obtain, the first date a drug was administered). 

No data on prescribing in primary care is available.  

Completeness It is not straightforwardly possible to differentiate between missingness 

and measurement error in antipsychotic use, however, medication use 

prior to 2007 is fragmentary. 

Correctness Based on a sample of 200 random documents, Irving (2019) suggests that 

at the patient level, the sensitivity of all sources of data combined in 

identifying people who have ever had a history of clozapine use is 92% 

and the positive predictive value is 100%. This evidence is, however, not 

directly related to the variable of interest, that is whether at the patient 

has had a history of clozapine use. 

Concordance Not assessed 
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Plausibility Not assessed 

Currency See above 

Risk events 

Data source 

description 

Risk events can be recorded in up to three different locations in SLaM 

clinical practice.  

Completeness It is not straightforward to distinguish between missing data and 

mismeasured data. However, anecdotal evidence suggests that among 

the three potential recording locations, the most commonly used is not 

linked with CRIS 

Correctness Not assessed 

Concordance Not assessed 

Plausibility Not assessed 

Currency Unclear 
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Appendix B  Costing of secondary mental health care use 

 

B.1 Rationale for costing approach 

There are two sources which are commonly used by health economists in the UK to cost 

health care service use: NHS reference costs which are used for activity-based payments in 

England and Wales, so-called Payment by Results (PbR) or the compendium of costs 

published by the Personal Services Research Unit (PSSRU) (Curtis and Burns, 2018; NHS 

improvement, 2018). However, about half of the SLaM budget are not covered by the 

proposed mental health PbR system, the PbR system has been regarded as simplistic and 

evidence suggests that it does not perform well (Jacobs et al., 2018; Twomey et al., 2016; 

Yeomans, 2014). Similarly, the PSSRU compendium contains very limited data on the cost of 

mental health professionals and services. However, we were able to obtain financial data 

from SLaM’s internal accounting system which Dr Alexander Tulloch and I used to calculate 

a service and year-specific unit cost by service using a top-down approach. Some authors 

have recommended a bottom-up costing approach over a top-down approach because it 

provides unit costs depending on the patients’ profiles and we are aware that there are 

plans of introducing a so-called patient-level costing system (PLICS) in SLaM (Siomi and 

Razzouk, 2017). However, for such an approach to be operationalised, more time and 

resources are likely necessary. A top-down approach also has the advantage that, that, to 

some extent, it allows for allowing for biases in recording. 

 

B.2 Implementation of costing approach 

We calculated unit costs per ward or team or group of services for the financial year 

2008/09 to 2016/17, using a currency of cost per single contact for community locations and 

cost per day for inpatient locations. This required creating an iterative algorithm than 

combined all budgets and activity data of services that were financed by multiple budgets or 

budgets that financed multiple services. In addition, we undertook several rounds of error 

checking excluding financial and activity data for services for which data quality was not 

adequate. For example, we excluded budgets if the activity provided by these services were 

unlikely to be adequately recorded in CRIS (e.g. peer-led groups) or because of activity 



180 

recorded in CRIS was funded by sources outside of the SLaM budget (e.g. some forensic 

services) because they were partially funded by non-NHS resources and contacts with these 

were more commonly recorded on a separate system. Figure 23 for a schematic overview of 

the process). Figure 24, Figure 25 and Figure 26 provide a breakdown of the percentage of 

the SLaM budget captured in the analyses and an overview of the service use and budget 

data excluded because of reasons of data quality. I inflated costs to 2018/19 levels using the 

hospital and community health services (HCHS) index (Curtis and Burns, 2018). Due to 

commercial confidentiality I cannot report any unit costs or any cost data that could be used 

to infer unit costs.  

.  
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Figure 23 Schematic overview of top-down approach to construct unit costs of secondary 
mental health care service use  
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Figure 24 Secondary mental health care budget costing gaps in terms of budget 

 
Figure 25 Secondary mental health care budget costing gaps in terms of inpatient bed days  
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Figure 26 Secondary mental health care budget costing gaps in terms of community contacts  
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Appendix C Methodological details to Analysis 1 

 

C.1 Notation 

During an acute episode of psychosis, broadly speaking, in England young people can 

receive one of five treatments: (i) He/she may be admitted to a child and adolescent mental 

health (CAMHS) ward or continue to receive care on a paediatric ward, which I define as 

𝐴 = 0; (ii) be admitted to an adult psychiatric ward (𝐴 = 1); (iii) a clinical judgement may be 

made that the situation can be managed with the patient staying at home through intense 

care by a CAMHS community team (𝐴 = 2); (iv) the patient may receive care at home from 

an adult community team (𝐴 = 3); (v) the patient may not receive any care if he/she does 

not come in contact with health care services or that the psychotic crisis is not recognised as 

such (𝐴 = 4). I denote age at admission as 𝑊, which is also referred to as the running 

variable in the RDD literature, and the threshold variable as 𝑍 = 𝕀(𝑊 ≥ 18) where 𝕀( ) is an 

indicator function taking the value 1 if the condition is true and 0 otherwise. I let the set of 

(partially) measured covariates confounders other than age be represented by 𝐿, 

unmeasured confounders by 𝑈 and the outcomes by 𝑌. For convenience, I let 𝐿 be a vector 

𝐿 = (𝐺, 𝑋) where 𝐺 is a vector of study eligibility criteria, including, for example, an 

indicator for whether the patient has a primary working diagnosis of psychosis, and 𝑋 is a 

vector of other confounders such as number of previous psychiatric inpatient admission, 

which would be expected to vary between patients. I denote the potential outcome under 

treatment strategy 𝐷 as 𝑌𝐷 and 𝐶 is a censoring indicator equal to 1 if the patient. As in 

Chapter 2, I assume that there are three versions of each variable: the true value, indicated 

by the absence of superscripts (e.g. 𝑌), the version of the variable that can be easily 

extracted from structured fields, through natural language processing applications or 

keyword search indicated by the superscript asterisk (e.g. 𝑌∗), and the version of the 

variable that can be obtained by reading the clinical notes (e.g. 𝑌+). 

 

C.2 Causal model and observed data 

Figure 27 shows the diagram assumed to underly the analysis. As suggested, a patient’s age, 

𝑊, known as the running variable, is believed to strongly determine the type of care the 
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patient received. Those who are 18 years or older (and younger than 65), should be referred 

to adult inpatient care whereas CAMHS wards are designated for those younger than 18. In 

other words, this effect is largely mediated via the instrumental variable 𝑍. I assume that 

𝐿, 𝑊 and 𝑍 are defined as being measured before 𝐴 which, in turn, is measured before 𝐶 

which is measured before 𝑌. 

 

Figure 27 Causal diagram for Analysis 1 

 

C.3 Target causal parameter 

Given the notation defined in Section C.1, our target parameters can be formally defined as, 

𝜓𝐴𝑇𝑈 = 𝔼(𝑌𝐴=1,𝐷=0 − 𝑌𝐴=0,𝐷=0|𝐴 < 2,17 ≤ 𝑊 < 18) 

and 

𝜓𝐴𝑇𝐸 = 𝔼(𝑌𝐴=1,𝐷=0 − 𝑌𝐴=0,𝐷=0|𝐴 < 2,18 ≤ 𝑊 < 25) 

 

C.4 Identifying assumptions 

Confounding: The key assumption in this analysis was that outcomes were independent of 

whether patients were admitted to a child and adolescent ward conditional on the fact that 
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they were 17 or 18 at admission, the decision was made that they were admitted to 

inpatient care and conditional on other measured confounders. More formally, 

(𝑌1, 𝑌0) ⊥ 𝐴|(𝐿, 17 ≤ 𝑊 < 19, 𝐴 < 2) 

This assumption is stronger than the most common RDD assumption in two respects: First, it is 

based on what is known as the local randomization approach (Cattaneo et al., 2018). This approach 

assumes that interventions are randomized within a window around the cut-off threshold, here for 

people aged 17 or 18 at admission, rather than that the regression function is continuous around the 

cut-off, known as the continuity-based approach to RDD. I invoked the local randomization rather 

than the continuity-assumption for three reasons: (1) based on subject-matter knowledge, we had 

reason to believe that developmentally there would not be substantial difference between those 

hospitalized when they were 17 compared to those hospitalized when they were 18, that is there 

was some reason to support this assumption; (2) the local randomization assumption allows the use 

of statistical approaches that yield more precise parameter estimate which was important given the 

relatively small sample size of this analysis; (3) although the running variable, that is age, is 

measured on a continuous scale in CRIS, one way to scale up this analysis to the whole of the UK, 

would be to use HES data which, typically, only contains information on patients’ age of admission in 

years. In other words, the running variable would be continuous such that a local randomization 

assumption would be the only possible option. 

Homogeneity/bounds of treatment effects: In order to be able to generalize the estimates 

obtained using a population of patients who were 17 or 18 at admission to the target 

populations of interest, for each of the target parameters defined in the previous section 

(Appendix C.3), assumptions are needed. With respect to 𝜓𝐴𝑇𝑇, I assumed that 

𝔼(𝑌1 − 𝑌0|17 ≤ 𝑊 < 19, 𝐴 < 2) = 𝔼(𝑌1 − 𝑌0|17 ≤ 𝑊 < 18, 𝐴 < 2) 

meaning that the treatment effect is homogenous across 17- and 18-year olds. A reasonable 

alternative could be to assume that whatever benefit patients who are 17 and are admitted to an 

adult ward derive from being admitted to a CAMHS ward instead, is at least as high as the benefit 

that 18-year olds derive. This assumption would yield bounds in the target causal parameter. 

Similarly, with respect to 𝜓𝐴𝑇𝐸, I assumed that  

𝔼(𝑌1 − 𝑌0|17 ≤ 𝑊 < 19, 𝐴 < 2) = 𝔼(𝑌1 − 𝑌0|18 ≤ 𝑊 < 25, 𝐴 < 2) 

meaning that the treatment effect among 17- to 18- year olds is the same as among 18- to 25-year 

olds. Again, if one believes that, the older patients are at admission, the less they are likely to benefit 
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from CAMHS inpatient care, then the parameter estimates represent upper (or lower) bounds, 

depending on the type of outcome measure.  

Positivity: While, by construction, there is not necessarily any overlap in terms of the 

running variable, 𝑊, in an RDD design, I did assume that there was overlap in the 

distribution of other measured confounders, that is  

0 < ℙ(𝐴 = 1|𝐿, 𝐴 < 2) < 1 

Sampling: I assumed that the sample was obtained through simple random sampling, that is 

ℙ(𝑌 = 𝑦, 𝐴 = 𝑎, 𝐿 = 𝑙, 𝑊 = 𝑤) =
1

𝑁
 

where 𝑁 is the sample size and lowercase letters are the realization of the uppercase 

random variables. 

Incomplete variables: I assumed that movement out of the catchment area was 

independent of the outcome conditional on measured confounders and the treatment 

𝑌 ⊥ 𝐶|(𝐿, 17 ≤ 𝑊 < 19, 𝐴 < 2) 

I assess the sensitivity of the results with respect to this assumption by assuming that if 

follow-up was censored that the outcome did not occur after censoring (e.g. there was no 

more service use after censoring). 

Model misspecification: I assumed that the estimation models were correctly specified. I 

used a coarsened exact matching approach in a sensitivity analysis to assess the robustness 

of the findings with respect to model specification. 

Interference: I assumed that there was no interference between hospitalizations. In other words, 

whether one admission was to a child and adolescent ward or to an adult ward did not affect 

outcomes in other hospitalizations.  

Measurement error: I assumed that there was no measurement error in the measured 

confounders as extracted from the structured field, that is 𝐿 = 𝐿∗ and 𝑊 = 𝑊∗. By 

implication, I assumed that the instrumental variable was measured without error, that is 

𝑍 = 𝑍∗. As discussed in Chapter 2, I considered the assumption that readily available 

diagnosis variable were measurement without error to be too strong, so I coded all 
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diagnosis assuming that 𝐺 = 𝐺+. With respect to outcomes I assumed that 𝔼(𝑌) = 𝔼(𝑌∗) 

for continuous outcome measures and 𝑌 = 𝑌∗ for binary outcome measures.  
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Appendix D  Supplementary figures to Analysis 1 

 

Figure 28 Fraction of inpatient stays across ward subtypes by ward type at the start of the 
index admission 

 

Figure 29 Distribution of working diagnoses at admission by ward type at the start of the 
index admission  
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Figure 30 Distribution of time to censoring by ward type at the start of the index admission 

 

Figure 31 Unadjusted rates of discharge from the index admission  
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Figure 32 Length of the index hospitalization by age at the start of the index hospitalization 

 

Figure 33 Difference in the length of the index hospitalization  
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Figure 34 Probability of being detained under the Mental Health Act during the index 
hospitalization by age at the start of hospitalization 

 

Figure 35 Difference in the probability of being sectioning during the index hospitalization  
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Figure 36 Number of days under section among those detained under the Mental Health Act 
during the index hospitalization by age at the start of the index hospitalization 

 

Figure 37 Difference in the length of detention under the Mental Health Act among those 
detained   
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Figure 38 Rehospitalization rates over the course of the follow-up (base case analysis) 

 

Figure 39 Difference in probability of rehospitalization within one year of discharge from 
index admission  
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Figure 40 Number of face-to-face community contacts over time (Base case analysis) 

 

Figure 41 Difference in the number of face-to-face community contacts over one-year 
follow-up  
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Figure 42 Number of psychiatric bed days over time (Base case analysis) 

 

Figure 43 Length of stay on psychiatric wards by age at the start of the index hospitalization  
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Figure 44 Cost of secondary psychiatric care within one year of the start of the index 
admission by age at the start of the index admission 

 

Figure 45 Cost of secondary psychiatric service use within one year of the start of the index 
admission  
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Appendix E Methodological details to Analysis 2 

 

E.1 Notation 

In principle, referrals to inpatient rehabilitation can be made at any time during a psychiatric 

admission. Moreover, as discussed in Chapter 1, the pathway to inpatient rehabilitation is a 

longitudinal process. Decisions in this process are responsive to changes in measured and 

unmeasured confounders over time. Therefore, in contrast to Analysis 1, the causal 

structure for the evaluation of inpatient rehabilitation is better characterised by using a 

temporal index 𝑡 to reflect when variables are measured. I let 𝑡 be measured at daily 

intervals and 𝑡 = 0 be the start of respective psychiatric hospitalisations and 𝑇 the length of 

the index psychiatric hospitalisation. 𝐴(𝑡) is a binary treatment indicator which is equal to 1 

if a patient has been referred to in-area inpatient rehabilitation and waiting for the referral 

to be accepted or declined following an assessment and 0 otherwise. 𝑀1(𝑡) is a binary 

mediator variable equal to 1 if the referral has been accepted and the patients is waiting to 

be transferred to an inpatient rehabilitation ward and equal to 0 otherwise. 𝑀2(𝑡) is a 

second mediator variable equal to 1 when a patient is staying on an in-area inpatient 

rehabilitation ward and equal to 0 otherwise. Thus, if, for example, 𝐴 = (0,0,1,1,0,0,0, … ), 

𝑀1 = (0,0,0,1,1,1,0, … ) and 𝑀2 = (0,0,0,0,0,0,0, … ), then this patient is referred to in-area 

inpatient rehabilitation on day three of the psychiatric admission, the admission is accepted 

on day four but he/she is removed from the waiting list on day 6, i.e. not transferred to 

inpatient rehabilitation in this referral episode. In addition, I define 𝐶(𝑡) to be a binary 

indicator equal to 1 if a patient experiences a censoring event and 0 otherwise. Given these 

indicator variables, for notational convenience, I define 𝐷0 as the number of days between 

𝑡 = 0 and the first censoring event that a patient experiences, 𝐷1 as the number of days 

between psychiatric admission and referral, 𝐷2 as the number of days between admission 

and the point at which a referral is either accepted or declined, and 𝐷3 as the number of 

days between admission and the point at which a patient is either transferred to an 

inpatient rehabilitation ward or removed from the waiting list. If no censoring event occurs, 

then 𝐷0 = ∞, if a patient is never referred to inpatient rehabilitation, then 𝐷1 = ∞ and if a 

patient is referred but not accepted, then I let 𝐷2 = 𝐷3. By definition, referral to inpatient 

rehabilitation precedes acceptances/declination to inpatient rehabilitation which in turn 
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precedes transfers/removals from wait listing, i.e. 𝐷1 ≤ 𝐷2 ≤ 𝐷3. In the above example, 

𝐷1 = 3,  𝐷2 = 4 and  𝐷3 = 6. Given our inclusion criteria, in our sample referrals needs to 

precede discharge, that is if 𝐷1 ≠ ∞ then 𝐷1 ≤ 𝑇, but in some cases patients are discharged 

while waiting for inpatient rehabilitation assessment or while waiting for an inpatient 

rehabilitation bed to become available. I let  𝑌(𝑡) represent the outcome, whereas 𝐿(𝑡) =

(𝐺(𝑡), 𝑋(𝑡)) is a vector of the confounders 𝑋(𝑡) and binary indicator variable 𝐺(𝑡) equal to 

1 if a patient fulfils the study eligibility criteria and 0 otherwise. I collectively refer to 

exogenous unmeasured random variables with respect to each observed variable as 𝑈(𝑡) =

(𝑈𝑌(𝑡), 𝑈𝐿(𝑡), 𝑈𝐴(𝑡), 𝑈𝐶(𝑡), 𝑈𝑀1(𝑡), 𝑈𝑀2(𝑡)). I denote the history of the variables using overbars 

such that, for example, the treatment history admission to psychiatric hospital to time 𝑡 is 

represented by �̅�(𝑡) and �̅� is a vector denoting the treatment regime from the baseline to 

the end of follow-up. The length of follow-up over which outcomes are compared is denote 

as 𝑡0. I let �̃� {𝑡, ℎ} be outcome 𝑌 evaluated between time 𝑡 and ℎ, that is �̃� {𝑡, ℎ} =

𝑓�̃�(𝑌(𝑡), 𝑌(𝑡 + 1), … . , 𝑌(ℎ)). For example, if �̃� {𝑡, ℎ} is the total cost of service use costs 

between 𝑡 and ℎ, then �̃� {𝑡, ℎ} = ∑ 𝑌(𝑝)ℎ
𝑝=𝑡 . Further, I denote the potential outcome under 

treatment strategy 𝐷 as �̃� 𝐷{𝑡, ℎ}. I let 𝑅𝐿(𝑡) and 𝑅𝑌(𝑡) be indicators for missing 𝐿 and 𝑌 

respectively. As in Chapter 2, I assume that there are three versions of each variable 𝑉: the 

true value 𝑉 indicated by the absence of superscripts, 𝑉∗ the version of the variable that can 

be easily extracted from structured fields, through natural language processing applications 

or keyword search, and 𝑉+ the version of the variable that can be obtained by reading the 

clinical notes. Further, 𝑆𝑣(𝑡) is an indicator variable denoting whether 𝑉+ was sampled. 

Finally, 𝔼(𝑋) denotes the expected value of a random variable 𝑋, whereas ℙ(𝑋 = 𝑥) 

denotes the probability that the random variable 𝑋 takes a certain value 𝑥. 

 

E.2 Causal Model and observed data 

For clarity, Figure 46 only shows a one-period version of the assumed causal diagram 

although it is assumed to hold for 𝑡 = 0, … , 𝑇 + 𝑡0 and each variable is potentially a function 

of the entire history variables prior to 𝑡. The only exceptions from this are that, by 

definition, referrals can only be accepted if a referral has taken place previously, patients 

can only be transferred if their referral has been accepted previously. In other words, if 

𝐴(𝑡) = 0 and 𝑀1(𝑡 − 1) = 0 then 𝑀1(𝑡) = 0 , and if 𝑀1(𝑡) = 0  and 𝑀2(𝑡 − 1) = 0 then 
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𝑀2(𝑡) = 0. As discussed in Chapter 2, we do not observe the version of the variables 

without measurement error, 𝑉(𝑡), but two types of proxy variables: 𝑉∗(𝑡) the version of the 

variable that can be from structured fields or from NLP applications and 𝑉+(𝑡) the manually 

coded version of the variable. 𝑉∗(𝑡) is observed if 𝑅𝑉(𝑡) = 0, 𝑅𝑉(𝑡) being a missingness 

indicator, and 𝑉+(𝑡) is observed if 𝑆𝑣(𝑡) = 1, 𝑆𝑣(𝑡) being an indicator for whether the 

observation was manually coded. 

 

Figure 46 One-period version of the assumed causal model 

 

E.3 Target causal parameter 

Our comparison of interest was between the longitudinal treatment strategies �̅� =

(𝑎(𝐷1), … , 𝑎(𝐷1 + 𝑡0)) and �̅� = (0, … ,0) compared to �̅� = (0, … ,0) and �̅� = (0, … ,0). 

Formally, our target parameter can be defined as 

𝜓𝐴𝑇𝑇 = 𝔼 (
�̃� 𝐷1=𝑑1,𝐷0>𝑑1+𝑡0{𝐷1, 𝐷1 + 𝑡0}

−�̃� 𝐷1>𝑑1+𝑡0,𝐷0>𝑑1+𝑡0{𝐷1, 𝐷1 + 𝑡0}
|𝐺(𝐷1) = 1, 𝐷1 < 𝑇)   
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In line with the literature, I refer to this parameter as the average treatment effect on the 

treated (ATT), but since some patients who are referred to inpatient are not transferred to 

an inpatient rehabilitation ward, a more exact description may be the intention-to-treat 

effect on the intended (Glynn and Kashin, 2018). 

 

E.4 Identifying assumptions (base case analysis) 

Confounding: The main identifying assumptions was that the sequential randomisation 

assumption holds when referrals are made, that is 

�̃� 𝐷{𝐷1, 𝐷1 + 𝑡0} ⊥ 𝐴(𝐷1)|𝐿(𝐷1), �̃� {𝑡, ℎ} 

where 𝑡 to ℎ is some meaningful period prior to referral, i.e. 𝑡 ≤ ℎ ≤ 𝐷1. In the case of cost 

data for example, we chose 𝑡 = −365 and ℎ = 0, i.e. the year prior to hospitalisation. In 

other words, based on our clinical knowledge, we made the simplifying assumption that 

conditional on the current value of observed confounders and the lagged value of the 

outcome over the period 𝑡 and ℎ, the potential outcome is independent of the decision to 

refer to inpatient rehabilitation. While a subset of 𝐿(𝐷1) contains the cumulative history of 

some variables (e.g. number of days on section from admission to referral) and some 

variables are time-invariant within a hospitalisation (e.g. number of psychiatric inpatient 

days in the year prior to the index admission), this assumes that clinical decisions are 

primarily based on patients’ health status at referral rather than the disease trajectory 

between admission and referral. We also make the simplifying but, based on our clinical 

knowledge, plausible assumption that prior referrals within an admission that did not result 

in transfer to inpatient rehabilitation have no long-term effect on the potential outcome, 

after conditioning on the history of service use. In other words, conditioning on �̅�(𝐷1 − 1) 

and 𝑀1
̅̅ ̅̅ (𝐷1 − 1) is assumed to be unnecessary. We investigate the sensitivity of results to 

departures from this assumption in the sensitivity analyses. 

Positivity: I assume that probability of treatment assignment is non-negative at all time 

points and covariate combinations value of the covariates or that there is overlap in the 

prognostic score 

ℙ(𝐴(𝐷1) = 0|ℙ(𝐴(𝐷1) = 1|𝐿(𝐷1), �̃� {𝑡, ℎ}) > 0, 𝐿(𝐷1), �̃� {𝑡, ℎ}) > 0 
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This assumption is weaker than the standard positivity assumption because the target 

parameter is the ATT not the average treatment effect. In the base case analysis, I use a 

matching approach to make this assumption more realistic. 

If an outcome of interest is measured between time ℎ′ and 𝑡′, then I also assumed that  

ℙ (𝐷0 > 𝑡′|
ℙ(𝐷0 < 𝑡′|𝐿(𝐷1), �̃� {𝑡, ℎ}, �̃� {𝐷1, 𝐷0}) > 0,

𝐿(𝐷1), �̃� {𝑡, ℎ}, �̃� {𝐷1, ℎ′}
) > 0 

meaning that for any combination of baseline confounders and outcomes until ℎ′ for which 

the outcome of some patients was censored there was a positive probability that someone 

with the same characteristics and outcomes until that point was uncensored at that point. 

Sampling: I assumed that the sample was obtained through simple random sampling, that is 

ℙ(𝑌(𝑡) = 𝑦(𝑡), 𝐴(𝑡) = 𝑎(𝑡), 𝐿(𝑡) = 𝑙(𝑡)) =
1

𝑁
 

where 𝑁 is the sample size. Since, as noted in Chapter 2, it appeared that referrals that were 

declined were systematically underrecorded in structured field, we attempted to make this 

assumption more realistic by searching for keywords in medical notes to identify patients 

whose inpatient rehabilitation referral was not recorded in structured records. Moreover, 

this assumptions violated to some degree because the distribution of time to referral to 

inpatient rehabilitation within a given admission, 𝐷1, is to some extent unrepresentative 

because 𝐷1 is censored by 𝐷0 (Li et al., 2014). In practice, I believe that this violation of the 

assumption is unlikely to have a noticeable bias on the results because (a) the length of 

follow-up is at least one year for all patients and as shown below the vast majority of 

referrals to inpatient rehabilitation are referred within the first 6 months of admission; (b) 

by definition, patients cannot move outside of the catchment area when hospitalized and (c) 

it is rare for patients are referred to out of area inpatient rehabilitation without initial 

referral to in-area rehabilitation.  

Incomplete variables: I assumed that 

𝑌(𝑡) ⊥ 𝑅𝑌(𝑡)|𝐿(𝐷1) ∙ (1 − 𝑅𝐿(𝐷1)), 𝐴(𝐷1), �̃� {𝑡, ℎ}, 𝑅𝐿(𝑡) 

meaning that outcomes were missing at random, conditional on the treatment variable, the 

missingness indicator and the baseline confounders when they are not missing. This is 
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stronger than the standard missing at random assumption but, as shown in Figure 48, in 

practice, there were only missing baseline values in the HoNOS scores and in most 

dimensions missingness rates were low. 

Model misspecification: I assumed that the models to estimate treatment weights and the 

censoring/missingness weights were correctly specified. I used the matching and boosted 

regression approach to make this assumption more realistic. 

Measurement error: With respect to the outcome, I assumed that 

𝔼(𝑌+(𝑡) ∙ 𝑆𝑌(𝑡) + 𝑌∗(𝑡) ∙ (1 − 𝑆𝑌(𝑡))|𝐴(𝐷1), 𝐿(𝐷1), �̃� {𝑡, ℎ})

= 𝔼(𝑌(𝑡)|𝐴(𝐷1), 𝐿(𝐷1), �̃� {𝑡, ℎ}) 

meaning that, in expectation, the mixture of the outcome variable that were manually 

verified and variables that were not, is not systematically different from the expected value 

of the true outcomes 𝑌(𝑡). 

With respect to age, gender, ethnicity, number of days on a general adult ward, sectioning 

status, number of days detained under the Mental Health Act, history of community 

rehabilitation, the history of service use, the number of risk events and HoNOS ratings, I 

assumed that there was no measurement error in the structured fields, that is 𝑉(𝑡) =

𝑉∗(𝑡). 

With respect to whether a patient had a diagnosis of psychosis or a history of clozapine use, 

I assumed that 𝑉(𝑡) = (1 − 𝑆𝑉(𝑡)) ∙ 𝑉∗ + 𝑆𝑉(𝑡) ∙ 𝑉+(𝑡), that is I assumed that  

With respect to whether a patient was described as having poor motivation, was socially 

withdrawn or at risk of self-neglect I assumed 𝑉(𝑡) = 𝑉+(𝑡). 

With respect to the history of clozapine use and the symptoms manually coded by reading 

the clinical notes, I also assumed that, if 𝑆𝑋(𝐷1) = 1, the difference between the manually 

coded version of the confounder and the readily available version of 𝑋, that is  𝑋∗(𝐷1) −

𝑋+(𝐷1), was neither an instrumental variable nor a collider caused by a instrumental 

variable and a variable that only predicts outcomes. In other words, I assumed that 

conditioning on 𝑋∗(𝐷1) − 𝑋+(𝐷1) does not lead to Z- or M-bias (Liu et al., 2012; Myers et 

al., 2011). 
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E.5 Identifying assumptions (sensitivity analyses) 

Before-and-after analysis: I replaced the sequential randomisation assumption by 

�̃�𝐷 {𝐷1, 𝐷1 + 𝑡0} −
𝑡0

𝐷1 − ℎ′
�̃� {ℎ′, 𝐷1} ⊥ 𝐴(𝐷1)|𝐴(𝐷1) = 1 

where ℎ′ is again some meaningfully chosen period. In the case of costs, following the 

example of Bunyan et al. (2016), we chose ℎ′ = 𝐷1 − 730, i.e. the two years prior to referral 

The term 
𝑡0

𝐷1−ℎ′ rescales the specified pre-referral period so that it corresponds with the 

length of the post-referral period of interest. The positivity assumption with respect to 

treatment assignment was not necessary in this analysis given that, by construction, all 

observations included in this analysis were referred: 

Front-door adjustment #1: Two assumptions are needed to in place of the sequential 

randomisation assumption (Glynn and Kashin, 2018). First, that referral to inpatient 

rehabilitation does not affect the outcome directly, an assumption known as the exclusion 

restriction, which can be expressed as follows  

𝐸 (𝑌 ̃{𝐷1, 𝐷1 + 𝑡0}|�̅�(𝐷1) = 1, 𝑀1(𝐷2) = 0, �̅�(𝐷1), �̅�(𝐷1))

= 𝐸 (�̃�𝐷1>𝑑1  {𝐷1, 𝐷1 + 𝑡0}|�̅�(𝐷1) = 1, 𝑀1(𝐷2) = 0, �̅�(𝐷1), �̅�(𝐷1))

= 𝐸 (�̃�𝐷1=𝑑1  {𝐷1, 𝐷1 + 𝑡0}|�̅�(𝐷1) = 1, 𝑀1(𝐷2) = 0, �̅�(𝐷1), �̅�(𝐷1)) 

In words, the observed outcome of patients who were referred but not accepted to 

inpatient rehabilitation is assumed to be equivalent to their outcome had they been 

referred at this point. Second, whether a referral to inpatient rehabilitation is accepted or 

not needs to be conditionally randomised at the point at which the referral is accepted or 

rejected, i.e. 

�̃� 𝐷{𝐷2, 𝐷1 + 𝑡0} ⊥ 𝑀1(𝐷2)|𝐴(𝐷1) = 1, 𝐿(𝐷1), �̃� {𝑡, ℎ}, 𝐷2 − 𝐷1 
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As above, this is stronger than minimum identification assumption for the intervention 

effect of time-varying mediators because I assume that conditioning on treatment and 

mediator history, i.e. �̅�(𝐷2) and 𝑀1
̅̅ ̅̅ (𝐷2 − 1), is not necessary after conditioning on the 

history of service use (VanderWeele and Tchetgen Tchetgen, 2017). Moreover, for 

simplicity, I only condition on 𝐿(𝐷1) rather than 𝐿(𝐷2) 

Appendix 4 In addition to these two assumptions, modified versions of the positivity 

assumptions are required. With respect to the treatment, this analysis assumes 

ℙ (𝑀1(𝐷2) = 0|
ℙ(𝑀1(𝐷2) = 1|𝐿(𝐷1), �̃� {𝑡, ℎ}, 𝐴(𝐷1) = 1) > 0,

𝐿(𝐷1), �̃� {𝑡, ℎ}, 𝐴(𝐷1) = 1
) > 0 

whereas with respect to censoring, this analysis assumes that  

ℙ (𝐷0 > 𝑡′|
ℙ(𝐷0 < 𝑡′|𝐿(𝐷1), �̃� {𝑡, ℎ}, �̃� {𝐷1, 𝐷0}, 𝐴(𝐷1) = 1) > 0,

𝐿(𝐷1), �̃� {𝑡, ℎ}, �̃� {𝐷1, ℎ′}, 𝐴(𝐷1) = 1
) > 0 

Front-door adjustment #2: In the second version of the front-door adjustment approach, the 

exclusion restriction is identical except that 𝐷3 rather than 𝐷2 and 𝑀2 rather than 𝑀1 are 

the relevant variables/time points in this context 

𝐸 (𝑌 ̃{𝐷1, 𝐷1 + 𝑡0}|�̅�(𝐷1) = 1, 𝑀2(𝐷3) = 0, �̅�(𝐷1), �̅�(𝐷1))

= 𝐸 (�̃�𝐷1>𝑑1  {𝐷1, 𝐷1 + 𝑡0}|�̅�(𝐷1) = 1, 𝑀2(𝐷3) = 0, �̅�(𝐷1), �̅�(𝐷1))

= 𝐸 (�̃�𝐷1=𝑑1  {𝐷1, 𝐷1 + 𝑡0}|�̅�(𝐷1) = 1, 𝑀2(𝐷3) = 0, �̅�(𝐷1), �̅�(𝐷1)) 

Put differently, this assumes that, whether referred patients are accepted to inpatient 

rehabilitation or not, as long as they are not transferred to inpatient rehabilitation, in 

expectation, their outcomes are identical to what they would have been had they never 

been referred. Analogously, in this sensitivity analysis, whether a patient is transferred to 

inpatient rehabilitation or removed from the waiting list is assumed to be conditionally 

randomised, that is 

�̃� 𝐷{𝐷3, 𝐷1 + 𝑡0} ⊥ 𝑀2(𝐷3)|𝐴(𝐷1) = 1, 𝐿(𝐷1), �̃� {𝑡, ℎ}, 𝐷3 − 𝐷1 
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Again, I do not condition on �̅�(𝐷3), 𝑀1
̅̅ ̅̅ (𝐷3) or 𝐿(𝐷3) and alternative positivity assumptions 

are required are required with respect to the treatment,  

ℙ (𝑀2(𝐷3) = 0|
ℙ(𝑀2(𝐷3) = 1|𝐿(𝐷1), �̃� {𝑡, ℎ}, 𝐴(𝐷1) = 1, 𝑀1(𝐷2) = 1) > 0,

𝐿(𝐷1), �̃� {𝑡, ℎ}, 𝐴(𝐷1) = 1, 𝑀1(𝐷2) = 1
) > 0 

and with respect to censoring  

ℙ (𝐷0 > 𝑡′|
ℙ(𝐷0 < 𝑡′|𝐿(𝐷1), �̃� {𝑡, ℎ}, �̃� {𝐷1, 𝐷0}, 𝐴(𝐷1) = 1, 𝑀1(𝐷2) = 1) > 0,

𝐿(𝐷1), �̃� {𝑡, ℎ}, �̃� {𝐷1, ℎ′}, 𝐴(𝐷1) = 1, 𝑀1(𝐷2) = 1
) > 0 
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Appendix F Supplementary figures and tables to Analysis 2 

Analysis Base case analysis (Back-door adjustment) Sensitivity Analysis 1 (Before-and-after analysis) 

Estimation Outcomes in those referred to IR – outcomes in matched 
controls after adjusting for observed confounders 

Outcomes (post referral) – outcomes prior to referral in those 
referred to IR 

Key 
assumptions 

Whether patient is referred to IR or not does not depend 
on factors that also influence the outcomes after adjusting 
for observed confounders 

If patients had not been referred to IR, the outcomes would 
have stayed unchanged over the study follow-up compared to 
the two-year period prior to referral to IR 

Graphical 
illustration of 
key 
assumptions† 

 

 

 
 

Analysis Sensitivity Analysis 2 (Front-door adjustment #1) Sensitivity Analysis 3 (Front-door adjustment #2) 

Estimation (Outcomes in patients who are referred and accepted – 
outcomes in patients who are referred but not accepted to 
IR after adjusting for observed confounders) x Proportion 
of patients who are accepted among those referred 

(Outcomes in those who are referred, accepted and 
transferred to IR – outcomes in patients who are referred, 
accepted but not transferred to IR after adjusting for 
observed confounders) x Proportion transferred to IR among 
those referred 

Key 
assumptions 

Whether a patient is accepted to IR or not given that they 

have been referred not does not depend on factors 

influencing the outcome after adjusting for observed 

Whether a patient is transferred to IR or not given that they 

have been referred and accepted not does not depend on 

factors influencing the outcome after adjusting for observed 



208 

confounders 

Had patients who were referred but not accepted to IR not 
been referred, they would have had the same outcomes 

confounders 

Had patients who were referred but not transferred to IR not 
been referred, they would have had the same outcomes 

Graphical 
illustration of 
assumptions† 

  

† Arrows between two variables indicates that causal effects may exist between variables without distorting the comparisons (e.g. 𝑋 → 𝑌, 

indicate that 𝑋 may cause 𝑌). Missing arrows between variables indicate that causal effects need to be absent 

Table 4 Simplified summary of approaches to handling unmeasured confounding (Analysis 2) 

  



209 

 

Figure 47 Standardized differences between inpatient rehabilitation (IR) treatment groups at baseline 
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Figure 48 Percentage of missing data among incomplete variables by inpatient rehabilitation (IR) treatment group 
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Figure 49 Distribution of continuous/categorical confounders at baseline by treatment 
group – part 1 (base case analysis) 

 

Figure 50 Distribution of continuous/categorical confounders at baseline by treatment 
group – part 1 (base case analysis) 
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Figure 51 Distribution of HoNOS ratings at baseline by treatment group (base case analysis) 
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Figure 52 Distribution of missing HoNOS scores at baseline by treatment group (base case analysis) 
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Figure 53 Distribution of other binary confounders at baseline by treatment group – part 1 
(base case analysis) 

 

Figure 54 Distribution of other binary confounders at baseline by treatment group – part 2 
(base case analysis)  
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Characteristic Accepted referrals 
N=259 

Declined referrals 
N=78 

Difference in means 
 (Ratio of variances*) 

Demographics 

Mean (SD) age in 
years 

40 (12) 38 (11) 2 (1.1) 

% male 73 72 1 

% BME 74 63 11 

History of service/medication use 

% by number of 
hospitalizations in 
the year prior to 
index hospitalization 

   

0 44 45 -1 
1 30 32 -2 
2 15 9 6 
3 or more 12 14 -3 
Mean (SD) number 
of days hospitalised 
in the year prior to 
the index 
hospitalization 

61 (76) 64 (85) -3 (0.8) 

% with history of 
community 
rehabilitation 

9 9 0 

History of Clozapine 
use 

50 49 1 

Characteristics of index hospitalisation between initial hospitalisation and baseline 

Mean (SD) length of 
stay in days 

89 (80) 98 (91) -9 (0.8) 

Mean (SD) length of 
stay on General 
Adult Ward  

72 (68) 86 (89) -14 (0.6) 

Mean (SD) number 
of days hospitalised 
detained under a 
Mental Health Act 

75 (80) 78 (91) -3 (0.8) 

% detained at 
baseline  

84 73 11 

% with 
no/minor/mind, 
moderate/severe 
problems or missing 
HoNOS dimensions 
score 

   

01 – Aggression 81, 17, 2 73, 23, 4 8, -6, -2 

06 – Hallucinations 56, 41, 2 63, 33, 4 -6, 8, -2 
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09 – Relationships 83, 13, 4 76, 18, 6 7, -5, -2 

10 – Activities of 
Daily Living 

83, 14, 3 83, 13, 4 0, 1, -1 

11 – Living 
Conditions 

75, 16, 9 69, 19, 12 6, -3, -3 

12 - Occupation 80, 13, 8 83, 9, 8 -4, 4, 0 

Mean (SD) days 
between HoNOS 

rating and baseline 
date (Baseline – 

HoNOS rating date) 

26 (46) 21 (43) 5 (1.2) 

% with mention of 
symptom in clinical 
notes† 

   

Poor motivation 39 39 0 

Social withdrawal 17 6 11 

Self-neglecting or at 
risk thereof 

80 80 1 

% by number of 
known risk events† 

   

0 71 65 5 

1 20 24 -4 

2 or more 9 10 1 

*for continuous and count data only; † between the start of the index admission and 

baseline or 30 days prior to baseline, whichever is larger 

SD: Standard deviation; BME: black minority ethnic group; HoNOS: Health of the Nation 

Outcome Scale 

Table 5 Unweighted baseline Patient characteristics (Front-Door adjustment #1) 
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Characteristic Transferred to 
inpatient 
rehabilitation 
N=197 

Removed from 
inpatient 
rehabilitation 
waiting list 
N=62 

Difference in means 
 (Ratio of variances*) 

Demographics 

Mean (SD) age in 
years 

40 (12) 41 (10) -1 (1.3) 

% male 73 71 2 

% BME 74 71 2 

History of service/medication use 

% by number of 
hospitalizations in 
the year prior to 
index hospitalization 

   

0 46 37 9 
1 29 32 -3 
2 15 16 -1 
3 or more 11 15 -4 
Mean (SD) number 
of days hospitalised 
in the year prior to 
the index 
hospitalization 

57 (75) 73 (80) -16 (0.9) 

% with history of 
community 
rehabilitation 

10 5 5 

History of Clozapine 
use 

50 50 0 

Characteristics of index hospitalisation between initial hospitalisation and baseline 

Mean (SD) length of 
stay in days 

88 (80) 92 (82) -4 (1) 

Mean (SD) length of 
stay on General 
Adult Ward  

69 (70) 79 (63) -10 (1.2) 

Mean (SD) number 
of days hospitalised 
detained under a 
Mental Health Act 

74 (80) 80 (81) -5 (1) 

% detained at 
baseline  

82 89 -6 
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% with 
no/minor/mind, 
moderate/severe 
problems or missing 
HoNOS dimensions 
score 

   

01 – Aggression 81, 16, 3 79, 19, 2 2, -3, 1 

06 – Hallucinations 58, 40, 3 52, 47, 2 6, -7, 1 

09 – Relationships 80, 16, 4 90, 5, 5 -10, 11, -1 

10 – Activities of 
Daily Living 

84, 13, 3 81, 16, 3 4, -3, 0 

11 – Living 
Conditions 

74, 17, 9 79, 13, 8 -5, 4, 1 

12 - Occupation 80, 13, 7 79, 11, 10 1, 2, -3 

Mean (SD) days 
between HoNOS 

rating and baseline 
date (Baseline – 

HoNOS rating date) 

27 (50) 23 (39) 4 (1.6) 

% with mention of 
symptom in clinical 
notes† 

   

Poor motivation 39 41 -2 

Social withdrawal 18 15 3 

Self-neglecting or at 
risk thereof 

79 84 -5 

% by number of 
known risk events† 

   

0 73 63 10 

1 18 26 -8 

2 or more 9 11 -3 

*for continuous and count data only; † between the start of the index admission and 

baseline or 30 days prior to baseline, whichever is larger 

SD: Standard deviation; BME: black minority ethnic group; HoNOS: Health of the Nation 

Outcome Scale 

Table 6 Unweighted baseline Patient characteristics (Front-Door adjustment #2) 
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Figure 55 Distribution of predicted probability of referral to inpatient rehabilitation (IR) by 
treatment group (base case analysis) 

 

Figure 56 Distribution of predicted probability of acceptance to inpatient rehabilitation (IR) 
by treatment group (front-door adjustment #1)  
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Figure 57 Distribution of predicted probability of referral to inpatient rehabilitation (IR) by 
treatment group (front-door adjustment #2) 

 

Figure 58 Reasons for loss to follow-up by time point (base case analysis)  
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Figure 59 Reasons for loss to follow-up by time point (front-door adjustment #1) 

 

Figure 60 Reasons for loss to follow-up by time point (front-door adjustment #2) 
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Figure 61 Distribution of predicted probability of censoring by follow-up time point and treatment group (base case analysis)  
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Figure 62 Distribution of predicted probability of censoring by follow-up time point and treatment group (front-door adjustment #1)  
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Figure 63 Distribution of predicted probability of censoring by follow-up time point and treatment group (front-door adjustment #2) 
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Figure 64 Time from admission to referral 

 

Figure 65 Distribution of patients by stage of inpatient rehabilitation referral pathway over 
time  
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Figure 66 Distribution of patients by stage of inpatient rehabilitation referral pathway over 
time from acceptance 

 

Figure 67 Reasons for declining inpatient rehabilitation referrals  
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Figure 68 Reasons for removing patients from inpatient rehabilitation waiting list after 
acceptance 

 

Figure 69 Time from start to end of first inpatient rehabilitation admission after referral  
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Figure 70 Inpatient rehabilitation bed days by treatment group over time (unadjusted) 

 

Figure 71 Difference in inpatient rehabilitation bed days  
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Figure 72 Unadjusted distribution of HoNOS dimension scores at discharge from the index 
admission by treatment group (unadjusted) 

 

Figure 73 Difference in HoNOS dimension scores at discharge from the index admission 
(dimension 1, 6 and 9)  
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Figure 74 Difference in HoNOS dimension scores at discharge from the index admission 
(dimension 10, 11 and 12) 

 

Figure 75 Unadjusted absolute rates of readmission by treatment group (unadjusted)  
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Figure 76 Community rehabilitation contacts by treatment group over time (unadjusted) 

 

Figure 77 Difference in the number of community rehabilitation contacts  
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Figure 78 Unadjusted probability of survival over time (unadjusted) 

 

Figure 79 Difference in length of survival  
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Figure 80 Non-rehabilitation community contacts over time (unadjusted) 

 

Figure 81 Difference in non-rehabilitation community contacts  
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Figure 82 Non-rehabilitation psychiatric inpatient care use over time (unadjusted) 

 

Figure 83 Difference in non-rehabilitation inpatient care use 


