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Abstract 
 
 
Over the last few decades, the increasing emergence of multidrug-resistant bacteria has 

become one of the major threats to human health worldwide. Developing new antibiotic 

agents and understanding the biological mechanisms by which bacteria develop 

resistance are of great interest from both an academic and clinical perspective. Chemistry 

and chemical biology have played an essential role in biomedical research, as small 

molecular probes are widely used to uncover new potential therapeutics and probe 

virulence mechanisms in pathogens. Small molecules are ideal tools for exploring the 

underlying pathogenicity of biological mechanisms due to their ability to modulate or 

monitor enzyme activity levels. At the interface between chemistry and biology, the work 

presented herein aims to provide an example regarding how chemistry, through the 

rational design of small molecules, can be used as a powerful tool to explore virulence 

factors in Gram-negative bacteria. In bacteria, glycosyltransferases (GTs) and associated 

carbohydrate-active enzymes are responsible for the biosynthesis and modulation of 

surface glycoconjugates. Thus, this class of enzymes often play a key role in cellular 

adhesion, infection and virulence. LgtC is a virulent galactosyltransferase expressed in 

Gram negative bacteria such as Neisseria meningitidis and Haemophilus influenzae. It is 

responsible for the biosynthesis of a cell surface digalactoside epitope associated with 

serum resistance and evasion of the host’s immune response. Small molecular inhibitors 

of LgtC are therefore sought after as chemical tools for the study of glycosylation 

processes involved in virulence. LgtC possesses many structural similarities with other 

bacterial GTs and is therefore an excellent model to develop a general strategy for the 

study of bacterial GTs and related enzymes. 

 
In this thesis we explore the development and evaluation of carbohydrate-based 

inhibitors and chemical probes for LgtC, and their application as tool compounds for 
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chemical biology and microbiology. Recently, a non-substrate-based inhibitor of LgtC was 

identified from screening. Strong evidence suggests that it reacts covalently with the non-

catalytic Cys246 in the acceptor binding site. Inspired by this, we designed a novel type of 

carbohydrate-based covalent inhibitor for LgtC, which combines an acceptor substrate 

scaffold with an electrophilic warhead. We reasoned that such substrate-based covalent 

inhibitors may exhibit greater target selectivity and potency than the existing non-

substrate-based chemotypes. In Chapter 2, disaccharide candidates were rationally 

designed and 2-lactosamine-based inhibitors, with an acryl- or chloro-acetamide 

warheads attached via an amide bond were synthesised. This series of direct substrate 

analogues exhibits residual substrate activity which makes them unattractive as inhibitor 

candidates. In Chapter 3, monosaccharide analogues, with no residual substrate activity 

were synthesised. Investigation into their mode of action strongly suggests a non-covalent 

mode of inhibition which was an unexpected finding. Preliminary substrate competition 

experiments indicated a potential allosteric binding mode for the monosaccharides which 

may rationalise the non-covalent inhibition mode observed. In Chapter 4, a fluorescent 

probe was synthesised based on the scaffold of the chloroacetamide-containing 

monosaccharide inhibitor. The probe was found to label recombinant LgtC covalently. 

Substrate competition studies suggest binding occurs in the active site of the enzyme. 

Further investigations enabled confident conclusions that the inhibitor and the derived 

fluorescent probe exhibited a different binding mode. This provides additional evidence 

for a binding of the monosaccharide outside of the active site of LgtC. In Chapter 4 and 5, 

the covalent probe was utilised for the chemical proteomics profiling of non-pathogenic 

and pathogenic bacterial strains.  

Our results provide great insight into the design of carbohydrate-based covalent probes. 

The deep understanding of the challenges faced allowed us to propose methods for the 

design of optimised probes as ideal tools to enable the identification of new virulence 

factors for the development of novel antimicrobial strategies. 
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1.1. Antimicrobial resistance, current challenges 

 
The discovery of antibiotics in the 20th century was one of the greatest ever medical 

advances1. It revolutionised healthcare, as common yet frequently deadly illnesses such 

as pneumonia and tuberculosis became efficiently treatable. Conventional antibiotics 

target cell viability by either killing bacteria (bacteriocidal) or inhibiting their growth 

(bacteriostatic). In both cases, essential bacterial functions are prevented such as cell wall 

synthesis, DNA replication or protein synthesis2,3. Although initially highly effective, the 

mode of action of traditional antimicrobial agents imposes a selective pressure that 

prompts the emergence of resistant strains. Alarmingly, the introduction of a novel 

antibiotic has typically been followed by clinically significant resistance within as little as 

two years4 (Figure 1.1). 

 

Figure 1.1. Timeline of antibiotic deployment and the evolution of antibiotic resistance2 

 

Antimicrobial resistance (AMR) has been fuelled over the years by extensive and frequent 

misuse of antimicrobials by the community3. In the mid-20th century, diseases caused by 

pathogenic bacteria were controlled by the discovery of many new antibiotic scaffolds and 

derivatives. At the time, AMR was not the object of great concern as resistance was always 

countered by the next generation of antibiotics.  However, in over 45 years now, except 
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for the recent development of daptomycin5 and linezolid6 effective against Gram-positive 

bacterial infections, no new classes of clinically relevant antibiotics have been 

discovered2. Today, we are witnessing an alarming increase in the number multi-drug 

resistant strains with limited treatment options. AMR is now believed to claim at least 

50,000 lives each year across Europe and the US alone, with many more in the third 

world4. Today the Infectious Disease Society of America estimates that around 70% of 

hospital-acquired infections in the US are resistant to at least one antibiotic2. Other 

sources claim that in “fifteen European countries more than 10% of bloodstream 

Staphylococcus aureus infections are caused by methicillin-resistant S. aureus (MRSA), 

with several of these countries seeing resistance rates closer to 50%"7. There is therefore 

an urgent need for the discovery of novel and effective antimicrobial agents. 

 

1.1.1.  Examples of drug-resistant pathogens 

 
Among the most dangerous pathogens exhibiting multidrug resistance and virulence are 

Enterococcus faecium and Staphylococcus aureus (Gram-positive bacteria), as well as 

Klebsiella pneumoniae, Acinetobacter baumannii, Pseudomonas aeruginosa, and 

Enterobacter spp (Gram-negative bacteria), collectively known as ESKAPE pathogens8. 

They are particularly challenging as they have developed a high level of drug resistance, 

limiting their treatment options and increasing morbidity and mortality9. ESKAPE 

pathogens are the highest cause of nosocomial infections throughout the world. In 

addition to these, other pathogens have recently gained further global attention for their 

increased observed resistance such as the Gram-negative bacteria Neisseria 

meningitidis10, responsible for invasive meningococcal diseases, and Haemophilus 

influenzae11, causing community-acquired pneumonia (CAP) and meningitis.  
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In this thesis, most of the work is focused on the design of inhibitors and probes for the 

study of a virulence factor in Neisseria meningitidis. In the last chapter of the thesis, 

chemical probes are applied to whole cell studies on Haemophilus influenzae R2866. 

 

1.1.1.1.  Neisseria meningitidis 

 
Neisseria meningitidis is a common Gram-negative bacterium that lives in the 

nasopharyngeal tract of humans. If spreads to other parts of the body, it can cause invasive 

and life-threatening infections. N. meningitidis is the leading cause of meningitis and 

rapidly fatal sepsis worldwide with over 500,000 meningococcal cases occurring each 

year12. If untreated, such infections are fatal in up to 50% of cases10. In 1887, N. 

meningitidis was the cause of epidemic cerebrospinal fever 13, and still today, the 

prevention of human infections due to this pathogen remains a global challenge. The 

situation has recently been aggravated as just last year in Brazil, two ciprofloxacin-

resistant N. meningitidis strains were discovered14. N. meningitidis serogroups A, B, C, W, 

X and Y cause most of epidemics and their distribution varies with geography.  

 

1.1.1.2.  Haemophilus influenzae 

 
Haemophilus influenzae is a Gram-negative coccobacillus responsible for invasive diseases 

such as pneumonia and meningitis. This bacterium can be divided into two categories: 

encapsulated strains, containing a distinct capsular antigen, and unencapsulated strains, 

also known as non-typeable (NTHi) strains due to the absence of capsular serotypes. 

While only six types of encapsulated strains are known (from a to f), the genetic diversity 

of unencapsulated strains is greater15. Childhood pneumonia, meningitis, and sepsis 

associated with H. influenzae are mostly caused by caused by type b strains (Hib) while 

community-acquired pneumonia (CAP) in adults and acute exacerbations of chronic 

bronchitis (AECB) are typically caused by non-typeable strains16. Even after the 

introduction of Hib vaccines, Hib is still responsible for approximately 370,000 deaths per 
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year and 60% of cases were meningitis16. Additionally, acquisition of new AMR to drugs 

such as fluroquinolones17 and ampicillin18 has been described for Haemophilus influenzae. 

Clear conclusions can be drawn:  our current strategies for antimicrobial design impose a 

great evolutionary pressure on bacteria and the emergence of resistant strains is 

inevitable. Additionally, such survival mechanisms have been recently shown to predate 

the discovery of antibiotics as genes encoding resistance to β-lactam, tetracycline, and 

glycopeptide antibiotics have been identified in an ancient DNA sample from 30,000-year-

old Beringian permafrost sediments19. This finding provides evidence that resistance is a 

natural phenomenon and cannot be completely avoided. It also reinforces the fact that 

new strategies, not compromising cell viability and therefore less prone to induce 

resistance, must now be employed for the discovery of novel antibiotics. Understanding 

the mechanisms of pathogenicity and resistance spreading is critical for better selection 

of the next generation of antibiotic drugs. 

 

1.2. Mechanisms of AMR 

 
The remarkable ability of bacteria to overcome the killing effects of antimicrobial agents 

and transmit resistance is caused by sophisticated survival mechanisms not yet fully 

understood. Bacterial physiology can confer intrinsic resistance as is the case for Gram-

negative bacteria and the low permeability of their outer membrane which serves as the 

first line of defence against antibiotics20. Resistance can also arise from spontaneous 

mutations in the protein or gene target of the antibiotic which prevents drug binding21. 

Such unpredictable mutations are the result of the strong evolutionary pressure exerted 

by antimicrobials and are a normal adaptive response and a clear manifestation of the 

principles of evolution. Although resistant genes can be inherited vertically from parent 

to progeny, horizontal gene transfer between species is responsible for most of the 

acquired antibiotic resistance often due to the polymicrobial nature of infections22. 
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Bacteria also have the ability to modify the mode of action of the antibiotic drug. Specific 

enzymes may be expressed to introduce chemical modification to the molecular scaffold 

of the drug making it inactive22. β-lactamase, for example, cleaves the amide bond in the 

β-lactam ring of penicillin derivatives rendering it ineffective. Bacteria have also 

developed sophisticated mechanisms to decrease cell uptake of antibiotics, either 

preventing the antibiotic from reaching its intracellular or periplasmic target, or excluding 

it from the cell via a complex efflux system22,23. Additionally, when under stress, bacteria 

are organised in a surface adherent biofilm structure. Their formation occurs through a 

series of events coordinated through a cell-cell communication process known as quorum 

sensing. Biofilms are up to 1000 times more resistant to antibiotic than planktonic cells24. 

 
In addition to this, virulence factors, essential for infection and host colonization in 

pathogenic bacteria, have been widely studied in the past decade due to their role in 

resistance25,2. The development of small molecular tools to probe biological targets 

involved in pathogenicity and virulence may provide a stepping stone towards the 

development of novel antibiotics25,26.  

 

1.3. Anti-virulence strategies 

 
The disruption of host / pathogen interactions, mediated by virulence factors, is an 

attractive option for the development of new antimicrobial agents that is being 

increasingly explored. The concept of virulence is understood by the ability of bacteria to 

cause disease and infiltrate a host2 (degree of pathogenicity). In practice, once at the site 

of infection, pathogenic bacteria initiate a specific mechanism for the activation of 

virulence traits making the host ill. Therefore, anti-virulence strategies, preventing the 

expression or activation of these virulence traits, interfere with the ability of the pathogen 

to recognise and colonise its host25. In other words, anti-virulence therapies aim to 

“disarm” the pathogen preventing it from causing direct harm to its host. The comparison 
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of anti-virulence agents with vaccination is an interesting analogy as in both cases, the 

host is infected with an attenuated and non-illness inducing pathogen2. The non-virulent 

infection can then be cleared by the host immune response with little to no impact on the 

normal human microbiome. Importantly, the inhibition of virulence, rather than growth, 

does not affect cell viability which imposes a milder evolutionary pressure to the pathogen 

making it less prone to develop resistance24,25. Due to this incredible potential, biological 

pathways involved in virulence such as toxin function27 and delivery28, regulation of 

virulence expression29 and bacterial adhesion30 have been thoroughly investigated. 

Additionally, new anti-virulence candidates have recently been identified (Figure 1.2). 

 

 

Figure 1.2. Example of anti-virulence candidates recently identified.  (a) B. anthracis lethal factor 
inhibitor27 (Toxin inhibitor) (b) the T3SS inhibitor INP0400 (prevent toxin delivery)28 (c) the 
quorum sensing inhibitor furanone C-30 (regulator of virulence expression) (d) a pilicide (a 
bicyclic 2-pyridone compound) (inhibit adhesion of E. coli to bladder). 
 
 

1.4. Relationship between AMR and virulence 

 
Both AMR and virulence are associated with infection and host pathogenesis and both are 

necessary biological processes when bacterial survival is compromised24,31,32: virulence 

mechanisms overcome the host’s defence system while development of AMR allows 

pathogenic bacteria to evade and adapt to antibiotic pressure. Quorum sensing, a key 

biological process involved in AMR for the formation of pathogenic biofilm structures, is 

also used by bacteria as a mean to increase virulence, as observed in a recent study of 

seed-borne pathogen Acidovorax citrulli33. The regulation of virulence factors and the 

expression of AMR genes can indeed influence each other in a complex manner24. The 
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combined action of biofilm genes and quorum sensing molecules regulates the expression 

of virulence and AMR genes (Figure 1.3).  Therefore, the relationship between AMR and 

virulence is somehow linked to pathogenic biofilm formation24,31.  However, other 

characteristics are also common to both AMR and virulence such as efflux pumps and cell 

wall alterations31. In practice, the direct association of resistance and virulence is 

unsurprising as antibiotics are typically administered when the host is infected by virulent 

pathogens. This co-occupation of the host most likely explains why AMR and virulence 

share many common biological processes. Also, in addition to evading the host immune 

response, the rapid expression of virulence traits by pathogens may render them too 

invasive to be treated by common antibacterial strategy therefore leading to resistance.  

Many studies have shown that increased resistance is observed alongside increased 

virulence34,35. 

 

Figure 1.3. Regulatory mechanisms act as a connection between virulence and antibiotic 
resistance (adapted from Brooks et al., Genes 201724) 
 
 
Virulence and antibiotic resistance are therefore closely related and designing small 

molecules to probe, and study virulence factors will allow the development of more 

specific and directed antimicrobial treatments32.  
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1.5. Glycoconjugates: LOS and LPS at the surface of Gram-negative bacteria 

 
Bacteria establish a close contact with their host’s mucous membrane for the 

manipulation of their metabolism and immune system. Gleaning insight into the role of 

the molecules present at the surface of bacteria is essential for developing a better 

understanding of host / pathogen interactions. Glycoconjugates cover the vast majority of 

the bacterial surface and can be divided in several categories such as peptidoglycan (PG), 

exopolysaccharides (EPS), capsular polysaccharides (CPSs), lipopolysaccharides (LPS), 

and lipooligosaccharides (LOS) (Figure 1.4)36. The highly conserved PG structure forms 

the basis of the cell wall for the anchorage of other molecules. CPS, EPS or glycoproteins 

are found in all types of species while glycosylated teichoic acids (Tas) are typical of Gram-

positive bacteria. LOS and LPS structures are found exclusively at the surface of Gram-

negative bacteria (Figure 1.4). The enormous variety of glycoconjugates combined with 

their key location on the bacterial cell wall indicate their role as unique barcode for the 

recognition of host cells and subsequent processes such as adhesion and 

immunomodulation37.  

 

 
 

Figure 1.436 Bacterial glycoconjugates. The round dots represent proteins, the triangles are ribitol 
phosphate or glycerol phosphate moieties and the hexagones are carbohydrates (from Tytgat & 
Lebeer Microbiol. Mol. Biol. Rev. 78, 372–417, 2014) 
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Gram-negative bacteria, responsible for many nosocomial infections, are characterised by 

the presence of LPS and LOS glycan structures on their surface. These glycoconjugates 

cover about 75% of the cell surface and exert essential functions such as cell wall integrity 

and resistance against environmental stress. Additionally, because of their key role in 

pathogen / host interactions, the surface glycans have been identified as important 

virulence factors36,38. LPS are built out of a lipid A anchor upon which long polysaccharides 

are covalently attached:  an inner and outer core oligosaccharide comprising 2-keto-3-

deoxyoctulosonic acid (KDO), followed by the O-antigen polysaccharide (Figure 1.5). The 

O-antigen is the most diverse section of the LPS structure and together with the CPS, 

determines the serotype specificity of strains. The O-antigen is also one of the major 

surface antigens inducing a prompt immune response by the host. For this reason, LOS, a 

short version of LPS lacking the O-antigen, (Figure 1.5) are found at the surface of virulent 

pathogens such as C. jejuni Haemophilus, and N. meningitidis13. This ingenious variation 

allows them to evade the immune response in the host triggered by the presence of the O-

antigen36,38.  Additionally, both LOS and LPS structures can recruit unusual sugars 

mimicking mammalian glycans. This molecular mimicry is another strategy by which 

virulent pathogens can prolong their persistence and evade host immunity36,39,40. 

 

 

Figure 1.541.  General struture of LOS and LPS 
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Surface glycan structures secreted by Gram negative pathogens, such as LOS and LPS, are 

key mediators in host / pathogen interactions enabling pathogenesis and virulent 

bacterial colonization. The biosynthesis of such complex glycans in bacteria, and other 

domains of life, is the result of the naturally orchestrated action of many carbohydrate-

active enzymes such as and glycosyl hydrolases (GHs), also known as glycosidases, and 

glycosyltransferases (GTs). 

 

1.6. Glycosyltransferases (GTs) 

 
GTs are Nature’s glycosylation agents. Along with glycosidases (GHs) they are believed to 

constitute about 3% of the bacterial genome, reflecting the importance of the role of 

glycans in bacteria as previously discussed36. The known complexity and variety of 

glycans present in the biosphere is the result of the combined action of many GTs and GHs.  

In all domains of life, while GTs catalyse glycosylation reactions, GHs hydrolyse glycosidic 

bonds (Scheme 1.1).  

 

Scheme 1.1. Mechanism of glycosyltransferase (GTs) versus glycosydases (GHs)  

 

GTs are responsible for the elongation of glycans by adding monosaccharides to the non-

reducing ends of acceptor substrates. They transfer a sugar moiety from a glycosyl donor 

to a variety of suitable acceptor molecules (sugar, protein, lipid or DNA) for the 

biosynthesis of vital and complex oligosaccharides42,43. This family of carbohydrate-active 

enzyme can be classified in four different categories depending on: the mechanism by 
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which the enzymatic reaction occurs (inverting or retaining GT, see 1.6.1), their amino 

acid sequences (CAZy classification, see 1.6.2), the type of sugar donor molecules they use 

(Leloir and non-Leloir GTs, see 1.6.3) and their 3D structures (GT-A, GT-B or GT-C 

architecture, see 1.6.4) . 

 

1.6.1.  Mechanism of GTs 

 
In contrast with the well characterized hydrolysis mechanism of GHs, the mechanism by 

which GTs glycosylate their substrate remains less understood42. The transfer of the sugar 

moiety by GTs is both regio- and stereospecific and two stereochemical outcomes are 

possible42,43,44. The anomeric centre of the bio-product can either have a “retaining” or 

“inverting” stereochemistry with respect to the original donor sugar42,43,44. Thus, 

depending on the reaction outcome, GTs are divided into either “retaining” or “inverting” 

enzymes (Scheme 1.2).  

 

 

 

Scheme 1.2. Stereochemical outcomes for inverting and retaining GTs 

 

Although still partially unclear, both catalytic mechanisms have been extensively 

studied42,43. Like inverting GHs, the mechanism of inverting GTs is an SN2-like single 

displacement and occurs via an oxocarbenium ion transition state. The abstraction of a 

proton from the acceptor OH-group by a catalytic base (usually provided by an active-site 

side chain such as Asp, Glu or His) facilitates its attack at the anomeric position of the 
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donor with net inversion of the stereochemistry (Figure 1.6). Theoretical studies indicate 

that the nucleophilic addition and the LG departure are nearly simultaneous45. 

Additionally, the negative charge on the leaving phosphate is stabilised by a divalent metal 

(generally Mn2+ or Mg2+) for GT-A (see in 1.6.4) or positive amino acids/helix dipoles for 

GT-B proteins. 

 
On the other hand, the mechanistic characterisation of retaining GTs has proven to be 

challenging and two hypothetical mechanisms are still debated today. By direct 

comparison to retaining GHs, a double displacement mechanism for retaining GTs has 

been proposed42. This involves two subsequent SN2 reactions and a short-lived glycosyl-

enzyme covalent intermediate following the attack of a specific catalytic nucleophile 

(Figure 1.6). However, despite numerous efforts using techniques which have proven 

successful for the characterisation of retaining GHs, no glycosyl-enzyme intermediate has 

yet been trapped, except for one instance, involving two blood group-synthesizing GT 

mutants46, nor has a conserved catalytic nucleophilic residue been identified36,47. This may 

provide evidence against this mechanism for retaining GTs but could also be explained by 

an inapplicability of these techniques to GT targets. As a result of this evidence, a second 

proposed mechanism emerged, the direct attack of the acceptor via an SNi-like reaction 

(Figure 1.6). The mechanism involves an intermolecular interaction between the 

departing phosphate and the incoming acceptor molecule leading to an enzyme-stabilised 

oxocarbenium. Beyond stabilising the intermediate, the enzyme also protects one face of 

the oxocarbenium, consequently forcing the nucleophilic attack on the opposite face 

resulting in a retention of configuration47. The contradictions that have developed over 

the years of studies have suggested that, unlike GHs, there may not be a single uniform 

mechanism for retaining GTs. 

 
GTs of bacterial origin exhibit both catalytic mechanisms with approximately twice as 

many inverting enzymes as retaining enzymes being reported to date (CAZy database). 
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Figure 1.6 43 Suggested mechanisms for inverting and retaining GTs (sugar acceptor in red) 

 
 

1.6.2.  Classification according to amino acid sequence: the CAZy database 

 
GTs can be classified into many distinct families depending on their amino acid sequence 

similarities, reflecting the variety of substrates that can be used48. For all species, the CAZy 

(carbohydrate-active enzymes) database records, to date, more than 570,000 GT 

sequences grouped into 108 families. Additionally, 12,000 more protein sequences with 

putative GT activity but yet unknown biochemical function have been identified to date 

(August 2019). Only two years ago, 340,000 sequences had been identified with 7,000 

putative GTs. These ever-growing numbers demonstrate the extensive arsenal available 

in nature for the biosynthesis of complex oligosaccharides.  

86% of all recorded GT sequences in the CAZy database are from bacterial origin, the 14% 

left are shared between eukaryotes, viruses and archaea. For GHs, bacterial enzymes also 
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contribute to the majority of recorded proteins. This indicates the immense arsenal of 

existing bacterial GTs and GHs and reflects the great ability of bacteria to modulate the 

structure of their surface glycoconjugates and ensure virulent host infection. 

Interestingly, 58% of all bacterial GTs recorded on the database are gathered in only two 

large families: GT2 with 164,000 enzymes and GT4 with 128,000. Additionally, 82% of 

them are found in eight families (GT1, GT2, GT4, GT8, GT9, GT28, GT35, GT51) indicating 

that the 100 other families only account for 18% of all known GTs. The eight GT families, 

accounting for most of bacterial GTs recorded to date, almost exclusively contain bacterial 

GTs (expect for GT1) (Table 1.1). This contrasts with GT5 family, which for example 

contains 0.8% of Archaean, 56% of bacterial and 42% of eukaryotic GTs. All this suggests 

a high degree of sequence similarities among bacterial GTs not necessarily shared with 

human GTs. This can be exploited for the design of small molecular tools and the study of 

virulence factors. 

Table 1.1. Percentage of bacterial GTs in GT1, 2, 4, 8, 9, 28, 35, 51 families 

 
CAZy family GT1 GT2 GT4 GT8 GT9 GT28 GT35 GT51 

% of bacterial GTs 63 92 95 84 ~100 99 94 ~100 

 
 
The prediction of GTs’ functions using this classification may be challenging, as within the 

same family (similar sequence), GTs catalysing different reactions are found (alongside 

different substrate specificity)48. Therefore, beyond the similarity of amino acid sequence, 

GTs can also be classified according to their donor substrate types.  

 

1.6.3.  Leloir vs non-Leloir GTs 

 
GTs can be classified in two categories depending on the nature of their glycosyl-donor 

substrate. GTs using sugar nucleotides such as UDP-Gal or GDP-Man are called “Leloir 

type” enzymes in honour of Luis F. Leloir, who won a Nobel prize in 1970 for his 
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contributions to our understanding of glycoside biosynthesis and sugar metabolism42,43. 

On the other hand, non-Leloir GTs use non-nucleotide donors such as polyprenol 

pyrophosphate and sugar-1-phosphate42,44. In both cases, for the glycosyl transfer 

reaction to occur, the donor sugar is activated by the highly energetic glycosyl-phosphate 

bond44. 

 
Bacterial GTs use mainly sugar nucleotide diphosphates as glycosyl donors such as UDP-

galactose for β-1,4 galactosyltransferase (GT8), GDP-mannose for dolichyl-phosphate β-

D-mannosyltransferase (GT2), UDP-N-acetyl-D-glucosamine for lipopolysaccharide N-

acetylglucosaminyltransferase (GT9). In some cases, sugar nucleotide monophosphate 

donors are used. For example, GTs in families 73 and 107 are exclusively bacterial KDO-

transferases, involved in the synthesis of the LPS and LOS envelopes and use CMP-β-KDO, 

a sugar nucleotide monophosphate, as the glycosyl donor. Additionally, 

polysialyltransferases, in GT38 family, use CMP-beta-N-acetylneuraminate as the sugar 

donor. Although sugar nucleotides are the donor scaffold of choice for bacterial GTs, 

enzymes in GT51, a large family of over 42,000 murein (peptidoglycan) polymerases 

exclusively from bacterial origin, use undecaprenyl-pyrophosphate-MurAc-(GlcNAc)-

pentapeptide, a lipid-phosphate sugar, as the donor substrate.  

 

1.6.4.  3D-structures of GTs 

 
There is a wide variety of sequences in the GT enzyme class, reflected by the increasing 

number of families. However, GTs are characterized by a more conserved three-

dimensional architecture as only three protein folds have been identified so far.  

 
It was not until the late 1990s, when the first X-ray crystal structures of GTs were 

published that the structural characterization of GTs was possible. Unlike GHs, GTs exhibit 

a narrow spectrum of folds. All Leloir enzymes solved to date can be split into only two 

families based on their common three-dimensional fold: GT-A and GT-B. The GT-A fold 
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was first identified when the 3D structure of the family 2 enzyme SpsA from B. subtilis was 

solved in 199949. This fold comprises two tightly associated β/α/β Rossmann-like 

domains, typical of nucleotide-binding proteins (Figure 1.7)50,43. The two domains, whose 

sizes vary, abut closely, forming a central β-sheet responsible for the description of the 

GT-A fold as “a single domain fold”. However, distinct donor and acceptor binding sites 

are present. GT-A are generally divalent metal ion dependent (generally Mn2+ or Mg2+). 

The ion is coordinated by the carboxylate of the Asp-X-Asp (D-X-D) signature motif within 

the GT active site and promotes leaving group departure by stabilizing the phosphate 

groups in the nucleotide sugar donor. As seen for GT-A enzymes, the structure of GT-B 

enzymes consists of two β/α/β Rossmann-like domains; however, in this case, the two 

domains are facing each other making them less tightly bound (Figure 1.7)50,43. For GT-B, 

the active site is located within the cleft formed in between the two domains. GT-B 

enzymes are generally metal ion independent, with active site residues acting to promote 

leaving group departure.  

 
More recently, GT-C, a third fold of hydrophobic integral membrane GT was identified 

(Figure 1.7)50. GTs with that architecture are exclusively the less common non-Leloir 

enzymes which are defined by being non-nucleotide dependant. To date, the few solved 

GT-C structures are large hydrophobic integral membrane proteins and, not surprisingly, 

utilise lipid phosphate-linked sugars as donor substrates. They contain 8 to 13 trans-

membrane helices with the active site located on a long-loop region50,42. Most GT-C 

enzymes are involved in the synthesis of polysaccharide derivatives of dolichol phosphate, 

mostly found in eukaryotes and in archaea51. Therefore, GT-C appears to be a highly 

specialized and evolutionarily recent group of GTs. 
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Figure 1.750. Representative folds of GTs 

 

The number of GT folds identified compared with the recent increase in reported enzyme 

structures is strikingly low.  Furthermore, protein threading analysis has revealed that 

many of the yet uncharacterized GTs most likely belong to one of the two main 

architectures (GT-A or GT-B)42. This suggests that most GTs may have evolved from only 

a few progenitor sequences. Some even propose that GT-A and GT-B enzymes may have 

evolved from a unique ancestral gene due to them sharing a Rossmannoid structure. 

Experts have expressed different opinions regarding the origin and evolution of GTs. One 

suggestion is that the GT-A fold was the earliest to develop as it represents the majority 

of the GTs identified to date. The GT-B structure may therefore have originated from gene 

duplication of an ancestral GT-A enzyme43. On the other hand, GT-B enzymes are mostly 

involved in the synthesis of core glycan structures such as the PG layer, while GT-A 

enzymes are responsible for most of the glycoconjugate elongation and terminal 

decoration. Therefore, based on the role of enzymes found in both families the opposite 

argument is also defendable43. 

 
Only 1175 bacterial 3D GT structures have been solved so far (PDB). This corresponds to 

42% of all available GT structures. 54% are eukaryotic enzymes while 1 and 3% are from 

viral and Archaean origin. Interestingly, although eukaryotic GTs correspond to only 10% 
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of recorded enzymes (CAZy), more structures have been solved. By comparing the 

numbers between the PDB and CAZy database, it can be concluded that only 0.2% of all 

known bacterial GTs have been solved structurally. This indicates the significant lack of 

structural information available for GT from bacterial origin. Among the solved structures, 

Escherichia coli is the organism with the most solved GT structures (12% of all solved 

bacterial GTs). On the other hand, 3% of the available structures belong to the Neisseria 

genus. Bacterial GTs, using sugar nucleotides as their glycosyl donor of choice in most 

cases, are typically characterised by a GT-A or GT-B fold.  While solved bacterial structures 

in families GT1, GT4, GT9, GT28 and GT35 all have a GT-B structure, available structures 

in families GT2, and GT8 possess a GT-A fold. Accounting for all families containing 

bacterial GTs, approximately 70% of bacterial enzymes have a GT-B fold. GT-C folds are 

rare in prokaryotes and are limited to parasitic mycobacteria51. Interestingly, in the non-

Leloir family GT51, containing exclusively peptidoglycan GTs with only 8 solved 

structures, a distinct fold from GT-A, B or C has been identified. This is the case of Pbp2, a 

transpeptidase penicillin-binding protein from S. aureus52 whose structure has been 

characterised as lysosome-like, because of a significant level of similarities with lysosome 

structures.  

 
Therefore, our understanding of bacterial GTs at the structural level remains poor. In 

comparison, almost twice as many bacterial GHs have been solved to date (PDB). This, in 

addition to a more complex double substrate mechanism for GTs, could explain why 

despite numerous efforts, the elucidation of GTs catalytic mechanism remains partially 

unclear.  Additionally, as will be described later in the thesis, small molecular tools are 

significantly more developed for GHs than for GTs. An understanding of the enzyme at the 

structural level provides great grounds towards the design of chemical probes. Therefore, 

our currently poor knowledge of bacterial GT 3D structures may account for the lack of 

biochemical tools available for the study bacterial GTs. 
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1.7. LgtC from Neisseria meningitidis 

 
As part of this thesis, the work was focussed on the study of the bacterial lipopolysaccharyl 

α-galactosyltransferase C (LgtC) from Neisseria meningitidis. 

 

1.7.1.  LgtC and its role in virulence 

 
LgtC is a retaining galactosyltransferase (GalT), responsible for the transfer of α-galactose 

from uridine 5’-diphospho-α-galactose (UDP-Gal) to a terminal lactose acceptor of the 

bacterial cell-wall (Figure 1.8). With 311 residues, LgtC is a monomer belonging to GT 

family 8. Found exclusively in Gram-negative pathogenic bacteria and more specifically in 

Haemophilus, Neisseria, Pasteurella and Brachyspira genera, LgtC plays an important role 

in the biosynthesis of the LOS envelope on the bacterial surface. A study on Haemophilus 

influenzae NTHI strain R2866, isolated from a child with meningitis, showed that LgtC is 

a critical factor in the high-level serum resistance observed for this strain9. MS analysis 

showed that the terminal digalactoside epitope, resulting from the reaction catalysed by 

LgtC (Figure 1.8) was present in strain R2866 but absent in R3392, a strain derived from 

R2866 with increased sensitivity to human serum9. In addition to this, in vivo infection 

studies demonstrated that the expression of the digalactoside epitope resulted in 

increased virulence53. It is believed that the digalactoside epitope mimics the human Pk 

blood group glycolipid54 therefore enabling the pathogen to attach to host receptors and 

evade the immune response. The digalactoside epitope, and by association LgtC, have 

therefore been identified as virulence factors53,9.  
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Figure 1.8. Reaction catalysed by LgtC and schematic representation of the structure of the fully 
extended LPS glycoforms of H. influenzae type b strains RM153 and RM7004. Hep, LD-heptose; Glc, 
glucose; Gal, galactose; P, phosphate; ChoP, phosphorylcholine; PEA, phosphoethanolamine. A 
dotted line indicates the substituents that are variably present. The places of action of the proximal-
to-distal heptoses are numbered I to III accordingly (adapted from Moxan et al., Infect. Immun, 
200553) 
 

 
Lipooligosaccharide (LOS), is one of the major virulence factors involved in 

meningococcal pathogenesis and both the morbidity and mortality of meningococcal 

sepsis are highly dependent on levels of circulating meningococcal LOS12. For this reason, 

the discovery of small molecules with the ability to block the biosynthesis of LOS in 

pathogenic bacteria, such as LgtC inhibitors, may be sought after in drug discovery for the 

discovery of new anti-virulence agents.  

 



 
Chapter 1 

35 

 

On the other hand, the structures of LOS are extensively heterogeneous due to phase-

variation: the ability of a pathogen to alter surface-exposed molecules. The variable 

expression of LgtC gene has been widely reported for Haemophilus and Neisseria9,55,56.  

1.7.2.  Phase variation 

 
In the previously described study9, the variable expression of LgtC in Haemophilus 

influenzae NTHI strain R2866 was described. Lic3A, the only H. influenzae 

sialyltransferase reported to be phase variable at the time, was used as a positive control 

to evaluate the phase variation associated with LgtC and the subsequent impact on serum 

resistance. In the virulent strain R2866, the increased serum resistance is found to be due 

to the expression of LgtC rather than lic3A, as while it remains high in lic3A deletion 

mutant, it is significantly decreased in LgtC-Off colonies (Figure 1.9). Also, in the non-

virulent H. influenzae parent strain R3392, with identical multilocus sequence as R2866, 

LgtC was not expressed (leading to the absence of galactoside epitope observed for this 

strain by MS). This indicated that, in H. influenzae, the serum resistance controlled by LgtC 

is variable.  

 
Figure 1.99. IC50 of normal human serum for cultures derived from colonies of R2866 and R3392. 
OFF: Deletion mutants. ON: Colonies expressing protein of interest. High level of serum resistance 
is observed in strains expressing LgtC (LgtC ON strains) which is independent on the expression 
levels of lic3A. LgtC is not expressed in non-virulent strain R3392 (adapted from Erwin et al., Infect. 
Immun 2006)  

 



 
Chapter 1 

36 

 

 A study examined nine lgt genes at three chromosomal loci (lgt-1, 2, 3) in 26 Neisseria 

meningitidis, 51 Neisseria gonorrhoeae and 18 commensal Neisseria strains57. The authors 

found that in N. meningitidis, lgt-1 and lgt-3 loci were hypervariable genomic regions 

therefore leading to a high degree alteration in the LOS structure. Lgt-2 locus, on the other 

hand, was conserved among all N. meningitidis strains57. Interestingly, in N. gonorrhoeae, 

no significant variability in the composition of all three lgt loci was observed, and all 

strains expressed LgtC. Unsurprisingly, lgt genes were detected only in very few 

commensal Neisseria species57. 

Despite its key role in virulence, LgtC has a poor prospective as therapeutic target for anti-

microbial strategy due the high degree of phase variation associated with its expression 

in virulent strains. However, LgtC can serve as an indicator of the degree of virulence of a 

specific strain. Additionally, it possesses many structural and mechanistic commonalities 

with other bacterial GTs (CAZy). LgtC is also practically accessible as efficient protocols 

for its expression and purification have been developed58. Importantly, it is one of the very 

few bacterial GTs with a fully solved crystal structure54 making the rational design of 

inhibitors and probes for LgtC possible. For these reasons, LgtC is of high interest as a 

model system for the design of small molecular tools for exploring bacterial GTs involved 

in virulence. 

LgtC from Neisseria meningitidis was the first retaining Leloir GT structure to be solved 

with a high resolution. More importantly, it was the first GT of any type with structural 

data for both substrates54. 

 

1.7.3.  Structure of LgtC from Neisseria meningitidis54 

 
In 2001, the structure of LgtC from Neisseria meningitidis in complex with manganese and 

a donor analogue in the presence and absence of acceptor analogue was solved54. The C-

terminus, involved in the attachment of LgtC to the cell wall, is subjected to proteolysis. 
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For this reason, the 25 last residues of the protein were deleted, and the published 

structure is that of 286 residues. The deleted part is rich in basic and hydrophobic 

residues, suggesting that LgtC anchors to the membrane via hydrophobic and electrostatic 

interactions. 

In order to prevent the catalysis from occurring, LgtC was crystallised with substrate 

mimics. Non-cleavable UDP-2FGal, with the hydroxyl at the position 2 of the galactose 

moiety substituted for a fluorine was used as donor analogue (Figure 1.10.C). The fluorine 

atom inductively destabilizes the oxocarbenium ion, reducing the reaction rate. UDP-

2FGal is an inhibitor of LgtC with a similar binding to UDP-Gal but does not allow the gal 

transfer to occur. Similarly, 4’-deoxylactose, lacking the hydroxyl group receiving the Gal 

upon catalysis, was used as acceptor analogue (Figure 1.10.C).  4′-deoxylactose cannot 

function as a substrate for LgtC but does act as an inhibitor (Ki= 16mM). Its binding affinity 

is very similar to that of lactose (Km = 20mM), indicating that interactions at the 4′-

position are not crucial for binding.  

The overall structure of LgtC was found to be that of a typical GT-A architecture. This 

monomer consists of fourteen α-helices and nine β-strands, and it has been organised into 

two domains: a large N-terminal domain (residues 1–247) and a smaller C-terminus 

(residues 248–282) (the last four residues are disordered) (Figure 1.10.A). The core of the 

N-terminal domain is a central seven-stranded sheet (β3, β2, β1, β4, β7, β6, β8) 

surrounded by helices and contains the active site. The C-terminus is formed of only 33 

residues, is mainly helical and mediates membrane attachment.  
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Figure 1.1054. Solved crystal structure of LgtC from Neisseria meningitidis. (A) Stereo view of the 
LgtC structure with bound substrate analogs. The substrates are depicted in CPK representation: 
UDP-2FGal (light grey), 4’-deoxylactose (dark grey), Mn2+ (pink). Strands (blue), and helices 
(green) are labeled. (B) The donor sugar and the acceptor sugar lactose are shown, in stereo, as 
ball-and-stick models (with red and green sticks, respectively) in a refined 2Fo – Fc map contoured 
at 1.2 σ. Amino acids interacting with the substrates are labeled. The loops that fold over the active 
site (residues 75–80 and 246–251) are colored green. (C) Structures of substrate analogues. 

 
 
 

1.7.3.1. Donor binding site  
 
First, the structure of LgtC with UDP-2FGal and Mn2+ was solved in the absence of acceptor 

analogue. Interestingly, the donor binding pocket was found in a deep, solvent shielded 

cleft of the enzyme with only 1.5% of UDP-2F-Gal exposed to water (Figure 1.11). This 

contrasts with the much shallower and more solvent exposed binding pockets identified 

at the time for inverting GTs. The donor mimic adopts an unusual folded conformation 

with a 160° angle between the galactose moiety and the phosphate groups (Figure 1.11). 

This was unlike the previously observed fully extended structures of donor substrates 

bound to inverting GTs. Most of the interactions between the enzyme and the nucleotide 

occur with residues located at the C-terminus of β1 sheet and the N-terminus of helix A. 

(A) (B) 

(C) 
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Additionally, two loops, from opposite sides of the structure, fold over the donor active 

site and form a tight envelope (Figure 1.10.B (shown in green) & Figure 1.11). In the 

absence of donor substrate, the authors claim that these loops would be disordered.  

In the solved structure, a single Mn2+ is coordinated by the two phosphate oxygens of the 

donor analogue and by the side chain atoms of three residues: Asp103, His244, and 

Asp105. These three amino acids form the well-known D-X-D motif characteristic of GT-A 

enzymes. Manganese is required for the stability of the fold and activity of LgtC and other 

related glycosyltransferases. Unsurprisingly, the above D-X-D motif is conserved among 

members of GT family 8. 

 

1.7.3.2. Acceptor binding site 
 
The binding of the acceptor to the LgtC – UDP-2FGal complex results in no significant 

structural changes (root mean square deviation of 0.16 Å). However, the crystallisation of 

the LgtC-acceptor complex, in the absence of donor analogue, was not successful. This is 

consistent with an ordered bi-bi kinetic mechanism for LgtC in which the binding of the 

donor substrate initiates the movement of two loop regions, allowing for the formation of 

the full active site.  

The acceptor is significantly more accessible to water than the donor with 28% of the 

entire molecular surface being exposed (Figure 1.11). It is bound in a large open pocket 

near the galactose moiety of the donor mimic. Both the non-reducing terminal galactose 

and the reducing glucose moieties of the lactose scaffold adopt a full chair conformation 

with the former interacting with Asp130 and Gln189 and the latter with Phe132 Pro211 

and Pro248. Mutation of Asp130 to an Alanine residue drastically reduced protein 

expression, which indicates the importance of this residue for the structural integrity of 

the protein. Upon binding of the acceptor to the LgtC-donor complex, all hydrogen bonds 

between the donor and the enzyme are maintained, with additional bonds observed 

between the phosphate and both Tyr11 and the carbonyl of His78 via a water molecule. 
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Figure 1.11. Top: Acceptor and donor binding pocket of LgtC (wheat). Bottom54: Schematic 
representation of the interactions between the enzyme and the substrate analogs. Hydrogen bonds 
(<3.1 Å for all bonds, except Cys <3.5 Å) are indicated by lines. Van der Waals contacts are shown 
as nested half circles. Water molecules have not been included. 

 
 
In the donor–enzyme–acceptor complex, the side chain of Cys246 adopts a new 

conformation to form a hydrogen bond with the glucose moiety of lactose (at hydroxyl 

O3) (Figure 1.11). Additionally, in the donor-enzyme complex, an acetate ion (most likely 

Acceptor  
binding 

site 

Donor  
binding site 
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from NH4OAc used as the crystallisation solvent) interacts with Asp130 and Gln189. Upon 

binding, the acceptor analogue displaces the acetate ion, and hydroxyl O6’ from the 

galactose end of lactose now forms a hydrogen bond with Asp 130 and Gln189. As part of 

their attempts to decipher the catalytic mechanism of LgtC, the authors used 6’-

deoxylactose in the LgtC reaction. No turnover, nor inhibition activity was observed for 

the molecule indicating that the above interactions are crucial for binding54.  

 

1.7.4.  Catalytic mechanism of LgtC 

 
Over the past decade, the retaining catalytic mechanism of LgtC from Neisseria 

meningitidis has been extensively studied59,60,61,62,63. The elucidation of the crystal 

structure of LgtC in complex with both donor and acceptor analogues in 2001 provided 

key insight into the galactosyl transfer mechanism54,60. Different hypothetical mechanisms 

were proposed over the past 15 years, but in 2012, after thorough kinetic and dynamic 

investigations, Withers et al. proposed that the retaining mechanism of LgtC involved a 

“front side attack, SNi-like mechanism with a short-lived oxocarbenium-phosphate ion 

pair intermediate”61. Their research also indicated that the protein would adopt multiple 

interconverting conformational states62. At the same time, Hansel Gomez and colleagues 

used density functional theory (DFT) combined with quantum mechanics / molecular 

mechanics (QM / MM) to study and compare different theories for the catalytic 

mechanism of LgtC and their conclusions were consistent with a SNi-like reaction as 

described by Withers63.  

The elucidation of LgtC’s structure as well as our improved understanding of its catalytic 

cycle provide the foundation for the development of small molecule inhibitors of LgtC. 
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1.7.5.  Inhibitors of LgtC 

 
Only a limited number of inhibitors have been reported so far. The vast majority of GalT 

inhibitors found in the literature are non-covalent derivatives of the donor substrate given 

the strong recognition and binding of the nucleotide64,65,66. Herein, a few examples of such 

inhibitors are described. 

 

1.7.5.1.  Donor-like LgtC-inhibitors 
 
Fluorinated derivatives of donor substrates have been identified as good inhibitors of 

GTs64. The replacement of hydroxyl group by a highly electronegative fluorine at the C-2 

position of the sugar donor scaffold destabilises the oxocarbenium ion generated in the 

transition state and hinders the hydrolysis of glycosidic linkages (Figure 1.12). Non-

cleavable UDP-2FGal, a good inhibitor of LgtC (Ki= 2 μM), was used for successfully solving 

the crystal structure of LgtC54 (see 1.7.3). 

Vidal et al. are highly interested in targeting the specific interaction of phosphate groups 

with divalent cations in GT-A enzymes. They design neutral pyrophosphate mimics for the 

development of GalTs inhibitors with increased cell permeability67,68,69. They have 

developed a series of UDP-Gal- and UDP-Glc-based inhibitors using pyridine and triazole 

moieties as pyrophosphate surrogates (Figure 1.12). These inhibitor candidates were 

tested against five different GT-A enzymes including LgtC.  For LgtC, the best candidates 

were both the α and the β anomers of the galactose-based analogue of I1 with IC50 values 

of 1597 µM and 546 µM respectively (Figure 1.12)68. Compared to the IC50 value of UDP 

(60 μM), these inhibitors displayed only weak activity against LgtC, suggesting that the 

pyrophosphate bonds are critical for the binding of inhibitors to the enzyme. Although 

their inhibitor design strategy is interesting, further optimisation is needed in this domain 

for the design of more potent GalT inhibitors. 
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In 2010, Wagner et al. reported a base-modified UDP-Gal donor analogue I3, with a potent 

inhibitory activity against five GalTs, including LgtC (Ki = 0.45 µM) (Figure 1.12)70. The 

characteristic structural feature of this novel class of UDP-Gal derivatives is the addition 

of a formylthienyl substituent in position 5 of the uracil base70. The high-resolution crystal 

structure of I3 bound to a representative mammalian GalT, AA(Gly)B, suggests that the 

additional substituent interferes with a π-π stacking interaction between Trp181 and 

Arg352 in the donor binding site70. This prevents the folding of an internal loop and blocks 

the fully closed enzymatic conformation necessary for the catalytic activity (Figure 

1.12)70. The presence of I3 locks the enzyme in an unreactive conformation and therefore, 

inhibits the galactosyl transfer.  

The presence of a structural loop, essential for catalytic activity, was also identified in the 

crystal structure of LgtC (see 1.7.3). Additionally, sequence alignment of the five tested 

GTs showed that this flexible loop was a conserved motif70, which suggests that this new 

mode of inhibition could be applied to a wider range of GTs70. A structure activity relation 

(SAR) study was performed to explore the scope of this new mode of GalT inhibition71. 

Three structural analogues of I3 were synthesised (Figure 1.12) and tested for inhibitory 

activity towards different GTs71 in order to gain a better understanding of the new mode 

of inhibition previously reported70. I4 and I5 are modified at the R group while I6 is 

modified at the pyrophosphate region for increased chemical stability and membrane 

permeability. 
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Figure 1.12. Examples of donor-like inhibitors of LgtC. I1 and I2 are pyrophosphate mimic 
inhibitors (Vidal et al., 2013). I3-6 are uracil modified analogues of UDP-Gal. Bottom right: X-ray 
structure of AA(Gly)B (GalT) in fully closed confimation (light brown), semi closed conformation 
(blue) and in complex with I3 (red). Trp 181 in the internal loop, stacking to Arg352 in the C-
terminus and ligand I3 are shown in sticks70. 

 

Among the three different analogues, only I6 retains a similar inhibitory activity against a 

panel of GTs, and more importantly against LgtC (Ki = 1.7 µM for I6 vs Ki = 0.45 µM for I3). 

Computational simulations showed that the 5-substituant in I3 and I6 is well positioned 

to not only prevent the closing of the flexible loop as reported before70, but also to form 

specific interactions with individual loop residue71 (intermolecular hydrogen bond 

between the formylthienyl group (H-bond acceptor) and Arg77 (H-bond donor) which is 

unique to I3 and I671).  

I3 
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1.7.5.2. Acceptor-like inhibitors of GalT and LgtC 

 
On the other hand, far fewer acceptor-like inhibitor of GTs have been reported72,64. Their 

mode of action is based on the chemical modification of the catalytic centre to prevent 

sugar transfer by means such as deoxygenation or fluorination.  The methylation of the 

neighbouring carbon for induction of steric bulk is another employed strategy73(Figure 

1.13). 4-deoxylactose, which cannot act as a galactose acceptor, is an inhibitor of LgtC 

(Ki=16mM) and was used for the elucidation of the structure of the enzyme54 (see 1.7.3). 

To the best of my knowledge, this is the only acceptor-like inhibitor of LgtC reported. 

However, such strategies do not always work. This is the case of β-(1-4)-GalT, for which 

the 4-deoxy substrate scaffold was not an inhibitor indicating that the hydroxyl group was 

essential for enzyme recognition. Instead, inhibition of β-(1-4)-GalT was be achieved by 

decorating the acceptor substrate (Figure 1.13). It is to be noted that in most cases, 

acceptor-like inhibitors exhibit mM range potency.  

 

Figure 1.13. Examples of acceptor based inhibitor of GTs 

 

In the case of LgtC, and for all GTs in general, far more donor-like inhibitors have been 

discovered than acceptor-based inhibitors. Non-substrate related inhibitors of GTs have 

also been reported for a relatively small number of GTs including LgtC74. 
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1.7.5.3. A novel, non-substrate-related class of covalent inhibitors of LgtC 

 
All LgtC inhibitors reported to date are non-covalent inhibitors. No covalent inhibitors had 

been described until recently, when a pyrazolone scaffold was identified from screening 

as a novel small molecular inhibitor chemotype of LgtC75,76 (Figure 1.14). The new 

inhibitors, which are structurally unrelated to both substrates of LgtC, have low 

micromolar inhibitory activity. Experimental evidence all converged towards a covalent 

mode of action towards LgtC which is supported by the presence of an electrophilic 

Michael acceptor in the inhibitor scaffold (Figure 1.14, red). Enzymological data and 

docking simulation strongly suggests a binding in the acceptor active site with irreversible 

enzyme modification at the non-catalytic Cys24675 (Figure 1.14). An SAR study was 

performed with modification of the inhibitor scaffold on region A, B and C76 (Figure 1.14). 

For region A, the small and electron withdrawing trifluoromethyl motif exhibited the best 

potency, most likely by increasing the reactivity of the electrophilic moiety without 

interfering with binding. Subsequently, alteration of ring B had little to no impact on the 

potency of the molecule while substitution of ring C significantly affected the binding of 

the inhibitor in the active site. These results are consistent with the docking simulations 

which predict ring B to be oriented away from the binding pocket towards solvent and 

ring A to be located towards the donor substrate. I7 was identified from the SAR study as 

the best molecular target (IC50=6.4μM) for this class of inhibitors (Figure 1.14). 
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Figure 1.14. Structure of I7, covalent inhibitor of LgtC. Bottom: docking solution of I7 (green) in 
binding pocket of LgtC (grey) for the targeting of Cys246 (yellow) 

 

A covalent mode of inhibition is described by a two-step model: the non-covalent binding 

and the subsequent irreversible inactivation step77 (see 3.1.1). The first step is 

quantitatively described by the inhibition constant Ki, while the inactivation rate kinact 

characterise the second step78. To understand the contribution of each part of the 

inhibitor scaffold for binding, the authors calculated the Ki and kinact values for eight 

selected derivatives (R1= CF3, modified at region C)76. Interestingly, within the tested set 

of 5-CF3 pyrazol-3-ones, kinact values did not vary significantly while a considerable spread 

in Ki values was obtained (5–150μM).  This indicates that modification of region C does 

not impact on the rate of covalent bond formation. However, structural alterations at 

region C directly affect the reversible binding affinity of these inhibitors for LgtC. 

Therefore, these results suggest that the non-covalent binding drives the inhibition in this 

series of pyrazol-3-ones. 

This is the first example of covalent inhibitor developed for LgtC. Analysis of available 

sequence and structural data reveals that non-catalytic cysteines are a common motif in 

A 
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the active site of many bacterial glycosyltransferases75. Therefore, targeting such cysteine 

may be a good strategy for the rational design of covalent inhibitors for a broad range of 

bacterial glycosyltransferases including potential therapeutic targets. 

 

1.8. Irreversible enzyme modification: covalent drugs 

 
Irreversible inhibition via covalent bond formation between the inhibitor and the target 

receptor is an effective strategy for the development of successful therapeutics78, 79, 80, 81,82. 

By targeting a specific residue in the protein of interest, covalent inhibition provide many 

therapeutic benefits such as greater potency and selectivity and longer biological half-

life78, 80. The high biochemical efficiency of irreversible inhibitors may require lower doses 

which reduces toxicity. They can also address undruggable targets with shallow binding 

sites83.   Despite these advantages, the potential for off-target reactivity which comes with 

a risk of toxicity has engendered anxiety among medicinal chemists78, 82. There has been a 

clear reluctance from pharmaceutical companies to develop covalent therapeutics in drug 

discovery programmes78. However, interestingly, aspirin, the oldest pain killer and the 

most widely used medication in the world, is a covalent drug78, 82. Covalent drugs available 

on the market before 2010 were discovered by serendipity as structural hits from library 

screening78 (Figure 1.15). In the past, this class of therapeutics was never designed to 

exhibit a covalent mode of inhibition and their molecular mechanism was elucidated long 

after their identification a as structure of interest78. 

Between historical success and recent scepticism, covalent drug design is currently 

undergoing a resurgence84,85,78. Because of the pharmacodynamic and kinetic advantages 

described above, it is now recognised that drugs with a covalent inhibition mode have 

great potential and new approaches for the discovery of such therapeutics have recently 

emerged. A novel and rapidly developing strategy for the identification of selective 

covalent inhibitors, known as Targeted Covalent Inhibitors (TCIs), focuses on specific 
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non-catalytic nucleophiles78, instead of targeting catalytic residues. TCIs function by 

exploiting non-covalent binding interactions to position a reactive warhead (WH) near a 

poorly conserved nucleophilic residue in the active site of their biological target86. Such 

WHs, chemically attached to a carefully selected position of a non-covalent inhibitor, 

enable the subsequent irreversible modification of the protein, via the formation of a 

covalent linkage with the targeted residue. TCI candidates are now widely explored in 

drug discovery programmes and some TCI drugs have recently been approved by the FDA 

such as afatinib (Boehringer Ingelheim 2013) and neratinib (Pfizer 2017) (Figure 1.15). 

These examples are covalent inhibitors of tyrosine kinases, targeting a cysteine residue at 

the periphery of the active site. Such drugs are currently the frontline treatment in 

oncology87 and have a major impact on human health as well as on pharmaco-economics78.  

The expansion of TCIs has been facilitated by the recent development of advanced and 

specialized computational tools81,82 offering a new perspective to covalent drug 

design81,88,84,82. 

Interesting systematic studies have recently been published in which the authors have 

tuned the reactivity of electrophile warheads toward a non-catalytic residue of different 

enzyme targets81,89,90,91. It has been proven that reactive electrophiles do not react 

indiscriminately with any biological nucleophile which suggests that selectivity of 

covalent drugs can be achieved. Such studies provide insights into the safety and efficacy 

profiles of covalent drugs and encourage the expansion of this therapeutic class.  

More details regarding the design and potential applications of TCIs will be provided in 

chapter 3, alongside relevant examples. 
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Figure 1.15. Example of covalent drugs. The site of covalent interaction is shown in red. 
 
 
Despite the key role of GTs in virulence and infection and the great potential of covalent 

inhibitors, irreversible modifiers of bacterial GTs remain extremely rare to date, with only 

two known examples: I7, presented in the previous section, and I8, originally designed 

for a human GT (Scheme 1.3). I8 was identified as a covalent modifier of eukaryotic O-

linked N-acetylglucosamine transferase (OGT), a human enzyme responsible for the 

transfer of  β-O-GlcNAc to different protein acceptors thereby modulating cell signalling 

pathways92. The five-heteroatom dicarbamate of I8 acts as a neutral diphosphate mimic 

and is readily attacked by Lys842, an essential active site residue in the donor binding 

pocket. The resulting intermediate adduct is then displaced by the neighbouring Cys917 

forming an irreversible thiocarbamate cross-link in the active site of OGT (Scheme 1.3). 
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Scheme 1.3. Mode of action of cmpd I8, covalent modifer of human OGT92 (adapted from Walker 
et al., NCB 2012) 

 
 
Interestingly, I8 also had the ability to inactivate MurG, a key bacterial GlcNAc transferase 

with a similar structure to OGT92. Therefore, this study provides evidence that the rational 

design of covalent inhibitors on a model system can be successfully applied to a wider 

range of structurally related enzymes. Additionally, there is clearly a discrepancy between 

the great potential for covalent inhibitors for bacterial GTs and the current significant lack 

of such molecules.  

 

1.9. Covalent probes and applications 

 
The recent growing interest in irreversible modifiers for drug design purposes, and the 

associated increase in the development of covalent inhibitors, has provided a 

sophisticated molecular arsenal to enable the development of covalent chemical probes. 

In chemical biology, the design of small molecular tools, commonly called chemical 

probes, for direct analysis of enzyme activity in native biological systems has undergone 

explosive growth in recent years93. This is an area where organic chemistry contributes 

immensely to chemical biology research. Usually derived from a covalent inhibitor 

scaffold, covalent probes have the ability to irreversibly attach to their target protein 

enabling a wide range of applications such as proteomics profiling94,95, target 

identification96,97 and live cell labelling and imaging98. Covalent probes can be classified 

into two categories: activity-based probes (ABPs) (also known as mechanism-based 
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probes) and affinity-based probes (AfBPs). The design of ABPs, structurally derived from 

substrate analogues, requires a full understanding of enzymatic mechanisms. To exert 

their labelling functions, ABPs require to be applied on catalytically active enzymes as 

they used the enzymatic machinery to form a covalent complex with their target. ABPs 

remain chemically inert and cannot function as covalent probes on inactive enzymes. In 

contrast, AfBPs do not require participation in the enzymatic mechanism. In this case, 

labelling is achieved by binding and subsequent non-specific covalent attachment at a 

specific site on a protein (not necessarily an enzyme active site). The distinction resides 

in the need for a catalytically-active enzyme: ABPs are dependent on a catalytically active 

enzyme while AfBPs are not99. 

Such chemical probes are carefully designed and contain a reactive warhead (WH) 

attached to a recognition motif for the binding and covalent modification of its biological 

target. They also possess a reporter tag, to facilitate target characterization, such as 

fluorophores, biotin (1-step labelling) or latent analytical handles such as alkynes or 

azides, which can be modified by click chemistry methods to visualize protein targets 

post-labelling (2-step labelling). A linker region is also present to provide enough spatial 

separation between the reporter tag and the recognition motif, while also modulating the 

reactivity and specificity of the reactive / binding group. 

Activity- and affinity-based probes provide a “chemoproteomic” means for the detection 

and monitoring of specific proteins in a complex sample (cell extract, living cells or animal 

models). Activity-based protein profiling (ABPP) has recently emerged as a powerful 

technique allowing the global profiling and quantitative readout of specific enzyme 

families in complex proteomes. As this field moves into the post-genomic era, scientists 

are facing exciting challenges to decipher the emergent properties of the genome at the 

molecular level. Small molecular probes for the interrogation of the proteome are a mean 

towards achieving this. This will be discussed further in Chapter 5. 
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Additionally, ABPP has begun to find applications in the study of pathways involved in 

pathogenesis as beyond their use to perturb protein function, small molecular probes can 

also be applied to profile the activity levels of enzymes involved in different stages of 

virulence processes100,101. More specifically, because of the relevance of carbohydrates in 

bacterial virulence, glycoprobes, for the labelling of sugar binding proteins, are powerful 

tools for exploring biological mechanisms underlying pathogenicity102. While a sizable 

number of chemical probes have been developed for GHs103, only a limited number of 

molecular tools are available for GTs due to their complex multi-substrate mechanisms, 

their conformational plasticity104 and the lack of structural information for this class of 

enzyme. A more detailed review on available chemical probes for GHs and GTs will be 

provided in Chapter 4. 

 

1.10. Aims and objectives 

 
With the great challenges posed by AMR, there is an urgency to develop alternative 

antimicrobial strategies. Chemistry, via the synthesis of small molecular tools for the study 

of virulence and pathogenesis, can have a powerful impact on understanding how bacteria 

cause disease and spread resistance, which is essential for the discovery of efficient 

antibiotics. In pathogenic Gram-negative bacteria, for which inherent resistance is 

observed due to their physiology, surface glycoconjugates play a key role in pathogen / 

host interactions. LOS have been identified as a virulence factor, responsible for host 

immune evasion, and small molecular tools able to modulate their biosynthesis are of 

great interest for the development of anti-virulence agents. In Neisseria meningitidis, LgtC, 

a retaining galactosyltransferase, is responsible for the formation of a virulent 

digalactoside epitope in the LOS envelope and plays a key role in bacterial camouflage and 

immune suppression. Small molecular inhibitors of LgtC are therefore of great interest as 

chemical tools to study glycosylation pathways involved in bacterial virulence and 

pathogenicity. LgtC itself is, however, not considered as a great therapeutic target due to 



 
Chapter 1 

54 

 

the significant phase variability associated with its expression in pathogenic Gram-

negative bacteria. On the other hand, the practical accessibility of LgtC combined with its 

fully solved structure and its commonalities with other bacterial GTs, makes it an ideal 

model system for the study of bacterial GTs via the rational design of inhibitors and 

probes.  

 
Currently, there is only a limited number of LgtC inhibitors available, most of which are 

derived from the enzyme donor substrate. Recently, a non-substrate related inhibitor of 

LgtC was reported and evidence strongly suggests that it covalently modifies Cys246, a 

non-catalytic residue in the acceptor binding site of the protein. Despite the great 

potential of covalent inhibitors for the development of drug with increased potencies and 

prolonged effects, this is only the second example of a covalent inhibition for bacterial 

GTs. Although these examples have created an opportunity for the development of a new 

class of potent inhibitors for bacterial GTs, both current inhibitors have a flat, drug-like 

and non-substrate related scaffold which does not allow for an efficient occupation of the 

3D binding pocket, nor takes advantage of the great selectivity of GTs for carbohydrate 

scaffolds. Additionally, the fully solved crystal structure of LgtC enables the rational 

design of inhibitors which remains to date under-exploited.  

 
The aim of the project is the development of rationally designed carbohydrate-based 

covalent inhibitors of LgtC for the target of the non-catalytic Cys246 in the acceptor 

binding pocket. To achieve maximum selectivity, the acceptor substrate of LgtC, lactose, 

will be equipped with an electrophilic warhead to convert the molecule to a covalent 

inhibitor. 

 

 

 



 
Chapter 1 

55 

 

Towards this goal, three objectives were pursued: 

- Rational design by covalent docking105 for the identification of suitable positions on 

the lactose scaffold for the attachment of an electrophilic warhead  

- Synthesis of the best chemical targets106 identified through docking 

- Biochemical testing107 of synthesized molecules against recombinant LgtC 

 
Sequence alignment and structural data comparison reveals that non-catalytic cysteines 

are a common motif in the active site of many bacterial glycosyltransferases. Therefore, 

converting the substrate scaffold to a covalent inhibitor by attachment of a chemical 

warhead for the targeting of such cysteines may be a good strategy for the rational design 

of covalent inhibitors for a broad range of bacterial GTs. For reasons mentioned above, 

LgtC is an excellent model for exploring this approach. This project may therefore serve 

as a proof of concept study towards rational design of covalent inhibitors for bacterial GTs 

involved in virulence. 

 
Covalent inhibitors could be highly useful as tool compounds for anti-virulence strategy 

in inhibition studies. However, another key aspect which can contribute to developing 

efficient therapeutics is the identification of resistance and virulence markers. Therefore, 

covalent inhibitors can be chemically tuned into affinity probes for the labelling, imaging 

and identification of bacterial GTs in vivo and in cell lysates. Towards this goal, 

carbohydrate-based probes are of high interest as they allow the selective targeting of 

carbohydrate-binding proteins, something hardly achievable with standards drug-like 

probes. 

 
A secondary aim of the project is the synthesis of covalent carbohydrate-based probes for 

the labelling of LgtC and carbohydrate binding proteins recombinantly and in vivo. 
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The description of this work will be divided into four experimental chapters (Figure 1.16): 

 
- Chapters 2 and 3 describe the rational design of an acceptor-like covalent inhibitor of 

LgtC. The design relies on the chemical attachment of an electrophilic warhead at a 

specific position of the lactose acceptor scaffold for the covalent targeting of cys246 in 

the acceptor binding pocket of LgtC. The synthesis, characterisation and mode of action 

of a series of carbohydrate-based inhibitors of LgtC equipped with a chemical warhead 

will be discussed. 

- In Chapter 4, a covalent probe derived from the inhibitor scaffold is synthesised and 

fully characterised. The probe is used for the tagging of purified LgtC and in cell lysate 

and in vivo labelling. 

- Chapter 5 expands the applicability of the synthesised carbohydrate-based probe to 

more complex in vivo proteomics study on a pathogenic strain of Haemophilus 

influenzae. 
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Figure 1.16. Illustration of the project objectives: structure of the thesis 
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Disaccharide analogues as a scaffold for the 

covalent design of LgtC inhibitors 

 

 

 
2. Disaccharide analogues as a scaffold for the covalent design of LgtC inhibitors 
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In this chapter, the rational design for covalent inhibition, chemical synthesis and initial 

biochemical testing of a disaccharide series LgtC-inhibitors is discussed. Before 

presenting the results, we will discuss carbohydrate scaffolds as a template for the design 

of potent inhibitors and illustrate this with a few relevant examples.  

 

2.1. Introduction 

 

2.1.1.  Carbohydrates as a template for inhibitor design 

 
Carbohydrates have been identified as a rich source of inspiration for the design of GT 

inhibitors66. A great example is moenomycin, a carbohydrate-based natural product 

which, along with its derivatives, forms the only known group of antibiotics that inhibit 

bacterial peptidoglycan glycosytransferases, involved in the penultimate step of bacterial 

cell wall biosynthesis108. Its structure consists of a pentasaccharide and a chromophore 

group linked to a phosphoglycerate-lipid which mimicks the lipid IV chain of PG, the donor 

substrate of the enzyme (Figure 2.1.A). Effective against a variety of Gram-positive 

bacteria, moenomycin is one of the most active antibiotics (MIC of 0.05 µg/ml for S. aureus, 

10–1000 times better than vancomycin)109. However, it forms part of a relatively 

underexploited class of antibiotics due to its high lipophilicity and the unfavourable 

pharmacokinetic properties associated with this, which renders it unsuitable for systemic 

administration108. On the other hand, the low rate of resistance observed for moenomycin 

derivatives has revived the general interest in this underused class of antibiotics following 

the rise of multidrug-resistant pathogens. Recently, a novel monosaccharide scaffold 

which mimics the essential structure features of moenomycin was reported110 (Figure 

2.1.A). This was created based upon the structures of both moenomycin scaffold and 

previously reported GT sugar-based inhibitors111. With a smaller, more drug-like, 

hydrophobic tail, the novel class of compound exhibits in vitro inhibition comparable to 

moenomycin, with low toxicity and good efficacy in several in vivo models of infection110. 
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Kdo analogues are another good example of how carbohydrate can be used as templates 

for inhibitor design. Kdo, an ulosonic acid, is a critical component of the LPS envelop in 

Gram-negative bacteria (Figure 2.1.B). The biological activity of synthetic Kdo analogues 

has been tested over the years, highlighting the potential of this pathway for the discovery 

of new antibiotics112. The breakdown of Kdo biosynthesis is believed to result in 

accumulation of lipid A precursors, resulting in inhibited cell growth and reduction in 

pathogenicity, rendering the bacteria more suceptible to antibiotics. A study has shown 

the in vitro synergistic effect of Kanamycin and Fosfomycin with Kdo synthase inhibitors 

as antibiotic adjuvants, on the production and release of Vero toxins by E. coli O157113. 

With a short peptide sequence attached on their scaffold, this series of Kdo analogues was 

designed to permeate the cell through an oligopeptide permease system and be 

subsequently metabolised in vivo (Figure 2.1.B). While Kdo synthase inhibitors and 

antibiotics have no biological effects on their own, both antibiotics demonstrated 

remarkably strong inhibition of Vero toxin’s release through synergistic collaboration 

with KDO synthase inhibitors113. This series showed good antibacterial activity against 

Salmonella and E. coli strains. More interestingly, virulent strains of Salmonella 

typhimurium became non-virulent by inhibition of Kdo synthase, due to lipid A precursor 

accumulation in the outer membrane, causing structural perturbations. However, this 

mechanism of uptake provided a route to resistance (e.g. transporter mutations), and 

these compounds have not yet found clinical applications. Very recently, a concise route 

for the synthesis of Kdo analogues, comprising a tetrazole moiety as bioisosteric 

replacement for the carboxylic acid group was reported114 (Figure 2.1.C). Tetrazole 

compounds are more lipophilic and readily pass the phospholipid bilayer of biological 

membranes. Therefore, this may circumvent the observed resistance of Kdo analogues 

due to transporter mutations and allow such candidates to potentially find clinical 

applications in the future. 
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Figure 2.1. Examples of carbohydrate-based inhibitors of bacterial carbohydrate-active enzymes 
involded in resistance and virulence. 

 

The above examples, alongside many others66 indicate that sugar-based molecules are a 

great template for the design of potent carbohydrate-active enzyme inhibitors. 

Conventional “drug-like” non-carbohydrate screening libraries, with their planar and 

stereochemically indistinct structures, have failed to mimic the natural properties of the 

glycospace and therefore have had limited success against carbohydrate-active targets115. 

On the other hand, non-planar carbohydrate-based inhibitors are able to mimic the shape 

and binding of the substrate they replace which increases the level of interaction with 

their biological target. On top of this, to reach the desired biological effect, the inhibitor 

also needs to contain additional groups rendering them structurally different from the 

natural substrate and allowing target inhibition.  
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In the context of this project, for the rational design of carbohydrate-based covalent 

inhibitor of LgtC, an electrophilic warhead will act as the additional moiety required for 

inhibition and anchoring. 

 

2.1.2.  Targeted covalent inhibitors: design and carbohydrate-based examples 

 
Targeted covalent inhibitors (TCI) are a recent and rapidly developing approach towards 

the design of covalent inhibitors. As described in Chapter 1, the development of TCIs relies 

on a structure-based design by exploiting non-covalent binding interactions to position a 

reactive warhead (WH), whose position on the inhibitor scaffold has been carefully 

selected, near a poorly conserved nucleophilic residue in the active site of their biological 

target86. This strategy enables the subsequent irreversible modification of the enzyme, via 

the formation of a covalent linkage with the targeted residue (Figure 2.2).  

 

 

Figure 2.2. Structure-based design of TCI 

 

Acrylamides, which are Michael acceptors, haloacetamide and epoxide motifs are among 

the most commonly used WHs. They typically modify cysteine residues, with examples of 

threonine and histidine modification reported for epoxide containing inhibitors (see 

3.1.2). Recent in vitro91 and computational81 studies have shown that the initially feared 

promiscuous reactivity and off-target selectivity of electrophilic WHs may well be 

overestimated. A systematic study has tested a combinatorial library of 72 fragment-like 
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compounds from the reaction of six electrophilic moieties (including chloroacetamide and 

acrylamide WHs) with eleven unreactive moieties, against eleven enzymes from viral, 

bacterial and human origin91. The aim of the study was to assess the selectivity and feared 

promiscuous binding of electrophiles to proteins. Interestingly, the authors found that the 

degree of promiscuity was significantly lower than anticipated. Acryl- and chloro-

acetamides specifically are believed to be highly reactive motifs and exhibit a surprisingly 

low non-specific reactivity. This indicates the need of a specific scaffold for target 

recognition allowing a strong non-covalent binding from which the irreversible 

modification can occur. These results suggest that chloroacetamide and acrylamide are 

highly suitable WHs for the design of TCIs91. 

 
Recently, Titz et al. have developed the first cysteine-targeting covalent inhibitor of 

carbohydrate binding sites by rational structure-based design. They report a galactose-

based covalent inhibitor of LecA, a virulent bacterial lectin from P. aeruginosa involved in 

cell adhesion and biofilm formation116 (Figure 2.3.A). The epoxide-containing sugar 

targets Cys62 in the carbohydrate binding domain. This elegant work combines the idea 

of exploiting the glycospace for the design of inhibitors for carbohydrate-active proteins, 

with the attachment of an electrophilic WH at a key position for the targeting a cysteine 

residue. A derived fluorescent probe was used for the LecA-specific in vitro imaging of 

biofilms formed by Pseudomonas aeruginosa116 (see 5.1.2.2). Very recently, the same 

group has developed a mannose-based inhibitor for LecB from P. aeruginosa117, a less 

conserved protein among P. aeruginosa strains than LecA and directly involved in biofilm 

formation118 (Figure 2.3.B).  The molecule was a potent inhibitor of biofilm formation 

without affecting bacterial viability, making it an attractive candidate towards anti-

virulence therapeutics with reduced associated resistance. Despite its acrylamide-

containing structure, no covalent inhibition properties were reported for this inhibitor, 

however residence times to target were significantly increased117.  
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Figure 2.3. Inhibitors of bacterial lectins (reported by Titz et al.) 

 

To the best of my knowledge, the covalent inhibitor of LecA designed by Titz et al. is the 

only example of TCI design applied to a carbohydrate scaffold for the targeting of 

carbohydrate-binding proteins involved in virulence116. However, this strategy has not yet 

been successfully applied to proteins with catalytic activity. 

 

2.1.3.  Docking programmes for TCI design 

 
The growing interest in covalent drugs has resulted in a surge in the development of 

computational tools for the design of TCIs119. Although still significantly more developed 

for non-covalent drug design, docking programmes have evolved towards facilitating TCI 

design by enabling the rational selection of positions within the inhibitor scaffold for the 

attachment of an electrophilic trap. Docking programs predict binding and affinity of 

ligands and rely on two fundamental steps: the sampling of the conformational space of 

the ligand-protein complex, and the ranking of these conformations via a scoring function 

to predict the likeliness of a binding mode. Algorithms have recently been modified to 

accommodate bond formation between the target and the ligand, resulting in the 

identification of covalent poses which can be scored and ranked. CovalentDock82,105 is able 

to screen a library consisting of both covalent and non- covalent binders but only supports 

two covalent modifications: Michael addition (on cysteine residues) and β-lactam ring 

opening (on serine residues). CovalentDock has been used to discover novel Michael 

acceptor-containing inhibitors of RecA, involved in growth and survival of Mycobacterium 
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tuberculosis120. The docking program has also been exploited for the study of 76 covalent 

complexes, yielding an average root mean square deviation of 1.68 Å119. 

 

2.1.4.  TCIs against drug resistance 

 
Covalent drugs may find a powerful application for the development of efficient 

treatments for infectious diseases caused by drug-resistant pathogens78,83. TCIs offer the 

possibility of dual inhibitory mechanism which confers such drugs with a great potential 

for clinical success. In addition to the high affinity reversible occupancy of the binding site, 

irreversible target modification provides a second mechanism for inhibition should the 

pathogen attempt to evade the effect of the drug by mutation. Irreversible modifiers 

maintain activity against mutation acquired after treatment with traditional inhibitors as 

sufficient exposure to the covalent drug will result in fully inhibited targets even for 

resistant mutants reacting at a slower rate78. Additionally, repeated periods of temporary 

enzyme inhibition most likely promote the development of resistance mutations. As 

opposed to this, permanent target inactivation may prove extremely efficient towards 

preventing the emergence of resistance. Recent advances in Hepatitis C virus (HCV) 

research provide a great example of how irreversible inhibitors can be applied for the 

treatment of infectious diseases that have developed resistance to existing therapies. As a 

matter of fact, a novel irreversible Hepatitis C Virus protease inhibitor, active against 

clinical mutants resistant to standard treatment, has recently been reported89. 

Additionally, a covalent inhibitor of transcription factor LasR, a key component in the 

initiation of quorum sensing in Pseudomonas aeruginosa, has recently been reported121 

(Figure 2.4). Several potent reversible inhibitors of LasR had been identified prior to 

this122, but the high affinity of quorum sensing messenger 3-oxo-C12-HSL, the natural 

ligand of the protein (also known as OdDHL), had always been an obstacle for the 

discovery of efficient inhibitors. This novel inhibitor is a mimic of 3-oxo-C12-HSL with an 

additional tag targeting the covalent modification of Cys79 near the binding site (Figure 
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2.4). The irreversible modification of LasR results in the inhibition of gene expression 

regulated by quorum sensing therefore preventing the production of virulence factors and 

biofilm formation121,123. This was the first example of covalent inhibition of a quorum 

sensing receptor and provides a stepping stone towards novel strategies to combat 

antibiotic resistance as well as a tool to further unravel the complicated quorum sensing 

regulation in P. aeruginosa and other bacterial pathogens. 

 
 

 
 
TCI typically relies on the targeting of non-conserved amino acids as a strategy for 

achieving selectivity for covalent inhibitors. However, the rarity of the targeted residue 

may indicate that it is not essential for the function of the protein, therefore providing a 

route towards developing TCI resistance. On the other hand, in bacteria, many non-

catalytic residues are well-conserved among an enzyme family which suggests an 

important yet obscure role in the fitness of the organism78. Targeting such conserved non-

catalytic residues may therefore prove useful for the design of potent and effective 

inhibitors for bacterial GTs. 

 
 
 
 

Figure 2.4. Left: TCI for LasR in Pseudomonas aeruginosa based on natural ligand scaffold (3-oxo-
C12-HSL) Right: 3-oxo-C12-HSL (grey) in binding pocket of LasR (green)  
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2.2. Objectives 

 
Recently, a non-substrate based covalent inhibitor of LgtC from Neisseria meningitidis, a 

galactosyltransferase involved in virulence, was identified from screening75 (see 1.7.5.3). 

The inhibitor was shown to target cys246, a non-catalytic residue in the acceptor binding 

site of the enzyme. Inspired by these findings, the aim of the next two chapters is to design 

carbohydrate-based covalent inhibitors of LgtC for the targeting of Cys246 in the lactose 

acceptor binding pocket of the enzyme. In this first chapter, we will investigate if the 

lactose scaffold can be converted from LgtC-substrate to LgtC-inhibitor targeting Cys246, 

upon chemical addition of an electrophilic warhead (Scheme 2.1). Unlike the previous 

project, in which the inhibitor was discovered by serendipity, the work described here 

relies on a rational approach as the target molecules are investigated by covalent docking.  

 

 

Scheme 2.1. (a) LgtC reaction. LgtC catalyses the transfer of galactose from UPD-Gal donor to the 
terminal lactose of the lipooligosaccharide envelope. (b) Covalent inhibition strategy. Electrophilic 
lactose-like molecules are designed to covalently target Cys246, a non-catalytic residue located in 
the acceptor binding site. If the strategy is successful, a covalent adduct is formed via the 
irreversible condensation of Cys246 with E. 

 

 
Three objectives will be pursued: 

1) Structure-based design of electrophilic lactose-like compounds and identification 

of suitable positions on the lactose scaffold for the attachment of an electrophilic 

warhead by covalent docking105 (see 2.3) 

2)  Synthesis of best chemical targets106 identified through docking (see 2.4) 
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3)  Biochemical testing107 of synthesized molecules against LgtC (see 2.5) 

 
 

2.3. Structure-based design: Covalent docking 

 
For the development of lactose analogue covalent inhibitors of LgtC, suitable positions of 

the scaffold for the attachment of an electrophilic warhead must be identified. This was 

investigated using the CovalentDock Cloud interface105 (see 2.1.3). The structure of LgtC 

from Neisseria meningitidis solved in 2001 (PDB 1GA8) gave insight into its catalytic 

mechanism and provided the opportunity for the rational design of covalent inhibitors54. 

A specific interaction between Cys246 and the glucosidic hydroxyl O3 of lactose was 

reported54 (Figure 1.11, chapter 1). This indicates the proximity of the Cys246 residue and 

the glucose moiety of lactose within the acceptor binding pocket and allows for the 

rational selection of candidates to be tested in docking simulations. Supposing that the 

candidates were to adopt a similar binding as the natural acceptor, three positions of the 

glucose moiety of lactose appeared well places and were tested for their suitability for the 

attachment of the electrophilic WH (the anomeric position 1, and positions 2 and 3) 

(Figure 2.5). 

 

Figure 2.5. Three positions on the glucose moiety of lactose were tested for their suitability for the 
attachment of the electrophilic WH. Distance between hydroxyl group and thiol of cys246 (Å): 8.0 
(OH-1), 5.5 (OH-2), 3.4 (OH-3) 
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For the covalent targeting of a cysteine residue in the receptor, the algorithm in place can 

only simulate a Michael addition. A small library of six lactose and lactosamine derivatives 

was therefore docked against LgtC, with a Michael acceptor motif attached at the three 

tested positions via an ester or an amide linkage (Figure 2.6). Both the PDB and the ligand 

files were prepared as described in the experimental chapter (see 7.1).  

For each docking the program provided the following information:  

 
- The number of docking solutions (also called clusters), indicating the poses 

adopted by the ligand into the binding site with respect to Cys246. 

- The free energy which indicates the thermodynamic stability of each solution. The 

lower the free energy the more stable the ligand is in the binding site of the target 

protein. 

For our six tested candidates the results of the docking simulations are listed in Table 2.1.  

Table 2.1. Results from docking simulations. 

 
Electrophilic WH 
(position-linkage) 

Nb of clusters ΔG range (kcal/mol) 

1-NH 9 From-7,17 to -4,41 
2-NH 3 From -10,45 to -5,48 
3-NH 8 From -7,05 to -4,02 
1-OH 8 From -7,40 to – 4,24 
2-OH 6 From -7,07 to -3,99 
3-OH 7 From -6,62 to -3,69 

 
 
Compound 1, with the electrophilic warhead attached in position 2 of lactosamine, (Figure 

2.6, Table 2.1 highlighted in red) was identified as the best target for our strategy because 

of its minimal number of possible poses, lowest free energy and ideal position of 

electrophilic WH in relation to cys246. The binding calculated for 1 showed a high level of 

qualitative similarity to the binding of lactose, the natural acceptor substrate (Figure 2.6). 

This is an indication that our inhibitor candidates may show high affinity for the acceptor 

binding site of LgtC in which the cysteine of interest is located. Additionally, the docking 

solution of 1 indicates that the reactive end of the electrophilic warhead and the 
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nucleophilic thiol of Cys246 are separated by 1.8 Å which is ideal for a covalent bond 

formation (Figure 2.6.). 

From a synthesis perspective, the modification of a single glucosidic hydroxyl over others 

may be challenging because of selectivity issue. On the other hand, the greater 

nucleophilicity of amines over hydroxyls can be exploited for less challenging synthetic 

strategies. With the warhead attached via an amide bridge, the resulting inhibitor 

candidate would also show greater stability in solution as it would be much less subjected 

to hydrolysis. Because of the above, as well as the observations made from the docking 

simulations and the reported synthetic accessibility of 2-lactosamine106, candidate 

inhibitor 1 was taken forward.  

 

Figure 2.6. Structure-based design of disaccharide covalent inhibitors. Docking of a small library 
of lactose and lactosamine derivatives against LgtC (PDB 1GA8) , with a Michael acceptor motif 
attached at different glucosidic positions of lactose. Bottom left: Structure of 1, best target identified 
through docking, Bottom right: Docking simulation solution. Donor and acceptor substrates (grey) 
are shown in their respective binding pocket of LgtC (wheat).  1 (green) binds to acceptor binding 
site and reactive carbon of Michael Acceptor group is located 1.8 Ǻ from cys246 (yellow) 
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2.4. Chemical synthesis of disaccharide chemical targets 

 
The structure-based design of disaccharide candidates described above identified 2-

lactosamine derivatives as the best candidate to take forward. Two disaccharide 

derivatives have therefore been synthesised: 1 containing an acrylamide WH directly 

identified via docking and 2, containing a chloroacetamide WH (Scheme 2.2). In the 

introduction to this chapter, chloroacetamide and acrylamide have both been described 

as highly suitable WHs for the design of TCIs91.  1 and 2 were synthesised from lactulose 

via the Heyns rearrangement, allowing the formation of key intermediate 2-lactosamine 

hydrochloride, from which the WHs can be attached106. In this section, before discussing 

the chemical synthesis of 1 and 2 as well as the identification of a reaction by-product (not 

yet reported at the time). The mechanism by which the Heyns rearrangement occurs, will 

be briefly introduced. 

 

 

Scheme 2.2. Retrosynthesis of disaccharide candidates 1 and 2 
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2.4.1. Mechanism of the Heyns Rearrangement  

 
Because of their relevance in living organisms, the synthesis of 2-deoxy-2-amino sugars 

has been extensively studied. First discovered in the early 50’s for the formation of 2-

deoxy-2-aminoglucose by reaction of  D-Fructose with ammonia124, 125, 126 (Scheme 2.3), the 

Heyns rearrangement has been described as the easiest and cheapest way to synthesise 

2- deoxy-2-amino sugars106.  

 

Scheme 2.3. Heyns Rearrangement of D-Fructose 

 
 
Initially, the reported reaction yields were low: around 10% with rare exceptions of up to 

30% depending on the reaction conditions125. In the late 90’s Wrodnigg and Stütz 

developed modified reaction conditions and managed to substantially increase the 

reaction yields, making it viable on a preparative scale127.   

More recently, in 2015, Shanchez Viesca and Gomez proposed a novel reaction mechanism  

for the Heyns rearrangement and explained the observed regioselectivity for a C2-C3 

reaction over a C1-C2 reaction128 (Scheme 2.4). Due to its greater acidity, the primary 

alcohol at C3 is a better H-bond donor. The hydrogen bond with the primary alcohol at C3 

is therefore preferred over a H-bond with the secondary alcohol at C1128. The nitrogen 

atom acts as a Lewis base and promotes an internal oxido-reduction reaction: C3 is 

oxidized while the nitrogen atom is reduced. This 1,4 hydrogen transfer occurs via a cyclic, 

concerted five-membered reaction mechanism (internal catalysis)128 (Scheme 2.4). 
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Scheme 2.4: Proposed mechanism for the Heyns Rearrangement 

 
 

2.4.2.  Discussion of disaccharide chemical targets synthesis: cmpds 1 and 2 

 
1 was prepared via the Heyns rearrangement from commercially available lactulose106, 

using the route described in Scheme 2.5. The appealing factor of this route relies on the 

fact that compound 6 is a key intermediate from which different electrophilic warheads 

can be attached in order to generate a small library of electrophilic lactosamine-like 

compounds.  
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Scheme 2.5. Synthesis of target molecules 1 and 2. Reagents & Conditions: (i) BnNH2 (solvent), 
45°C, 40 hours (ii) 10% glacial AcOH in MeOH, rt, 2 hours, 50%, (iii) H2 (5 bars), Pd(OH)2/C cat (0.3 
eq), 2:1 water/dioxane, HCl pH=1-2, 24 hours, 90%, (iv) acid anhydride (3 eq), TEA (2eq) in DMF, 
20-25%.  

 
 

2.4.2.1. Step (i): Addition of benzylamine to lactulose 
 
The first step involves the nucleophilic attack of benzylamine at the anomeric position of 

lactulose to yield intermediate 3. The proposed mechanism for this step is shown in 

Scheme 2.6. Lactulose is in an equilibrium between two isomeric forms: the closed and 

the opened-ring states. In the opened-ring structure of lactulose, the carbonyl can be 

readily attacked by the excess of nucleophilic benzylamine present in solution. After 

release of water and ring closing, compound 3 is formed. The ring closure can be initiated 

by two distinct hydroxyl groups attacking the imine intermediate, therefore both isomers 

3a and 3b, are generated. 
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Scheme 2.6. Mechanism for step (i): formation of isomers 3a and 3b  

 

Lactulose was heated in benzylamine for 40 hours at 45°C and the reaction was monitored 

by TLC (DCM: MeOH: NH4OH, 1:1:0.1). After removal of the excess of benzylamine, TLC 

showed that the residue contained a mixture of two products (A, rf= 0.4 and B, rf= 0.8) 

(Figure 2.7). 3a and 3b are closely related structural isomers and are not expected to 

exhibit such a significant difference in retention on TLC. Therefore, this observation can 

only be explained by the presence of a secondary product in the reaction mixture which 

had to date, never been reported. This would also explain the relatively low yield obtained 

for this step (50%). Following the reaction procedure116, the residue obtained from step 

(i) was taken forward as is without further treatment. Therefore, the secondary product 

was isolated and characterised in the following step. 

 

2.4.2.2. Step (ii): Heyns rearrangement 
 
The second step is the Heyns rearrangement which generates 5 from 3. The presence of 

acid in the reaction mixture promotes the internal catalysis initiating the formation of the 

Heyns product106 (Scheme 2.7). The two isomers of compound 3 both lead to the 

formation of compound 5 under those conditions (Scheme 2.7). An alternative ring closing 
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process could lead to the formation of the isomer 5’. However, being an unstable seven-

membered ring, 5’ is unlikely to be formed. 

 

Scheme 2.7. Mechanism for step (ii): formation of 5 from 3a and 3b 
 
 
TLC (DCM: MeOH: NH4OH, 1:1:0,1) show that product A formed in step (i) disappears to 

form a slightly less polar product: C (rf= 0.5) (Figure 2.7). On the other hand, it is observed 

that product B formed in step (i) was not modified upon rearrangement conditions. This 

suggests that product A formed in step (i) was the expected product of the reaction: 

compound 3 (showing as a smear due to the presence of two isomers) while product B 

was most likely the secondary unreported product. 
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Figure 2.7. TLC (DCM: MeOH: NH4OH, 1:1:0,1) after step (i) and step (ii) of disaccharide candidates 
synthesis. Cmpd 3 is converted to compound 5 under acidic conditions. By-product is unmodified. 

 

Successful purification by normal phase chromatography allowed for a good separation 

of both B and C. MS analysis of product C was consistent with the expected mass of 

compound 5 (m/z= 432, corresponding to the [M+H]+ ion).  Additionally, MS analysis 

revealed a mass of m/z= 521 for product B which gave insight into its structure. This mass 

corresponds to the addition of a second equivalent of benzylamine on 3 and the release of 

a water molecule (431+107-18 = 520). This is consistent with the 1H NMR spectrum of the 

secondary product, clearly showing an additional aromatic region compared to compound 

5 (Figure 2.8). Benzylamine is present on large excess in the first step of the reaction. 

Therefore, a second equivalent of benzylamine can attack the imine in the opened-ring 

form of 3, which, followed by the loss of a water molecule, lead to the formation of 4 

(Scheme 2.8).  

The fact that by product 4 does not seem to be rearranged under acidic condition can be 

explained by steric effect (Scheme 2.8). The two benzylamine groups provide too much 

hindrance for 4 to undergo rearrangement.  Alternatively, the rearrangement may have 

occurred, and unlike compounds 3 and 5, 4 and its rearranged isomer may not be 

separable by normal phase under these conditions. 
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Scheme 2.8. Proposed mechanism for the formation of bis benzylated by product 4 from 3a and 
3b in step (i) of the synthetic route. 

 

During the course of these studies, the identification of by-product 4 had not yet been 

reported. These observations were therefore novel discoveries regarding the Heyns 

Rearrangement. Hederos et al. later reported similar observations, however the structure 

and mechanism by which the formation of their by-product, cmpd 7, is formed differs from 

our own observations129. (Scheme 2.9). 
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Scheme 2.9. Reported mechanism for the formation of bis-benzylated by product 7 under acidic 
conditions 

 

M. Hederos et al.  describe the formation of compound 7 to occur from the rearranged 

compound, exclusively under acidic conditions129. However, our observations were clear: 

the formation of the secondary product occurs during the first step of the synthesis during 

which the conditions are not acidic (BnNH2, 45°C). Additionally, all excess benzylamine 

was washed off by the time compound 3 is put through step (ii) conditions (10% glacial 

AcOH in MeOH). This confirms that the bis-benzylated by product can only be formed 

during step (i) and that its formation does not occur under acidic conditions. Additionally, 

as reported in the literature, my own observations show that the Heyns rearrangement 

only happens under acidic condition as no trace of compound 5 (TLC spot C) was observed 

when monitoring step (i) by TLC. Additionally, the 1H NMR spectrum of the secondary 

product is consistent with the proposed structure for the secondary product as no 

anomeric proton signals are present in the molecule, indicating that the anomeric carbon 

is quaternary (Figure 2.8). My own observations all converge towards compound 4 being 
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the correct structure for the secondary product obtained rather than the reported 

compound 7. A summary of these differences is laid out in Scheme 2.10.  

 

Figure 2.8. 1H NMR of 4 (red) and 5 (green). An addionnal aromatic region is observed for 4 which 
is consistent with an extra benzyl group present on the molecule. No anomeric peak is observed 
for 4 which is consistent with the proposed structure in which the anomeric carbon is quaternary. 

 

 

Scheme 2.10. Summary of reported literature and observations made regarding the nature of the 
bis-benzylated by product. 
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These observations, although interesting from a synthetic point of view are not crucial 

regarding the end goal of the project. Therefore, I analysed them to the best of my capacity 

and decided to move forward towards synthesising my target molecules from 5. 

 

2.4.2.3. Characterisation of cmpd 5: 2-N-benzyl lactosamine 

 
The free hydroxyl at the anomeric position of compound 5 confers a flexibility to the 

molecule as it can exist in both a closed and opened ring state. For this reason, the 

molecule epimerises making the stereochemistry at the anomeric position not fixed. As 

expected, compound 5 is obtained as a mixture of anomers, with an α:β ratio of 1.4:1 

(Figure 2.9 A).  

Although the complexity of the 1H NMR spectra does not allow for the identification of 

each individual proton signal, the characteristic anomeric peaks are well defined (Figure 

2.9 A). Due to a strong orbital overlap between H1 and H2 in the β-anomer, a large J1-2 

coupling constant is observed (J1-2 β = 8.5Hz) compared to a smaller J1-2 in the case of the 

α-anomer (J1-2 α = 3.5Hz) (Figure 2.9 A). Additionally, 2D correlation spectroscopy (COSY) 

provides a clear identification of H2 proton for each anomer which allows for further 

confirmation of the α:β ratio (Figure 2.9 A and B).  

The obtained α:β ratio is unsurprising. It can be explained by the anomeric effect, a 

stereoelectronic effect by which an heteroatom at the anomeric position of a sugar tends 

to adopt an axial orientation rather than the usual less hindered equatorial orientation 

due to the stabilising interaction between the lone pair of the endocyclic oxygen and the 

σ* orbital of the exocyclic C-O bond (Figure 2.10). Additionally, the α anomer is stabilised 

by an intramolecular hydrogen bond between the amide group and the hydroxyl at the 

anomeric position, forming a favourable 5-membered ring. This stabilising H-bond cannot 

exist in the β anomer (Figure 2.10).  
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(A)

  

(B)

 

 
Figure 2.9. (A) 1H NMR of 5 in D2O. 5 is a mixture of α and β anomers in the ratio 1.4:1. (B) 2D 
correlation spectroscopy (COSY) of 5 which enables the identification of H2 proton. 

 

On the other hand, the analysis of the aromatic region in the 1H NMR spectra of 5 provides 

confidence that all excess benzylamine has been removed (9.1 aromatic protons obtained, 

5+ 5x0.7 = 8.5 aromatic protons expected) (Figure 2.9). 
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Figure 2.10. Strucutural and electronic explanations regarding the highest abundance of α-anomer 
in comparison to β-anomer. 

 
 

2.4.2.4. Step (iii): debenzylation by hydrogenation 

 

The third step is the formation of the hydrochloride salt 6 by removal of the benzyl 

protecting group of 5. This N-debenzylation step is a heterogeneous catalytic 

hydrogenation using hydrogen gas a reducing agent and a palladium catalyst. Pearlman’s 

catalyst (Pd(OH)2/C) is used as it has been reported to be very efficient for the 

hydrogenolysis of benzyl-nitrogen bonds130. It is important that the reaction proceeds 

under acidic conditions as it has been shown to drastically improve the reaction yields by 

increasing the polarity of the N-Bn bond and making it more electrophilic for surface 

hydride attack in hydrogenolysis131. The reaction was relatively slow (24 hrs) and 

required a high pressure of H2 (5 bars) but gave quantitative yields. It is important to note 

the safety risks associated with this type of reactions: the combined use of hydrogen gas, 

pyrophoric catalyst and highly flammable solvent (dioxane) in a pressurised environment 

(6bars) may lead to fire and explosions, if caution is not applied132. The reaction was 

carried out in a contained fume hood, on a Paar apparatus (mechanical shaking) using a 

vessel suitable for high pressure. Oxygen was removed from the vessel prior to the 

addition of hydrogen gas, and hydrogen was evacuated from the vessel before oxygen was 

allowed back in. The catalyst was later filtered off on celite and placed in a wet metal waste 

container. 
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2.4.2.5. Step (iv): Chemical attachment of the electrophilic warhead 
 
The last step is the attachment of the electrophilic warhead on the 6 via an amide 

formation. In this reaction the greater nucleophilicity of the amine over alcohol groups is 

exploited for the selective addition of the electrophilic warhead. The free amine is 

generated using triethylamine and both the acyl chloride and the acid anhydride were 

tried as a reaction partner. For the formation of both 1 and 2, the acid anhydride gave 

better yields and purer compounds than the corresponding acyl chloride. However, the 

yields remained very low (25% highest yield obtained for this step), which is most likely 

explained by the use of methanol as the reaction solvent which may quench the anhydride 

in situ. The high polarity of the candidate did not allow for any other solvent to be used 

due to solubility issues. The reaction was attempted in DMF but due to its high boiling 

point, significant amount of solvent remained in the product. Additionally, 1 and 2 were 

purified by cation exchange column, and a large amount of resin was needed to remove 

all excess triethylammonium salt, which inevitably leads to product degradation.  

An alternative synthetic strategy was attempted to overcome this polarity issue 

encountered: carrying out the synthesis on protected sugar (to allow for water extraction 

steps and normal phase chromatography purification) and deprotecting the molecules 

after attachment of the electrophilic warhead. 5 was successfully fully protected with Ac 

groups however the following N-debenzylation reaction of the protected sugar was 

unsuccessful even at 6 bars of H2 pressure for 48hrs. Therefore 1 and 2 obtained from the 

unprotected sugar synthetic route, were biochemically tested for their inhibitory property 

against LgtC. 

 

2.5. Biochemical testing 

 
Before discussing the biochemical testing of cmpds 1 and 2, the assay used for the 

evaluation of an inhibitor / substrate activity will be briefly introduced.  



Chapter 2 

 

85 

 

2.5.1. Phosphatase-coupled biochemical assay 

 
Wu et al. recently reported a novel assay which quantifies the GT activity by detecting the 

release of inorganic phosphate, a secondary product of the enzymatic reaction133. The 

principle relies on the addition of a UDP-selective phosphatase into the GT reaction, the 

free phosphate is then detected using the well-established colorimetric malachite green 

technique134. The direct proportionality between the amount of phosphate released and 

the sugar nucleotide consumed makes this method very useful for the calculation of 

accurate kinetic parameters. Additionally, the assay can be performed on a 96-well plate 

and quantified by a plate reader making it High Throughput Screening (HTS) compatible. 

Additionally, as most GTs are Leloir enzymes and use sugar-nucleotides as their donor 

substrate, this assay is applicable to a wide variety of enzymes. 

Our group has been working on the adaptation and optimisation of the assay developed 

by Wu et al.133 for the identification and characterisation of small molecule 

glycosyltransferase inhibitors107. The assay reproducibility has been significantly 

improved by addition of chicken egg-white lysozyme as a carrier protein to circumvent 

the protein losses through protein adhesion to plastic surfaces107. Also, the running cost 

of the assay was substantially reduced by using the inexpensive calf intestinal phosphate 

(CIP)107. This improved assay is now the standard technique used in the group for the 

biological testing of small molecules as potential GT inhibitors. The principle is shown in 

Scheme 2.11: LgtC transfers an α-galactose moiety from UDP-Gal to an acceptor, which 

results in the formation of UDP. The calf intestinal phosphatase (CIP) is used for the 

selective hydrolysis of UDP from which uridine and inorganic phosphate are generated. 

After a certain incubation time, Malachite A reagent, made of sulfuric acid and ammonium 

heptamolybdate tetrahydrate, is used to form a phosphomolybdate complex with the 

inorganic phosphate present in solution. Then Malachite B reagent (PVA and malachite 

green) is added and forms a phosphomolybdate-MLG complex which can be detected at 

620 nm, a wavelength not typically absorbed by most small molecules. All inhibition 
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assays were carried out in the presence of surfactant to suppress non-specific aggregation 

and avoid assay artefacts107. The assays were performed and analysed as detailed in the 

experimental section. 

 

 

 

Scheme 2.11. Principle of the phosphatase-coupled GT assay and principle of malachite green 
phosphate detection 

 
 

2.5.2. Evaluation of inhibition activity   

 
Using the biochemical assay described107 above, 1 and 2 were tested for their inhibitory 

activity against LgtC. Increasing concentrations of 1 and 2 were incubated for 20 mins at 

30°C with DDT activated LgtC, lactose acceptor (2mM) UDP-Gal donor (28μM) and all 

other assay components107. After addition of malachite reagent, the absorbance of each 

well was measured over 30mins. 1 and 2 were both identified as LgtC-inhibitors with an 

IC50 of 1.2mM and 330µM respectively (enzyme turnover=25%) (Figure 2.11. A). The 

assay was also performed against CIP alone as a control experiment and no activity was 
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observed against the phosphatase (Figure 2.11. B). This indicates that the activity 

observed is genuine for LgtC.  

 
 
Figure 2.11.  Biochemical testing of cmpds 1 and 2. (A) Inhibition assay against LgtC. General 
conditions: LgtC is activated with 5 mM DTT for 30 mins at 30°C and was incubated with lactose (2 
mM), UDP-Gal (28 µM), MnCl2 (5 mM), CIP (10 U/mL), CEL (1 mg/mL), Triton (0.01%) and inhibitor 
(0-1 or 4 mM) in 13 mM HEPES buffer (pH 7.0) for 20 min at 30 °C. The progress of the reaction 
was determined with malachite green as previously described. Each experiment was carried out in 
triplicate (technical). Error bars represent standard deviation. Data were plotted using GraphPad 
prism and fitted to “log(inhibitor) vs response variable slope (four parameters)” for the generation 
of the IC50 values. Results: Both 1 and 2 how inhibitory activity against LgtC with an IC50 of 1.2mM 
and 330µM respectively. (B) CIP control inhibition. The activity observed is due to a genuine 
inhibition of LgtC rather than an inhibition of the phosphatase used in the assay. (C) Unusual 
increasing in background reading upon increasing concentration of 1 and 2.  (D) Picture of 
background wells, showing an increase in colour intensity indicating an increase in release of UDP. 
 

In the assay, each data point is corrected for a background reading which accounts for 

non-specific hydrolysis (and traces of UDP in UDP-Gal sample). Background wells contain 

all components of their corresponding assay well, except for lactose, to prevent the 

enzymatic reaction to occur. The background reading usually stays roughly constant (0.3 

- 0.6µM) throughout the assay. In this case however, an unusual increase in the 

background reading was observed (Figure 2.11. C). This can be explained by mainly two 
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factors: the formation of precipitates in the well which affects the absorbance reading, or 

an unexpected amount of UDP being generated in situ.  In this case, no precipitate was 

observed however, a clear colour change could be observed by the naked eye (Figure 2.11. 

D) indicating an increase in absorbance at 620nm. The only changing variable in all 

background well is the presence and increasing concentration of 1 and 2. For lack of 

absorbance at 620nm for both 1 and 2 and as all other well components remain 

unchanged throughout, the above observation can only be explained by an increase in UDP 

generated in situ as a result of the increasing concentration of 1 and 2. This in turn implies 

that the LgtC reaction has occurred in background wells which suggests a residual 

substrate activity for both disaccharide candidates as a consequence of their acceptor-

based structure. Therefore, the LgtC-substrate activity of 1 and 2 needs to be assessed. 

 

2.5.3. Evaluation of substrate activity   

 
To better understand their behaviour towards LgtC, we tested compounds 1, 2 and 6 in a 

substrate assay (Figure 2.12. A). DTT activated LgtC was incubated for 20 mins at 30°C 

with UDP-Gal donor (28μM) and increasing concentration of 1 and 2, as the partner 

substrate of the reaction. We found that all 3 compounds show a residual substrate 

activity for LgtC. This is consistent with the observations previously made regarding the 

unexpected increase in background reading for the inhibition assay of 1 and 2. 

Interestingly, 6, the closest lactose analogue, was the most efficient altered substrate 

exhibiting a 14% UDP-Gal turnover at 2mM under the assay conditions (against 19% UDP-

Gal turnover for natural lactose acceptor under the same conditions). At the same 

concentration, 1 and 2 were able to turnover 9- and 5% of donor respectively in the same 

assay conditions which suggests that LgtC also tolerates the presence of the warhead on 

its substrate scaffold. These results indicate the great versatility of LgtC to recognise not 

only its natural substrate but also a variety of structural analogues. Both the substrate 

promiscuity of LgtC and its potential application as a synthetic tool was described by 
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Withers et al. 135,136. The wide range of analogues tested contained naturally occurring 

functional groups. However, we show herein that LgtC can also tolerate small synthetic 

functional groups. Although problematic in the context of this project, this suggests the 

potential widespread application of LgtC for synthetic chemistry purposes. More 

interestingly, these observations strongly suggest that the disaccharide inhibitors bind in 

the acceptor binding pocket of LgtC where Cys246 is present. However, using this 

biochemical assay, the residual substrate activity observed for 1 and 2 is not dissociable 

from their inhibitory properties, e.g. the data presented in Figure 2.11.A are not a good 

representation of the inhibitory activity of 1 and 2. They were therefore re-analysed by 

accounting for the background in the absence of disaccharide candidates to allow for a 

more reliable quantification of their inhibitory activity (Figure 2.12. B).  

 

 
 
Figure 2.12. Biochemical testing of cmpds 1 and 2. (A) Substrate assay of cmpd 1 and 2 for LgtC. 
Substrate assay conditions: LgtC is activated with 5 mM DTT for 30 mins at 30°C and was incubated 
with UDP-Gal (28 µM), MnCl2 (5 mM), CIP (10 U/mL), CEL (1 mg/mL), Triton (0.01%) and 
substrate (0-2 mM) in 13 mM HEPES buffer (pH 7.0) for 20 min at 30 °C. The progress of the 
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reaction was determined with malachite green as previously described. Each experiment was 
carried out in triplicate (technical). Error bars represent standard deviation. Data were plotted 
using GraphPad prism and fitted to “log(inhibitor) vs response variable slope (four parameters)” 
for the generation of the IC50 values and to “Michaelis Menten cruve” for the generation of the Km 
values. Results: Both 1 and 2 show residual substrate activity.(B) Inhibition of 1 and 2 corrected 
for background in the absence of disaccharide targets. (C) Difference in % of LgtC activity before 
and after background correction at 4mM of 1 and 1mM of 2. 

 

After re-analysis, the inhibition of both 1 and 2 was lower than initially observed. 

Unsurprisingly, correcting for the background in the absence of disaccharide analogue 

impacts more significantly on the activity of cmpd 1 as it was found to be a better LgtC-

substrate than cmpd 2. This was plotted in Figure 2.12. C. for the highest used 

concentration of 1 and 2 and the difference between non- and background corrected 

inhibition is indeed less significant for 2 than it is for 1. 

For direct comparison, 6 was also tested in an inhibition assay against LgtC (Figure 

2.13.B). As expected, the increase in background reading is more significant for 6 than 

cmpd 1 or 2 as 6 is a better altered substrate (Figure 2.13.A). After standard data analysis, 

a sigmoidal curve is obtained suggesting an inhibition activity for 6. However, when the 

data are corrected for the background in the absence of 6, a shift in the curve towards 

greater enzyme activity is observed (from 1mM) indicating a stronger substrate than 

inhibitory activity for 6 at this concentration onwards (Figure 2.13.B).  

Due to the dual nature of the disaccharide candidates, a robust experiment with our 

current biochemical assay cannot be performed as the concentration of disaccharide 

candidate present in solution at any time can never be known precisely. Additionally, the 

turnover of 1 and 2 leads to the presence of the trisaccharide enzymatic product in 

solution which may affect the outcome of the assay. Therefore, for all the above reasons, 

we believe that the dual nature of compounds 1 and 2 as substrates and inhibitors of LgtC 

does not allow for robust conclusions to be drawn as the quantification of one activity 

independently of the other is not achievable. Further analysis regarding the mode action 

of the disaccharide candidates were therefore not performed. 
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Figure 2.13. Biochemical testing of cmpds 6. (A) Increase in background reading upon increasing 
concentration of 6. Inhibition assay of 6 against LgtC (see general conditions in Fig 2.11) with and 
without background correction in the absence of 6. 

 
 

2.6. Summary and conclusions 

 
In this chapter, the synthesis and initial biochemical testing of rationally designed 

covalent lactosamine-based inhibitors of LgtC was described. The design, derived from a 

standard TCI strategy, was based on the idea that if an electrophilic warhead was attached 

at a specific position of the substrate scaffold it may be possible to convert it to a covalent 

inhibitor for the targeting for cys246 in the acceptor binding pocket. We therefore 

investigated at which position of the lactose scaffold it was best to chemically attach the 

electrophilic warhead to achieve the covalent targeting of cys246 in the acceptor binding 

pocket.  Compound 1, with a Michael acceptor warhead attached via an amide linkage at 

position 2 of lactose, was expected by computational simulations to bind near the cys246 

of interest in the acceptor binding site of LgtC. The chemical synthesis of cmpd 1 and its 



Chapter 2 

 

92 

 

chloroacetamide analogue (cmpd 2) was achieved over 4 steps with a 9 and 11% yield 

respectively. Although partially reported in the literature, the synthesis and compound 

characterisation were challenging due to the polarity of such free sugar molecules and the 

fact that they exist as a mixture of diastereoisomers. A reaction by-product was identified 

and inconsistencies between the reported literature and my own observations have been 

described.  

Both 1 and 2 are found to be inhibitors of LgtC but they also exhibit some non-negligible 

substrate activity for the enzyme. Complementing the reported literature135, this indicates 

the great versatility of LgtC to tolerate non-naturally occurring functional group in the 

substrate scaffold which can be exploited for the chemical synthesis of complex 

oligosaccharides. In the case of the project, these molecules will not be used any further 

as, with our current assay detecting the release of inorganic phosphate, the quantification 

of their properties cannot be studied separately. It is to be noted that with a different 

biochemical assay, relying on substrate depletion or primary product detection for 

example, a better data analysis may be achievable.  

Structural alignment and sequence analysis have shown that non-catalytic cysteines are a 

common motif in the active sites of many bacterial GTs75. The commonality of non-

catalytic residues among bacteria has been described before78 and targeting these 

residues, as opposed to non-conserved ones (typical of TCI design), was identified as a 

potentially useful strategy for the design of potent and effective inhibitors for bacterial 

GTs78.  Although unsuccessful so far for LgtC, this strategy may therefore be applicable to 

other biological targets with higher substrate selectivity than LgtC. The structure-based 

method herein developed may serve as a stepping stone towards the systematic 

development of covalent and selective inhibitors for bacterial GTs.                   
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In the previous chapter, it was concluded that direct substrate analogues, although 

inhibitors of LgtC exhibited some residual substrate activity which unfortunately made 

them unfit for purpose. Their putative covalent mode of action (MoA) was therefore not 

analysed. In this chapter, the synthesis, biochemical testing and MoA analysis of a non-

substrate, monosaccharide series of LgtC inhibitors will be described. Before discussing 

the results, a more detailed introduction on targeted covalent inhibitors (TCIs) will be 

provided.  

 

3.1. Introduction 

  

3.1.1. Kinetic model of covalent inhibition 

 
TCIs exploit the two-step mode of action of covalent drugs, characterised by initial non-

covalent binding and subsequent covalent bond formation (Scheme 3.1)78. The first step 

involves non-covalent interactions between the inhibitor molecule and the protein and is 

governed by the constant ki. These interactions stabilise a specific position of the complex 

from which the covalent bond can be formed. The subsequent formation of the covalent 

complex is characterised by the k2 constant. For a fully irreversible inhibitor, the 

dissociation constant k-2 is essentially zero, while for a fully reversible inhibitor the 

covalent adduct E-I does not form therefore k2= 0. On the other hand, reversible covalent 

inhibitors have finite values for both k2 and k–2 and encompass a range of behaviours 

between the two extremes for which the lifetime of the inhibited complex is typically 

governed by k–2. A time-dependant inhibition, which shows a significantly increased 

inhibitory activity upon increasing enzyme-inhibitor pre-incubation is characteristic of a 

covalent mode of inhibition. The design of covalent drugs requires careful optimization of 

both the reversible binding affinity (ki) and the reactivity of the electrophilic WH (k2). The 

stronger the non-covalent interactions between inhibitor and enzyme the faster the 
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kinetics of the first step. The reactivity of the electrophilic warhead governs the kinetics 

of the second step. 

 

Scheme 3.1. A two-step model for a covalent inhibition 

 
 

3.1.2. Electrophilic warheads (WH) for TCI design 

 
For the design of TCI drugs, a variety of reactive WHs that form irreversible links with a 

target are available. They differ in terms of their intrinsic reactivity and the type of amino 

acid they target. Among the most commonly used WH for the formation of irreversible 

bonds with biological targets are epoxides, Michael acceptors, haloacetamides and 

sulfonyl fluorides. 

 

3.1.2.1. Epoxides 
 
Due to their significant ring strain, epoxides are often regarded as too reactive for 

potential drug applications. However, some selective and relatively safe inhibitors bearing 

an epoxide group have been reported. A good example is fumagillin, an inhibitor of 

MetAP2, an enzyme up-regulated in many cancers. Fumagillin targets His231 in the active 

site via ring opening137 (Figure 3.1). Carfilzomib, a therapeutic agent for the treatment of 

multiple myeloma approved by the FDA in 2012, is another clinically relevant example138  

(Figure 3.1). Carfilzomib was rationally designed from the natural product Epoxomicin to 

target an N-terminal threonine residue of the proteasome resulting in the formation of an 



Chapter 3 

96 

 

irreversible ether linkage138. Recently, a bacterial lectin covalent inhibitor, bearing an 

epoxide group has also been described116 (see 2.1.2, Figure 3.1). 

 

3.1.2.2. Haloacetamides.  
 
Alkylating agents, such as haloacetamide WHs, are another well-established class of 

irreversible modifiers typically targeting cysteine residues. Although generally associated 

with significant toxicities (chemical warfare in World War 1), some recent efforts have 

been made to improve the selectivity of alkylating agents. For example, haloacetamide 

WHs have found applications in the development of selective TCIs for protein kinases 

targeting cysteine residues139,140 (Figure 3.1). Haloacetamide containing molecules have 

also been used to target acquired cysteine mutations in human cancer as opposed to non-

conserved cysteines in wild-type targets of interest. This has been demonstrated on an 

oncogenic G12C mutant of GTPase Ras, known to be exceptionally difficult to inhibit due 

to the high affinity of the protein for GTP/GDP (pM)141. A GDP analogue with an 

electrophilic chloroacetamide attached to the beta phosphate covalently modifies cys12 

present in the K-Ras G12C mutant only (Figure 3.1)141. Another example reflecting the 

relevance of haloacetamide WHs in drug design is RRX-001, a bromoacetamide-containing 

small molecule identified as a prooxidative vascular anticancer agent which is currently 

in phase III of clinical trials142.  
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Figure 3.1. Examples of TCIs, their electrophilic WH and mode of action 
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3.1.2.3. Michael acceptors. 
 
The third type of WH, which is amongst the most widely used nucleophilic trap for TCI 

design is the α-β unsaturated carbonyl. They are probably the most common WH and are 

Michael acceptors. The typical target of choice for these electrophiles is the thiol group 

from cysteine residues, the most nucleophilic among non-activated residues. Targeting 

catalytic or non-catalytic cysteines in an active site is becoming a popular strategy for TCI 

design. Examples of successful TCI research programmes are Afatinib, Imatinib and 

Ibrutinib, all FDA-approved anti-cancer drugs, which target cysteine residues in active site 

of protein kinases (Figure 3.1). In addition to this, many other Michael acceptor-

containing TCIs are effective against kinases, ATP- and GTPases86,143.  Although Michael 

acceptors commonly react with cysteine residues, an unexpected instance of covalent 

modification of a lysine residue has been reported144,145. While designed for the target of 

Cys17 in HSP72, a protein implicated in several cancers, the adenosine-based acrylate 

ester (Figure 3.1) reacted serendipitously with Lys56 instead144. 

 

3.1.2.4. Sulfonyl fluorides 
 
In contrast to cysteine targeting WHs, sulfonyl fluorides (SFs) are known to target not only 

serine residues (their most common target) but also lysine, tyrosine and in very few cases 

histidine residues146. Although not widely used for drug discovery purposes, SFs have 

found significant applications in the design of chemical probes in chemical biology and 

molecular pharmacology. Unlike sulfonyl chlorides, they are resistant to reduction and 

exhibit significantly improved thermodynamic stability146. The most common 

pharmacophores used to design SF containing probes are (2-aminoethyl)benzenesulfonyl 

fluoride (AEBSF) and 5’-fuorosulfonylbenzoyl 5’-adenosine (FSBA) (Figure 3.1). FSBA is a 

commonly used covalent inhibitor and activity-based probe of ATP-binding proteins. The 

SF motif replaces the phosphoryl groups of ATP and peptide mapping has shown that the 

conserved lysine in the ATP-binding site of kinases is the targeted residue147. In a recent 
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report, FSBA was used to label Hepatitis C Virus replicase by targeting residues Tyr382 

and Lys491148. Although the adduct of SF with a histidine residue is less stable than with 

Tyr and Lys, the FSBA analogue targets residue His130 in 5-phosphoribosyl-α-1- 

pyrophosphate synthetase of Salmonella typhimurium149. Originally discovered by 

serendipity, the reactivity of SF has made them great tools for chemoproteomics. 

However, caution should be exercised when using fragment-like SF inhibitors due to their 

intrinsic promiscuity. 

 

3.1.3.  Reversible TCIs 

 
Some other electrophilic WHs have the ability to form reversible covalent interactions 

with their biological targets via the formation of labile adducts150. A good example is the 

reversible transformation of an aldehyde motif with a serine residue for the formation of 

a hemiacetal. However, as aldehydes are too reactive and show poor selectivity, they have 

been replaced by boronic acid moieties, which are milder electrophiles and exhibit greater 

selectivity. This is the case of Bortezomib151, an FDA-approved drug covalently inhibiting 

the 20S proteasome (Figure 3.2). Recently, the combined action of boronic acid and 

aldehyde WHs was implemented in the development of a lysine targeting inhibitor of MCL-

1, a key factor in a wide range of human cancers responsible for protein-protein 

interactions152 (Figure 3.2). Via the formation of a stable iminoboronate, the boronic acid 

drastically slows down the rate of equilibrium of the imine formation reaction (reaction 

of lysine with aldehyde), prolonging on-target residence times for superior efficacy.  

Nitrile groups, with their mild reactivity, require proper positioning in the active site in 

order to trigger covalent bond formation via a (reversible) Pinner reaction with a serine 

residue. A good example of this is Saxaglipitin153, a nitrile-containing covalent inhibitor of 

the serine protease dipeptidyl peptidase IV (Figure 3.2).  
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Figure 3.2. Examples of reversible covalent inhibitors 
 
 
Taunton et al. showed that when combined with a Michael acceptor WH, nitrile groups 

increase the reactivity of the electrophile and tune it to react with cysetine residue in a 

reversible manner90. The electron withdrawing effect of the nitrile moiety increases the 

acidity of the α-hydrogen promoting the cleavage of the covalent adduct (Figure 3.3). 

Additionally, by manipulating the size of the substituent near the WH, it was possible to 

modulate the residence time. A large group increases the steric bulk around the 

cyanoacrylamide WH, creating a “cap” and preventing the breakdown of the adduct by 

neighbouring residues or water molecules154 (Figure 3.3). 

 

Figure 3.3. Nitrile-containing Michael acceptor for the WH reactivity tuning  
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3.1.4.  Monosaccharide substrates for LgtC 

 
In a relatively recent report, different carbohydrate scaffolds were investigated for their 

suitability as acceptor substrates for LgtC135. For example, benzyl β-D-cellobioside, whose 

structure differs from the natural acceptor by an equatorial hydroxyl group at position 4 

and an added benzyl group at the anomeric position, exhibits over 140-fold decrease in 

activity compare to lactose (Figure 3.4). As the anomeric position bearing the benzyl 

group points away from the binding pocket (see Figure 1.11), it is believed that the main 

reason for the reduction in activity is the inversion of stereochemistry at the galactose 

transfer centre. Monosaccharides were also tested in this study and all non-substituted 

sugars showed drastic reduction in activity (Figure 3.4). This was even more pronounced 

if the stereochemistry at position 4 was inverted compared to lactose (1200-fold decrease 

for D-glucose vs 800-fold for D-galactose). Interestingly, xylose showed the same level of 

activity as benzyl β-D-cellobioside and anomeric substitution resulted in largely increased 

substrate activity for monosaccharides135. 

 

 

 
Figure 3.4. Kinetic parameters for various carbohydrate-based LgtC acceptor substrates (from 
Lairson et al. Nat. Chem. Biol, 2006) 
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Following the disappointing results obtained in chapter 2, this study provides ground for 

the development of non-substrate carbohydrate-based inhibitors of LgtC. 

3.2. Objectives 

 
In the previous chapter, it was concluded that compounds 1 and 2, direct substrate 

analogues of LgtC exhibit dual properties: they are inhibitors as well as substrates of LgtC. 

For these reasons, they are unattractive as molecular target for the purposes of the 

project. In this new chapter, the objective was to develop another class of carbohydrate-

based inhibitors with no residual substrate activity and to study their inhibition activity 

and mode of action against LgtC. Unlike the lactosamine substrates described in the 

previous chapter, monosaccharides were identified as very poor acceptors of LgtC, with, 

in most cases, such slow kinetics that their substrate activity can be negligeable135 (Figure 

3.4). We therefore wanted to exploit this for the design of carbohydrate-based LgtC-

inhibitors with no residual substrate activity. The structure of LgtC shows the proximity 

of the Cys246 residue and the glucose motif of lactose within the acceptor binding 

pocket54, which suggests that conserving a glucose moiety may be reasonable. Therefore, 

this, combined with the reported negligible substrate activity of glucose (Figure 3.4) and 

the synthetic accessibility of glucosamine derivatives, provided enough evidence that we 

should next focus on glucosamine-based candidates for the design of non-substrate 

inhibitors of LgtC. 

 

 

Figure 3.5. Structural differences between mono- and disaccharide LgtC inhibitor candidates 
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In line with the literature135, we hypothesised that, unlike lactosamine derivatives, a 

glucosamine-based inhibitor may not be recognised by LgtC. This hypothesis relies on two 

main structural differences: the significant difference in the size of the molecules and the 

inversion of the stereochemistry at the Gal transfer hydroxyl (Figure 3.5). This chapter 

will discuss the chemical synthesis of cmpds 10 and 11, monosaccharide analogues of 

cmpds 1 and 2 (chapter 2), then the analysis of their inhibition, mode of action and binding 

against LgtC will be studied in detail. 

 

3.3. Chemical synthesis 

 
10 and 11 are known compounds, already reported in the literature, therefore their 

synthesis will be described briefly. 10 is a known anti-arthritic155 and has been used in 

two studies as a monomer for polymerisation strategies156,157 and 11 is a known fragment 

electrophile for proteomic studies95. In this project, 10 and 11 were synthesised in two 

steps from the commercially available per acetylated glucosamine hydrochloride salt with 

a 60% overall yield158. The first step is the attachment of the electrophilic warhead via 

amide bond formation on a protected sugar, followed by the removal of the sugar 

protecting groups by hydrolysis (Scheme 3.2). 

 

 
Scheme 3.2. Synthetic route for the formation of 10 and 11. Reagents & Conditions: (i) acyl chloride 
(3 eq), TEA (2 eq) in DCM, 1 hour, 75-90%, (ii) MeONa (4 eq), MeOH, 10 mins, 70%. 
 
 
As observed for the disaccharide series, both 10 and 11 were obtained as a mixture of α 

and β anomers (small and large J1-2 constant coupling respectively). The α anomer was the 

major product due to the stability provided by the anomeric effect as described in Chapter 
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2 (ratio α:β = 2:1) (Figure 3.6). Additionally, not unlike 1 and 2, the identification of 

individual proton signals in the 1H NMR spectrum of both 10 and 11 is challenging due to 

their unprotected carbohydrate structure and the presence of two anomers. Accounting 

for the presence of a mixture of anomers in the ratio 2 :1, the correct number of protons 

is identified for both 10 (10 protons for the α anomer + 0.5 x 10 for the β anomer = 15 

protons expected in total and 15.5 counted on spectrum) and 11 (9 protons for the α 

anomer + 0.5 x 9 for the β anomer = 13.5 protons expected in total and 13.5 counted on 

spectrum) (Figure 3.6). This, combined with the expected 13C NMR and MS spectra 

provided enough evidence that the right target molecules were synthesised. 10 and 11 

were then tested for their activity against LgtC.  

 

 
Figure 3.6. 1H NMR (D2O) spectra of compound 10 (A) and compound 11 (B). In both cases, a 
mixture of α and β anomers is obtained in the ratio 2 :1 For cmpd 10 the water peak does not allow 
for a good integration of the H1β signal. The signal corresponding to the electrophilic warhead 
attached is framed in red. 
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3.4. Initial biochemical testing: inhibition and substrate activity 

 

Using the malachite green colorimetric biochemical assay described in Chapter 2107 

(Scheme 2.11), the LgtC-substrate activity of 10 and 11 was first assessed. DDT activated 

LgtC was incubated for 20 mins at 30°C with UDP-Gal donor (28μM) and increasing 

concentrations of 10 and 11, as the partner substrate of the reaction. Increasing 

concentrations of the monosaccharide as the acceptor substrate partner does not result 

in any release of UDP, the secondary product of the enzymatic reaction (Figure 3.7). As 

hypothesised, this shows that neither of the monosaccharides 10 nor 11 have residual 

substrate activity for LgtC. In line with the literature, this indicates that, glucosamides 10 

and 11 are structurally too distinct from the natural substrate scaffold to be recognised 

and turned over by LgtC. 
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Figure 3.7. Substrate assay of cmpd 10 and 11 for LgtC (see Fig 2.12 for general conditions and 
data analysis). Neither of 10 nor 11 show residual substrate activity. Each experiment was carried 
out in triplicate (technical).  

 
Having assessed that neither of 10 nor 11 had any substrate activity towards LgtC, their 

inhibitory properties were then tested.  Increasing concentrations of 1 and 2 were 

incubated for 20 mins at 30°C with DDT activated LgtC, lactose acceptor (2mM) UDP-Gal 

donor (28μM) and all other assay components107. Both candidates exhibited an inhibitory 

activity against LgtC with an IC50 of 1.0 mM and 170 µM for 10 and 11 respectively 

(enzyme turnover=25%) (Figure 3.8. A). The assay was also performed against the CIP 
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alone as a control experiment and no inhibition of the phosphatase was observed (Figure 

3.8.B). This indicates that the activity observed is genuine for LgtC. 

 

Figure 3.8. Biochemical assay of cmpds 10 and 11. (A) Inhibition assay against LgtC (see Fig 2.11 
for general conditions and data analysis) Both 10 and 11 show inhibitory activity against LgtC with 
an IC50 of 1.0mM and 170µM respectively. (B) CIP control inhibition. The activity observed is due 
to a genuine inhibition of LgtC rather than an inhibition of the phosphatase used in the assay. 

 

Interestingly, 11 exhibited a 6-fold increase in activity compared to 10, indicating that the 

structure of the warhead plays an important role in inhibition. This may be explained by 

a greater intrinsic reactivity of the chloroacetamide WH over the Michael acceptor (MA) 

group. The greater potency of chloroacetamide was also observed for the disaccharide 

series. However, the dual nature of 1 and 2 does not allow for a clear and quantifiable 

understanding of their activity towards LgtC. For this reason, the behaviour of mono- and 

disaccharides will not be further compared.  

 

3.5. Investigations into the mode of action of monosaccharide inhibitors 

 
The non-substrate nature of both monosaccharide inhibitors allowed their putative 

covalent mode of inhibition to be thoroughly investigated. Three experiments were 

conducted towards assessing the irreversible modification of LgtC by cmpds 10 and 11: 

- Diafiltration: The enzyme activity in the assay mixture with the most potent 

inhibitor 11 was compared before and after dialysis. 
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- Time dependant inhibition: The inhibition activity of 10 and 11 was investigated 

with increasing enzyme-inhibitor pre-incubation time  

- Mass spectroscopy: The detection of the covalent adduct after irreversible 

modification of LgtC was attempted by MS.  

 

3.5.1. Diafiltration 

 
A dialysis experiment was first performed to gain insight into the mode of action of 11, 

the more potent inhibitor. LgtC was incubated with 11 (0.5mM) under the standard assay 

conditions laid out previously and the enzyme activity was recorded. The mixture was 

then filtrated and rinsed in order to remove all free assay components. Following this, the 

resulting activity of the enzyme was recorded again. Although the filtration was 

performed at 4°C, the enzyme inevitably loses activity over the course of the experiment, 

and initially, the basal enzyme activity levels after diafiltration were too low to allow for 

a robust interpretation of the data. To address this, the reaction volume was minimised to 

lower the subsequent filtration time. This resulted in a sufficient post-dialysis enzyme 

activity to allow for a confident analysis of the data.   
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Figure 3.9. MoA studies of monosaccharide inhibitors against LgtC.  LgtC activity in the presence 
of 11 before and after dialysis. General conditions: LgtC (activated with 5 mM DTT) was pre-
incubated with 11 (1 mM) or HEPES buffer, in the presence of UDP-Gal (28 µM), for 30 min at 30 
°C. Lactose (2 mM) and others assay components. The reactions were incubated for 20 min at 30 
°C. These samples were set up in duplicates for (i) the determination of enzyme activity before 
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diafiltration under standard assay conditions (ii) performing diafiltration: reaction mixtures were 
combined, washed with HEPES buffer and concentrated (x2) The enzyme activity after diafiltration 
(final residual volume) was determined under standard assay conditions. Results: LgtC activity is 
retrieved to basal level after dialysis.  
 
 

The inhibition of LgtC observed prior to dialysis was lost after several washes and the 

enzyme activity was retrieved to basal level (Figure 3.9). For a covalent inhibitor, due to 

the non-reversible enzyme inactivation, the inhibition is typically maintained after dia-

filtration. Therefore, this unexpectedly suggests a non-covalent mode of inhibition for 11. 

 

3.5.2. Time dependant inhibition 

 
As described in the introduction to this chapter, a covalent inhibition follows a two-step 

model (see 3.1.1). Increasing enzyme-inhibitor incubation prior to conducting the assay, 

allows for a greater proportion of the non-covalently bound inhibitor (1st step) to 

subsequently undergo the irreversible enzyme modification (2nd step). Therefore, over 

increasing enzyme-inhibitor pre-incubation time, a shift of the inhibition curve towards 

the left, corresponding to a reduction in the IC50 value, is expected. In order to further 

assess the mode of action of our monosaccharide inhibitors, a time dependant inhibition 

assay was then performed with increasing enzyme-inhibitor pre-incubation periods for 

both 10 and 11. Said pre-incubation was performed in the presence of UDP-Gal as it is 

known that the acceptor binding pocket of LgtC (assumed binding site of 10 and 11) forms 

in the presence of the donor substrate104 (see 1.7.3.1). Lactose is then added to the 

reaction mixture in order to start the enzymatic reaction.  

We observed that increasing the enzyme-inhibitor pre-incubation time had no significant 

effect on the IC50 values for cmpd 11 (Figure 3.10). For 10, there may be a shift in the curve 

from 90 mins, but this needs to be confirmed by repeating the assay with longer pre-

incubation times (Figure 3.10). However, after 100mins of incubation at 30°C, the enzyme 

degrades and loses most activity. For a covalent inhibitor, a time dependant inhibition is 

expected due to the non-reversibility of the inhibition.  Therefore, our results, in line with 
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the previous dialysis experiment, strongly suggest a non-covalent inhibition mode for our 

monosaccharide inhibitors.  
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Figure 3.10. MoA studies of monosaccharide inhibitors against LgtC. Enzyme-inhibitor pre-
incubation inhibition assay. Assay conditions: adapted from conditions given in Fig 2.11. After 
activation with DTT, LgtC was incubated with inhibitor (0-1 or 4mM) and all other assay 
components except lactose for a given time (0-90mins) at 30°C. Only then, lactose (2 mM), was 
added and the reactions were incubated for 20 min at 30°C. Results: Inhibition of 10 and 11 is 
independent of 10/11-enzyme pre-incubation which is consistent with a non-covalent inhibition 
mode. 
 

3.5.3. Mass spectrometry 

 
Finally, both 10 and 11 were incubated in a 10:1 ratio with DDT-activated LgtC for 1 hour 

at 30°C and the resulting reaction mixture was analysed by electrospray MS. For both 

monosaccharides, no covalent adduct with LgtC was detected by mass spectroscopy (see 

Appendix 3 Fig A3.1 & A3.2). In agreement with previous observations, this suggested a 

non-covalent inhibition for 10 and 11. 

 
Combined, the results obtained so far all indicate a non- (or very slow) covalent inhibition 

mode for our monosaccharide candidates, which was unexpected. In addition to this, a 

fluorescent probe derived from the most potent inhibitor 11 was synthesised as a fourth 

strategy towards assessing of the mode of action of our inhibitors. For the purpose of 

clarity, the ability of the probe to label LgtC will be described in chapter 4. 
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3.6. Investigation into the reactivity of the monosaccharides towards cysteine 

 
To gain a better understanding of the intrinsic reactivity of our monosaccharide 

inhibitors, both 10 and 11 were incubated with L-cysteine for 16 hours at 80mM in 

buffered D2O (pH7) and the reaction was monitored over time by 1H NMR. 

 

 
Figure 3.11. Monitoring of the reaction of 11 with cysteine (1:1, 80mM) by 1H NMR in buffered 
D2O. After 16 hours, no covalent adduct were observed. 

 

In the case of 11, no covalent adduct formation was observed by 1H NMR over a period of 

16 hours (Figure 3.11). Although this is consistent with previous observations, it was 

unexpected due to the wide use of chloroacetamide WHs for the targeting of cysteine 

residues for covalent inhibition159,86,91,160. However, it is important to note that the 

reactivity of an isolated cysteine can be significantly weaker than the amino acid within 

an enzyme, which can be activated by neighbouring residues.  
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Regarding compound 10, traces of covalent adduct formed over time, evidenced by 

depletion of the alkene signals as well as formation of new aliphatic peaks in the NMR 

spectrum (20% conversion over 16 hours) (Figure 3.12). This suggests that the barely 

significant effect observed at 90 mins pre-incubation time in the time dependant 

inhibition assay may be genuine (Figure 3.10).  

 

Figure 3.12. Monitoring of the reaction of 10 with cysteine (1:1, 80mM)  by 1H NMR in buffered 
D2O. After 16 hours, traces of covalent adduct were observed. 

 
 

The above experiments have allowed us to monitor the reactivity of our inhibitor towards 

cysteine over a long period of time (16hours). This was not possible with LgtC directly as 

the enzyme quickly degrades in solution. The results suggest a weak reactivity of 10, and 

more particularly 11, towards an isolated cysteine residue.  Inspired by a recent report 

on the reactivity of covalent WHs towards different isolated amino acids161, we performed 

a model study with fragment WHs to investigate the reactivity of our electrophiles. This 

enabled us to investigate the WH as an individual entity, without considering the effect 

that the sugar group may have on reactivity. 
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3.7. Reactivity model study 

 
An NMR-based model study was performed with commercially available warhead 

fragments (enamide and chloroacetamide) and their reactivity towards cysteine was 

investigated. Each fragment was incubated with L-cysteine at a concentration of 80mM in 

buffered D2O (pH7) and the reaction was monitored overtime by 1H NMR.  

 

Figure 3.13. Monitoring of the reaction of chloroacetamide WH fragment with cysteine by 1H NMR 
in D2O. After 3 days, no traces of covalent adduct is observed. 

 
While no covalent adduct was observed for the chloroacetamide warhead after 3 days 

(Figure 3.13), a slow reaction occurred for the enamide motif (50% conversion after 5 

hours) (Figure 3.14, top). In line with previous observations this indicates the greater 

reactivity of the enamide motif towards cysteine compared to the chloroacetamide WH.  

Interestingly, for the enamide group, the warhead alone reacted much faster than when 

attached to a sugar motif: 50% conversion after 5 hours vs 20% conversion over 16 hours 

respectively (Figure 3.14, bottom).  
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Figure 3.14. Top: Monitoring of the reaction of enamide WH fragment with cysteine (1:1) by 1H 
NMR in D2O. After 3 days, 50% conversion to covalent adduct is observed. Bottom: Plotting of % 
conversion (based on integrations) vs incubation time for 10 and corresponding WH model. The 
model warhead is more reactive towards cysteine than cmpd 10. 

 

Unsurprisingly, and in line with the literature161, a large increase in reactivity was 

observed for both ketone-based WHs fragments towards L-cysteine. Chloroacetone 

reacted relatively fast with cysteine (70% conversation after 80 mins) (see Appendix 3 

Fig A3.3) while the enone fragment showed complete conversion to covalent adduct after 
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20 mins (see Appendix 3 Fig A3.4). The electron donating effect of the amide group 

strongly lowers the reactivity of both electrophilic groups by stabilising the partial charge 

on the reacting carbon. However, such ketone based WHs are not used for chemical 

biology purposes as their extremely high reactivity would result in poor selectivity. 

Combined, the results of the NMR-based experiments strongly indicate the greater 

reactivity of the Michael acceptor WH in comparison to the chloroacetyl WH towards a 

cysteine residue. Additionally, the ability to target a particular amino acid depends on 

both the WH itself and the chemical environment around it. We have shown that the WH 

alone (fragment), reacted much faster with isolated cysteine than when attached to the 

free sugar motif. We hypothesised that the electron donating effect of a free sugar motif 

would stabilise the electropositive carbon of the WH, therefore making it less reactive 

towards a nucleophilic residue (Figure 3.15). For direct comparison, and confirmation of 

the hypothesis, the acetylated precursor of 10, cmpd 8, could be tested in a similar NMR-

based study. In theory, the electron withdrawing effect of the protecting group should 

have the reverse electronic effect and increase the reactivity of the WH in comparison to 

the fragment (Figure 3.15). However, this has yet to be tested and optimisation of the 

conditions will be required as cmpd 8 is not soluble in aqueous solutions. 

 

Figure 3.15. MA WH placed in order of increasing reactivity (proven and putative) 

 

Although these data are a model study on an isolated cysteine residue and do not reflect 

what happens in a much more complex protein environment, they provide insight 
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regarding the reactivity of the candidate compounds corroborate the non-covalent 

inhibition mode observed for 11 in the time scale tested. The observations gathered raise 

important questions regarding the design of carbohydrate-based covalent inhibitors as 

the results suggest that their reactivity may be much lower than expected. 

 

3.8. Attempted synthesis of bromoacetamide monosaccharide analogue 

 
To address the issues encountered above, the synthesis of 11’, an analogue of 11 

containing a bromoacetamide WH, was attempted. Bromide ion is a better leaving group 

than chloride ion, therefore the reactivity of 11’ towards a nucleophilic residue is greater. 

Although less widely used than chloroacetamide, the covalent modification of biological 

targets using bromoacetamide-based probe has been reported162,163. Additionally, a 

bromoacetamide-containing molecule is currently in phase III of clinical trials for anti-

cancer therapy (see 3.1.2.2). 

Peracetylated glucosamine hydrochloride salt was therefore reacted with bromoacetyl 

chloride for the formation of cmpd 9’ (Figure 3.16.A, step (i)) under the conditions 

previously described in Scheme 3.2. 1H NMR after normal phase chromatography shows 

the presence of a mixture of two products (ratio 3:1) with the same proton signals 

suggesting a very high level of structural similarity (See Appendix 2 Fig A2.1). Both 

compounds have a β-configuration at the anomeric position which excludes the possibility 

that a mixture of 9’ anomers was formed (See Appendix 2 Fig A2.1). All proton signals are 

superimposed except for the WH peaks (NH and CH2-X) which suggests that the structural 

difference is likely in this part of the molecule. The CH2-X signal of the minor product (3.98 

ppm) indicates that it is likely to be cmpd 9 previously isolated, while the major product 

(CH2-X, 3.76 ppm) appears to be the expected cmpd 9’. CH2-X protons are expected to be 

more shielded when X=Br than X=Cl. Mechanistically, this observation can be explained 

by the presence of chloride ions in solution (from the salt) which could displace the 
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bromide in 9’ for the formation of 9 (Figure 3.16.A). The greater reactivity of 9’ compared 

to 9 make this explanation plausible. 

(A) 

 

(B) 

 
Figure 3.16. Attempted synthesis of bromoacetamide analogue. (A) Synthetic route for the 
formation of 11’. Reagents & Conditions: (i) acyl chloride (3 eq), TEA (2 eq) in DCM, 1 hour, 75-
90%, (ii) MeONa (4 eq), MeOH, 10 mins, 70%. (B) LC-MS analysis of pure sample obtained after 
normal phase purification. Conditions: Eclipse XDB-C8 column, gradient: MeOH (0.1% TFA) in H2O 
(0.1% TFA) flow rate: of 1 mL/min, detecting at 210 nm.  

 

MS analysis confirms the hypothesis that the mixture after step (i) is composed of cmpd 9 

(Cl) and 9’ (Br) (Figure 3.16.B). These two compounds were not separable by normal 

phase chromatography under the conditions attempted (gradient 50-100% EtOAc in 

hexane and 10-30% Acetone in toluene). After deacetylation (step (ii)), a mixture of cmpd 

11 (Cl), 11’ (Br) and 11’’(OMe) are observed by MS (Figure 3.16.B). Due to the high 
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reactivity of 9’, methoxide ions can displace the bromide ion under these conditions 

resulting in the formation of 11’’ (Figure 3.16.A). Therefore, after deacetylation, a complex 

mixture of 11, 11’ and 11’’, was obtained. To date, the purification conditions attempted 

were unsuccessful (preparative HPLC, and normal phase chromatography), and therefore 

further investigation of 11’ was not possible. 

A study has shown that acryl- and chloroacetylamides exhibit a surprisingly low non-

specific reactivity suggesting the need for a strong non-covalent binding to position the 

WH in the vicinity of the target residue for successful covalent modification91 (see 2.1.2). 

Therefore, the above results may surprisingly indicate that these conditions are not met 

in our case which could be explained by a different binding mode than expected. Unlike 

compound 1 and 2, neither 10 nor 11 have residual substrate activity, therefore, so far, 

no evidence was gathered regarding the binding mode of the monosaccharides to the 

enzyme. To gain insight into this, substrate competition experiments were conducted. 

 

3.9. Substrate competition experiments 

 
To better understand the binding mode of our monosaccharides to LgtC, kinetic 

competition experiments were performed for the most potent inhibitor 11. First, the 

effect that the concentration of lactose substrate may have on inhibition was investigated 

under initial velocity conditions (enzyme turnover <10%) and fixed concentration of UDP-

Gal (100µM). The velocity of the reaction was calculated over 3 time points (0,10 and 20 

mins of incubation) and corresponds to the gradient of the linear curve [UDP] formed = 

f(t). Surprisingly, we observed that the inhibition cannot be overcome by increasing 

lactose concentration. The Michealis Menten curve in Figure 3.17 A. shows that Vmax is 

decreased with increasing inhibitor concentration, but the substrate binding is mostly 

unaffected (Km unchanged). This is characteristic of a non-competitive inhibition mode 

for lactose and raises the possibility that, unexpectedly, 11 may bind outside the acceptor 
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binding site. The same experiment was therefore performed to test for potential donor 

competition at low enzyme turnover (<10%) and fixed concentration of Lactose (5mM). 

Similarly, we found that the inhibition of 11 was non-competitive for UDP-Gal, the donor 

substrate of LgtC (Figure 3.17 B). The above results therefore indicate that 11 may bind 

outside the binding pocket of LgtC. 

 

Figure 3.17. Substrate competition experiments for 11 (A) Lactose competition  Assay conditions: 
Activated LgtC was incubated with 11 (0-1 mM), UDP-Gal (100 µM), MnCl2 (5 mM), CIP (10 U/ml), 
CEL (1 mg/ml), Triton (0.01%) and lactose acceptor (1-15 mM) at 30 °C in 13mM HEPES buffer 
(pH 7.0). Velocity (d[UDP]formed/dt) was calculated at three times points 0, 10 and 20 mins of 
incubation. UDP-Gal turnover was kept <10%. Data were fitted to a Michaelis Menten plot with 
GraphPad Prism. Conclusions: 11 is non-competitive for Lactose. (B) UDP-Gal competition (see (A) 
for assay conditions) Alterations:  Fixed lactose concentration (5mM), increasing donor 
concentrations UDP-Gal donor (0-100 µM). Results:  11 is non-competitive for UDP-Gal. 

 

A potential explanation for these unexpected observations is that 11 may have the ability 

to occupy both active sites. However, this is unlikely as when assessing the competition 

for one substrate we ensured that the partner substrate was saturating its binding site. 
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These preliminary results suggest that 11 may have a very different binding mode than 

anticipated and may behave as an allosteric inhibitor, which would also be consistent with 

the absence of residual substrate activity observed for 11. Because of the relatively small 

size of our monosaccharide targets and the known function of LgtC as a carbohydrate 

binding protein, an allosteric binding mode for 11 may be possible. However, no other 

binding domain is known for LgtC, therefore this proposed binding mode remains highly 

hypothetical. 

 

3.10. Inhibition of non-electrophilic analogues 

 
Lastly, towards gaining a better understanding of the inhibition mode and the role of the 

WH for inhibition, two non-electrophilic monosaccharide analogues were tested: the 

saturated analogue of 10, cmpd 10s, synthesised in house using the route described in 

Scheme 3.2, and the commercially available N-acetyl-glucosamine (GlcNAc). These were 

tested against LgtC in an inhibition assay as previously described, including cmpd 10 as a 

positive control. Increasing concentrations of 10, 10s and GlcNAc were incubated for 20 

mins at 30°C with DDT activated LgtC, lactose acceptor (2mM) UDP-Gal donor (28μM) and 

all other assay components107.  

 
Interestingly, while GlcNAc had no inhibitory activity against LgtC up to 10mM, cmpd 10s 

inhibited LgtC with an activity comparable to its electrophilic analogue 10 (Figure 3.18). 

These results indicate the great importance of the presence of a substituent at the β-

position of the carbonyl for inhibition; as for GlcNAc, which lacks this feature, all inhibitory 

activity was lost. Additionally, the observed activity of non-electrophilic cmpd 10s may 

provide further evidence of the non-covalent inhibition mode for this series of inhibitors. 
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Figure 3.18. Inihibition assay of GlcNAc and cmpds 10 and 10s against LgtC (see Fig 2.11 for 
general conditions). 10s is an inhibitor of LgtC while GlcNAc has no inhibition activity. 

 
 
The dataset gathered so far for the monosaccharide series is highly intriguing and raises 

some important questions regarding both their mode of action and their binding. In order 

to get a definitive answer regarding these two aspects, some preliminary crystallography 

work with the aim of obtaining the structure of LgtC in complex with 11 was performed.  

 

3.11. Preliminary crystallography work 

 
LgtC (15mg/mL) was incubated with 11 (20mM) and the reported successful conditions 

for the crystallisation of LgtC in complex with analogue substrates were tried (50 mM 

NaOAc, pH 5.0, and 5–20% (w/v) PEG monomethylether 2000). Unfortunately, no crystals 

were obtained using this method. Coarse screen crystallography trays were then set up 

using the commercially available screening kits INDEX, PACT, JSCG and SALTRX. Out of the 

384 conditions screened, crystals had grown in two wells within 1 hour (Table 3.1). 

Interestingly, the two wells containing crystals corresponded to very similar screened 

conditions (~1M ammonium phosphate dibasic, pH=8.5). A fine screen plate was 

therefore set up (0.5 - 2M ammonium phosphate dibasic, pH= 7 - 10 in both solvents) with 

and without proteins (control wells). Unfortunately, the control wells (absence of protein) 



Chapter 3 

121 

 

also contained similar plate-shaped crystal which indicates that the obtained crystals are 

from salt rather than protein. 

Table 3.1. Crystallisation of LgtC in complex with 11: First set of coarce screens 

 

Crystals 
obtained 

  

Conditions 

JCSG E.8 
1 M Ammonium phosphate 

dibasic, 0.1 M sodium acetate  
pH 8.5 

Salt RX E.3 
1.5 M Ammonium phosphate 

dibasic  
0.1 M Tris  

pH 8.5 
 
 
To increase our chances, fresh enzyme was expressed and purified with an additional size 

exclusion chromatography step (compared to standard protocol described in Chapter 7). 

This resulted in an enzyme batch of very high purity (Table 3.2, SDS-page lane 6). The 

newly expressed batch of LgtC was used for crystallography without freezing, 

concentrated to 15mg/mL and incubated with 11 (20mM). Coarse screen crystallography 

trays were set up as previously and stored at 16°C. This time, in addition to the salt 

crystals obtained in wells JCSG E.3 and Salt RX E.3, new crystals formed in wells PACT H.6 

and INDEX H.9 within 3 days (Table 3.2). Unlike the previously obtained crystals which 

were hard, these were soft and malleable, which is characteristic of protein crystals. 

Additionally, formed over longer periods of time, these crystals have grown out of protein 

precipitation. They have formed under very different wells conditions and have a different 

shape than the previously obtained salt crystals. All the observations above indicate that 

the observed crystals may be of protein and similar morphology pseudo- nanocrystals 

have been reported before for CTB-MPR, a protein involved in HIV164. Further 

optimisation of the conditions developed for CTB-MPR protein led to full size crystals 
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which have allowed for the structure of the protein to be fully elucidated120. Therefore, the 

above results obtained for LgtC (Table 3.2) are promising and merit further investigation.  

Table 3.2. Crystallisation of LgtC in complex with 11: Second set of coarce screens 

 

LgtC 
purification   

 

Crystals 
obtained 

 
 

Conditions 

Pact H.6 
0.2 M Sodium formate 0.1 M Bis 
Tris propane pH 8.5, 20% (w/v) 

PEG 3350 

Index H.9 
0.05 M Zinc acetate dehydrate 

20% PEG 3350 

 

3.12. Summary and conclusions 

 
In this chapter, the synthesis, biochemical testing and mode of action study of two 

monosaccharide inhibitors of LgtC was described. 10 (Michael acceptor WH) and 11 

(chloroacetamide WH) are the glucosidic analogues of cmpd 1 and 2 respectively (Chapter 

2). They were chosen as suitable candidates following the very weak LgtC-substrate 

properties reported for glucose135. We therefore hypothesised that an additional WH on a 

glucosamine scaffold will not display any substrate activity. 10 and 11 were synthesised 

in two steps from commercially available per acetylated glucosamine hydrochloride, in 

60% yield. Unlike their disaccharide analogues, compounds 1 and 2 described in chapter 

2, and in line with our suppositions, neither of the monosaccharides showed residual 
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substrate activity for LgtC. Additionally, both monosaccharides exhibited inhibition of 

LgtC with an IC50 of 1.0 mM and 170 µM for 10 and 11 respectively. An NMR study into 

the mode of action of fragment WHs showed that on their own, acryl- and 

chloroacetamides are not highly reactive WHs, which is in agreement with the reported 

literature91. We have also identified that the sugar scaffold, with its electron donating 

properties, results in a further decrease in the reactivity of the WHs towards isolated 

cysteine residues. For acryl- and chloroacetamide-containing TCIs, this highlights the 

need for a strong ligand/enzyme non-covalent binding, to specifically position the WH in 

the vicinity of the activated target residue for successful covalent modification91. However, 

surprisingly, the analysis of the mode of action of 10 and 11 towards LgtC allows us to 

conclude with confidence that their inhibition mode was non-covalent, which may 

indicate a different binding mode than initially anticipated. In fact, the preliminary results 

of substrate competition assays suggest that the most potent inhibitor 11, may exhibit an 

unprecedented allosteric inhibition of LgtC. An unexpected binding with no nucleophilic 

residue in the vicinity may also explain the non-covalent mode of action observed for 11. 

However, at this stage, this remains highly hypothetical. Additionally, the biochemical 

testing of two non-electrophilic analogues (10s and GlcNAc) gave insight into the key role 

of a substituent in β-position to the carbonyl for inhibition, as the absence of such 

substituent resulted in total loss of inhibition. In order to gain a definite answer regarding 

the mode of action of the monosaccharide series, some preliminary crystallography work 

was performed, and promising conditions were identified for the formation of protein 

crystals which warrant further investigation. 

As mentioned in p.108, in parallel to the work discussed in this chapter, a fluorescent 

probe, derived from the structure of the most potent inhibitor 11, was synthesised as an 

additional method for assessing the inhibition mode of the monosaccharide. On the basis 

of the results obtained in this chapter, knowing that 11 does not bind covalently to LgtC, 

it may now seem out of place to design a covalent probe from a non-covalent inhibitor. 
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However, at the time no conclusion regarding the mode of action of 11 had been clearly 

drawn. In this chapter, we provided evidence that the chemical environment around the 

WH can have a significant impact on the its reactivity. Therefore, the addition of a chemical 

fluorophore on 11’s scaffold may affect the WH reactivity as well has the binding of the 

probe. The next chapter will discuss the synthesis and biochemical labelling of LgtC using 

said probe.
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Carbohydrate-based fluorescent 

probes for the labelling of LgtC 
 

 

 

4. Carbohydrate-based fluorescent probes for the labelling of recombinant LgtC 
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In parallel to the work described in the previous chapter, a fluorescent chemical probe, 

derived from 11’s scaffold, was designed with the primary aim of further assessing the 

mode of action of the monosaccharide towards LgtC. Additionally, should this probe be 

successful for the labelling of LgtC, it could be applicable to the labelling of a wider range 

of bacterial GTs. This was the secondary aim we were keen to investigate when designing 

the probe. This chapter will describe the synthesis of the probe, its structural and 

spectroscopic characterisation as well as its ability to label recombinant LgtC, in cell lysate 

and in vivo. Before discussing the results, existing covalent probes for GTs and GHs will be 

reviewed. The use of CuAAC for the design of potent carbohydrate-based probes and 

inhibitors will also be discussed. 

 

4.1. Introduction 

 
In chapter 1, the importance of phase variation as a key adaptation mechanism of 

pathogenic bacteria was described (see 1.7.2). We saw that the expression of LgtC was 

significantly subject to this biological phenomenon in a variety of Haemophilus and 

Neisseria pathogenic strains. This suggests that inhibitors of LgtC only have a limited 

potential as anti-virulence therapeutics. However, the development of covalent probes for 

the labelling of LgtC and other phase variable enzymes in vivo and in cell lysate can have 

far reaching applications, such as the identification and monitoring of resistance and 

virulence markers. Carbohydrates are a good template for probing virulence factors as a 

large class of virulence traits are involved in the regulation of surface glycoconjugates and 

are therefore carbohydrate binding proteins. Thus, although the impact of this project on 

the direct development of new therapeutics is limited, it can help towards a greater 

understanding of the molecular mechanisms underlying bacterial infections and host 

interactions, which is key for the development of novel and efficient antimicrobials. 
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In chapter 1, a general introduction on covalent probes was also provided (see 1.9). We 

discussed that they can be divided into two categories: activity-based probes (ABP), also 

known as mechanism-based probes (MBPs) and affinity labels (AfBP). ABPs are structural 

analogues and require activation by the enzyme while AfBP can be either substrate-based 

or non-substrate related. For covalent cross-linking, AfBP can be sub-divided into external 

trigger-dependant probes (i.e. UV radiation for photoaffinity labels) or intrinsically 

reactive probes. The latter react spontaneously with their target protein upon binding, 

due to the presence of an electrophilic WH for the targeting of noncatalytic residues such 

as cysteine or lysine. 

 
Because of their important role in virulence, many efforts have been applied towards the 

development covalent probes for carbohydrate-active enzymes. Over the last couple of 

decades, a sizable number of chemical probes have been developed for GHs103,165, however 

the same cannot be said for GTs. This is due to a number of different factors: the complex 

and not yet fully understood multi-substrate mechanisms of GTs, their conformational 

plasticity104 and the significant lack of structural information for this class of enzyme. In 

addition to this, catalytic nucleophiles are more common for GHs than GTs165, which 

facilitate the development of covalent probes for the former enzyme class. 

 

4.1.1. Covalent probes for glycosyl hydrolases (GHs) 

 
Numerous examples of both activity-based probes (ABP) and affinity labels (AfBP) have 

been reported for GHs103,166–168. They have been widely applied to proteomics-based 

profiling and live cell labelling. Unlike for GTs, the catalytic mechanism of GHs is fully 

understood. While, inverting GHs follow a direct displacement mechanism, retaining GHs 

undergo a double displacement mechanism via the formation of a covalent intermediate 

initiated by a catalytic nucleophile (often a carboxylate motif) (Scheme 4.1).  
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Photoactivatable affinity-based probes (AfBPs) have been explored as tools for 

glycosidase profiling. Typically, the design of such probes relies on a sugar targeting group 

decorated with a suitable photoreactive group and a reporter group. Photoaffinity labels 

can be designed for both retaining and inverting glycosidases which allows them to be 

widely applicable. However, due to the unpredictable target of the cross-linking event, 

photoaffinity labels lack specificity. A recent example is the glucolipid designed by Sakurai 

et al. equipped with either a diazirine or a benzophenone as the photoreactive group and 

a BODIPY motif as a sensitive fluorescent reporter group (Figure 4.1)169. Their probe was 

used for the tagging of almond β-glucosidase, catalyzing the hydrolysis of the β-glucosyl 

ceramide.  

 
 

Figure 4.1. Example of AfBP for GHs 
 
 
Unlike affinity labels, ABPs require catalytically active enzymes for the cross-linking event 

to occur. ABPs for GHs are of high interest as they can provide insights into the role of 

these enzymes in complex biological systems and enable the identification of previously 

unknown GHs. Two types of ABPs have been reported for GHs:  

- Type 1: These probes undergo enzymatic hydrolysis and the released aglycone 

reacts covalently with a nucleophilic target residue in the vicinity of the active site. 

- Type 2: These probes exploit the mechanism of retaining GHs by forming a stable 

covalent bond directly with the catalytic nucleophile of the enzyme (Scheme 4.1). 
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Therefore, ABPs of the first type can be designed for both retaining and inverting GHs, 

while the second type is limited to retaining GHs. 

 

Scheme 4.1. Catalytic mechanism of GHs 

 

A recent example of the first type of ABP, was developed for the labelling of an α-

fucosidase of Thermotoga maritima in protein extracts170. This probe was designed with 

α-L-fucose head group serving as recognition motif and a latent trapping moiety 

containing a o-fluoro- or o-difluoromethyl group, connected via a PEG linker to a BODIPY 

fluorophore (Figure 4.2). The labelling relies on the formation of a reactive quinone 

methide fragment upon enzymatic hydrolysis of the sugar motif from the trapping unit. 

The o-fluoromethylphenol derivative exhibited a significantly higher labelling efficiency 

and was successfully applied for the visualization and localisation of lysosomal α-L-

fucosidase activity in human cells170. 

 

Figure 4.2. Example of a type 1 ABP for GHs 
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A wide range of scaffolds have been used for the development of the second type of GHs 

ABPs. Among them, activated 2-deoxy-2-fluorosugar are probably the most commonly 

used molecules. The design of such probes relies on the combination of an activated 

anomeric leaving group (LG) with an electron-withdrawing fluorine substituent in the C-

2 position of the sugar unit. The LG promotes the formation of the covalent intermediate 

and the fluorine atom drastically reducing the rate for subsequent hydrolysis. This 

strategy enables the extension of the covalent ‘glycosyl’-enzyme intermediate lifetime. A 

recent example where this strategy was employed for the labelling of retaining GHs is the 

18F-radiolabeled substrate analogue of acid β-glucocerebrosidase171, which catalyses the 

hydrolysis of β-glucosylceramide to ceramide and β-D-glucose, a deficient enzyme in 

Gaucher Disease (Figure 4.3.B). 

However, in some cases, fluorosugars, are turned over too rapidly to be of use as probes168. 

ABPs employing an electrophilic trap mechanism for target labelling can circumvent this. 

Cyclophellitol, a β-D-glucose with a highly electrophilic anomeric epoxide instead of an 

activating aglycone is a great example of this. Retaining β-glucosidase inactivation 

proceeds via a stereospecific ring opening of the epoxide by the enzyme’s catalytic 

nucleophile, leading to irreversible alkylation of this residue. The first cyclophellitol 

derived ABP was reported in 2010 by Witte et al., with a BODIPY reported group at the C6 

position of the cyclophellitol glucose motif172 (Figure 4.3.A). This epoxide-based ABP was 

highly potent and selective for lysosomal glucocerebrosidase. However, the bulky C6 

substituent had a strong impact on the probe binding against other retaining β-

glucosidases, making this first generation of cyclophellitol-derived ABPs not applicable to 

a wider target range. Kah-Yee et al. addressed this by developing N-acylated cyclophellitol 

aziridines in which the reporter group occupies the position of the substrate aglycon, 

away from the binding pocket, leading to broad spectrum ABPs for the labelling of all 

retaining β-glucosidases173 (Figure 4.3.A). 
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Figure 4.3. Examples of ABPs for GHs 

 

Although there are relatively few reports of ABPs based upon haloacetamide-based 

inhibitors, Anderson et al. reported the use of an azido N-iodoacetyl-glycosylamine probe 

clicked in vitro with tetramethylrhodamine for the profiling of secreted cellulolytic 

enzymes of several Trichoderma reesei strains174 (Figure 4.3.C). 

ABPs for retaining glycosidases can be successfully applied for activity-based protein 

profiling studies (ABPP). 2-deoxy-2-fluoroglycosides and cyclophellitol derivatives, which 

form a selective and irreversible adduct with their target, have been applied to the global 

profiling of their target in cells and cell extracts. This was first described by Vocadlo and 

Bertozzi in 2004175. 

 

4.1.2. Covalent probes for glycosyltransferases 

 
In comparison to GHs, covalent probes for GTs remain scarce. The design of ABPs for 

retaining GHs relies on the presence of a catalytic nucleophile, a feature which is absent 

in most retaining GTs. Alternative strategies are therefore required for the design of ABPs 

for GTs. The complex multi-substrate mechanism of GTs, their conformational 
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plasticity104, and the significant lack of structural information may have also hindered the 

development of covalent inhibitors and probes for this class of enzymes.  

 
Most covalent probes designed for GTs are UDP-sugar analogues176. [β-32P]5N3UDP-Glc 

has been reported as an photoaffinity probe for the labelling of human liver microsomal 

UDP-glycosyltransferases and membrane-associated UDP-glucose:dolichylphosphate 

glucosyltransferase177 (Figure 4.4.A). Another radiolabelled photoaffinity probe was 

designed by incorporating a 125I-contaning azido salicylic acid moiety in the UDP-GlcNAc 

scaffold for the labelling of GlcNAc Transferase I178 (Figure 4.4.B). Upon exposure to UV 

light, a highly reactive nitrene intermediate is generated through activation of the azido 

group. Because of its extremely short half-life, the nitrene intermediate reacts with any 

amino acid side-chain or peptide backbone atoms, making it poorly selective. More 

recently, a UDP-Gal analogue was modified at the sugar moiety for the rational design of 

an affinity probe successfully labelling human recombinant galactosyltransferase (βGalT-

1) at Trp310 residue179 (Figure 4.4.C).  

 
Very recently, a non-substrate-like covalent inhibitor of LgtC, targeting non catalytic 

Cys246 in the acceptor binding pocket was discovered,75 providing ground for the 

development of a novel class of GT AfBPs. Structure–activity relationship studies in this 

series of inhibitors suggested that the phenyl group directly attached to the of pyrazol-3-

one scaffold pointed away from the binding site (see 1.7.5.3), making it a suitable position 

for the installation of a non-binding interfering reporter group. A PEG-based linker 

containing a latent alkyne handle was therefore attached to the phenyl ring for the 

attachment of a fluorophore reporter group via CuAAC in vitro165 (Figure 4.4.D). The 

resulting probe was used for the successful fluorescent labelling of LgtC both 

recombinantly and in cell lysates and could be applied for the direct imaging of phase 

variation in clinical isolates. Because of the relative ubiquity of a non-catalytic cysteine in 

the active site of bacterial GTs, this strategy may in theory be applicable to a wide range 
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of both retaining and inverting GTs. However, the drug-like and non-substrate related 

scaffold of the probe may be a drawback for such applications due to selectivity issues. A 

carbohydrate-based probe, however, may have a great potential towards the above 

biological applications.  

 
 
Figure 4.4. AfBPs for GTs 

 
 

4.1.3. Copper-Catalyzed Azide–Alkyne Cycloaddition (CuAAC)  

 
The CuAAC reaction, also known as click chemistry, is among the recently discovered 

transformations that have rapidly expanded to a wide range of discipline. Discovered by 

Sharpless in 2001180, this reliable, and straightforward way for making covalent 

connections between building blocks of various functionalities, is now extensively used in 

organic, medicinal, surface and polymer chemistry as well as bioconjugation 

applications181–183. The broad application spectrum is due to the great number of practical 

advantages of the reaction such as its high yields, the breath of its scope, and the use of an 

aqueous solvent system as well as the simple purification process182. It was not until 2013, 

more than a decade after the discovery of the reaction, that Worrell et al., finally elucidated 
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the catalytic mechanism of the CuAAC reaction184. Unlike originally believed, the reaction 

occurs via a two-Cu-based mechanism: An σ-bound copper acetylide, bearing a π-bound 

copper, coordinates the azide for the formation of an unusual six-membered copper 

metallacycle. Ring contraction to a triazolyl-copper derivative is followed by protonolysis, 

generating the triazole product. The active Cu(I) catalyst is typically generated in situ from 

Cu(II) salts using sodium ascorbate as the reducing agent184 (Scheme 4.2).   

 

Scheme 4.2184. Catalytic mechanism of the CuAAC reaction 

 

Over the last decade, CuAAC has been increasingly employed for the development of 

functional carbohydrate derivatives185–187.  The 1,4-disubstituted triazole, formed in the 

reaction acts as both a chemically stable linker between a carbohydrate and a functional 

molecule. In some cases, it can act as a pharmacophore itself, enhancing bioactivity. The 

triazole-containing carbohydrates molecules exhibit a diverse range of bioactivities such 

as anti-cancer188, anti-viral189 and anti-microbial, via the inhibition of disease-related GTs 

and GHs.  

CuAAC has been used for the development of potent 1,6-oligomannoside-based inhibitors 

for mannosyltransferases involved in the biosynthesis of the cell envelope of 

Mycobacterium tuberculosis190 (Figure 4.5.A). In a recent study, the activity of triazole-

containing semi synthetic tobramycin, an aminoglycoside antibiotic, were found to 
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suppress the growth of both Gram-positive and Gram-negative bacterial strains, the 

strongest activity being observed for P. aeruginosa (strain I) (MIC = 64μg/mL)191 (Figure 

4.5.B). Interestingly, a triazolyl glycolipid derivative has been found to enhance the drug 

susceptibility of methicillin-resistant Staphylococcus aureus (MRSA)192 (Figure 4.5.C). The 

synergic action of the synthesised triazolyl glycolipid lowered the MIC of a range of 

commercial β-lactam antibiotics, up to 256-fold on clinical MRSA isolates192. 

 

 

Figure 4.5. Examples of triazole-containing carbohydrate molecules with antimicrobial activity 

 
 

4.2. Objectives 

 
In the previous chapter, monosaccharides 10 and 11 were designed as covalent inhibitors 

of LgtC.  As part of the study of their mode of action (described in Chapter 3) a fluorescent 

probe derived from the scaffold of the inhibitors was designed. The synthesis of these 

probes was completed by the time a surprising non-covalent inhibition mode was 

concluded for 10 and 11. In chapter 3, the chemical environment around the WH was 

shown to have a great impact on its reactivity, Therefore the probe may still bind 

covalently to LgtC.  Another unexpected conclusion drawn from the previous chapter is 

that the LgtC-binding of 11 remains unclear and kinetics data have suggested that it may 



Chapter 4 

136 

 

be an allosteric inhibitor. If this is true, then the non-covalent inhibition mode observed 

for 11 may be simply explained by the absence of nucleophilic residue in the vicinity. 

Facing all these yet unanswered questions, the probes may provide us with a great 

opportunity to finally learn more about the behaviour of the monosaccharide inhibitors. 

Therefore, the fluorescent probe was synthesised towards two specific aims: 

- providing further evidence regarding the behaviour of 10 and 11 towards LgtC. 

- developing a carbohydrate-based AfBP for the labelling of purified and in cell 

lysate LgtC.  

In this chapter, the design, synthesis and characterisation of the probes will be discussed 

in detail. Their binding mode will also be studied and compared to the binding of 11. The 

ability of the probes to label recombinant LgtC under different conditions (concentration, 

pH, reducing environment) will then be tested. Finally, the labelling of LgtC in both a 

complex cell lysate and through cell membrane will be assessed and discussed. 

 

4.3. Probe design 

 
The designed probe is formed of three different components (Figure 4.6):  

(1) The monosaccharide scaffold containing: a targeting or recognition motif (glucose 

group) to recognise LgtC and an anchoring group (electrophilic WH) for the irreversible 

attachment to LgtC. 

(2) A chemical fluorophore motif behaving as a reporter group to allow for a visual 

detection of the labelled protein 

(3) A linker also called chemical spacer providing spatial separation between the 

recognition motif and the reporter group reducing its interference on binding. 

The attachment of the fluorophore reporter group to the targeting motif will be 

performed via CuAAC ligation. 
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Figure 4.6. Probe design 

 
 

4.4. Chemical synthesis of fluorescent probes 

 
Derived from the structure of 11, the most potent inhibitor, probe 15 (chloroacetamide 

WH) was successfully synthesised in four steps from the commercially available 

glucosamine hydrochloride salt (Scheme 4.3). The first step is the attachment of the 

electrophilic warhead for the formation of compound 9 as described in chapter 3. The 

second step is a glycosylation reaction for the attachment of an alkyne containing linker 

onto the sugar moiety. Propynol ethoxylate, a commercially available PEG-based linker, 

was chosen to provide spatial separation between the sugar motif and the fluorophore. 

However, its purity was not satisfactory (~70%), and the glycosylation reaction did not 

proceed smoothly when the linker was used as received. It was therefore re-purified in 

house by distillation to yield a high purity compound (>95%) which resulted in the 

successful glycosylation of 9 (see Appendix 4 Fig A4.1). 
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Scheme 4.3. (A) Synthesis of fluorescent probe 15α/β. Reagents & Conditions: (i) Chloroacetyl 
chloride (3 eq) TEA (2 eq), DCM, rt, 2 hours, 80% (ii) propynol ethoxylate (3 eq), BF3Et2O (4 eq), 
DCM, 40°C, 8 hours, 72% (iii) 16 (1 eq), CuSO4-5H2O (1 eq), sodium ascorbate (1.5 eq), DIPEA (3 
eq), THF : water 10:1, rt, 3hours, 72% (iv) MeONa (3 eq), MeOH, 10 mins, 0°C, 63%, (v) MeONa (3 
eq), MeOH, 10 mins, 0°C, 55%, (B) Synthesis of dansyl azide fluorophore 16. Reagents & Conditions: 
(vi) 2-bromoethylamine hydrobromide (1 eq), Et3N (2 eq), DCM, rt, 4 hours, (vii) NaN3 (2.5 eq), 
MeCN, reflux, overnight, 87%. (viii) pentyne (1.5eq), CuSO4-5H2O (1 eq), sodium ascorbate (1.5 eq), 
DIPEA (3 eq), THF : water 10:1, rt, 3hours, 85%. 

 

The glycosylation reaction produced the α and β anomers of 12 which are separable by 

normal phase chromatography. The alkyne signals are detected by 1H NMR (CDCl3) at 2.48 

and 2.45 ppm for the α and β anomers respectively. The reaction was monitored by TLC 

and HPLC (Figure 4.7) and the identification of the reaction mixture components at 
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various time points was analysed against pure samples of 12-α and 12-β (Figure 4.7. B). 

It was found that 9 is very quickly converted to 12-β (no remaining of 9 after 20 mins) 

and over time the formation of 12-α was observed.  

 
 
Figure 4.7. Monitoriring of the attachement of the linker on cmpd 9 (step (ii), Scheme 4.3) (A) 
Monitoring of glycosylation reaction of 9 by TLC at 20°C (top) and 40°C (bottom) Conditions: pre-
coated aluminium plates (silica gel 60 F254, Merck), solvent system 20% acetone in toluene. (B) 
HPLC traces of purified 12-α and 12-β samples. (C) Monitoring of glycosylation reaction of 9 by 
HPLC at 20 oC (top) and 40 oC (bottom). (D) Percent of 12-α and 12-β of total product present over 
time at 20 oC (left) and 40oC (right) Conditions: SB300-C18 column, injection volume: 10 μL, 
gradient: 10-70% MeOH (0.1% TFA) in H2O (0.1% TFA) over 10 min, flow rate: of 1 mL/min, 
detecting at 210 nm.  

 

The formation of 12-α is highly dependent on the temperature of the reaction mixture. 

While the levels of 12-α are not detectable until 8 hours at 20°C, the presence of the α 

anomer is observed after less than 2 hours at 40°C (Figure 4.7 A and C). At this stage, both 

anomers are of interest as both probes will need to be tested for the labelling of LgtC. 

Therefore, the reaction was stopped when the reaction mixture contained a 1:1 ratio of α 

to β anomer. This is the case after 8 hours of stirring at 40°C while it took up to 70 hours 
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at room temperature (Figure 4.7.D). No product degradation was observed upon refluxing 

the reaction mixture in DCM, therefore the glycosylation of 9 was performed at 40°C.  

A proposed reaction mechanism for the glycosylation of 9 under the described conditions 

is shown in Scheme 4.4. The anomeric position is activated using boron trifluoride 

etherate. This leads to the generation of the oxacarbenium intermediate which can be 

stabilised by anchimeric assistance (also known as neighbouring group participation). 

The fixed stereochemistry at the neighbouring carbon forces the linker to attack the 

anomeric position in an equatorial orientation leading to the fast and preferred formation 

of 12-β: the kinetic product of the reaction (Scheme 4.4). The reaction being reversible in 

acidic conditions, the thermodynamic and most stable compound 12-α will be formed 

over time and its formation is accelerated with heat. 

 

Scheme 4.4. Proposed mechanism for the glycosylation reaction of 9 (step (ii)) 

 
 
12-α and 12-β were individually either deacetylated to form the partial probe 13-α and 

13-β or reacted in a 1,3-dipolar cycloaddition with the synthesised azide fluorophore 16 

to form the acetylated full probes 14-α and 14-β (triazole proton signal detected at 7.60 

and 7.66 ppm on 1H NMR spectrum of 14-α and 14-β respectively, see Appendix 1 Fig 
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A1.26 & 28). Dansyl azide was chosen for its high quantum yield, and well-known strong 

fluorescence and long emission wavelength193. After deacetylation of 14-α and 14-β, 15-

α and 15-β were purified by preparative HPLC and obtained with high purity (>99% by 

HPLC and NMR) (Figure 4.8). 

 
 
Figure 4.8. Separate overlaid traces of purified 15-α and 15-β probes (analysed by LCMS after 
purification via preparative HPLC). Conditions: XDB-C8 column, injection volume: 10 μL, gradient: 
10-30% MeOH (0.1% TFA) in H2O (0.1% TFA) over 40 min, flow rate: of 1mL/min, detecting at 355 
nm.  

 

17 was also synthesised as a control molecule to later assess the potential nonspecific 

binding of the fluorophore alone to LgtC (Scheme 4.3). 

Similarly, the synthesis of the corresponding probe with a Michael acceptor group in place 

was attempted but has unfortunately been unsuccessful to date. The glycosylation of 8 

(acetylated precursor of inhibitor 10, see Chapter 3) proceeded on a small scale (50mg) 

for the formation of the α-and β glycosylated anomers which were separated by normal 

phase chromatography and obtained separately with a relatively low yield (21% and 39% 

for α-and β respectively) and purity (see Appendix 2 Fig A2.2). When attempted on a large 

scale with the aim of increasing the product purity, the glycosylation reaction did not 

proceed. No product was obtained, and degradation products were visible on the baseline 

when monitoring the reaction by TLC. To date, no optimisations were attempted, and this 

will need to be further investigated. 
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4.5. Structural and spectroscopic characterisation of probes 

 

4.5.1. Characterisation of 13 

 
Surprisingly, when characterising compound 13, no alkyne signal was initially observed 

by 1H NMR (Figure 4.9. A) and a very weak signal with the expected chemical shift was 

just detectable on the standard 1H decoupled 13C NMR spectra (Figure 4.9.B). The alkyne 

motif is essential if 13 was to be used for a two-step LgtC-labelling with in situ click 

ligation. The alkyne motif was present in the acetylated precursor 12, and under the 

deacetylation conditions used, it is highly unlikely to have reacted. Due to its free sugar 

motif, NMR analysis of 13 was performed in D2O. By zooming in the region 75-78 ppm of 

the 1H decoupled 13C NMR a triplet splitting pattern can be observed for C13 and C12 (Figure 

4.9.B, red spectrum). This suggests that 1H13 has been exchanged for a 2H (terminal alkyne 

protons are known to be slightly acidic)194 and therefore became 1H NMR silent while also 

splitting C13 (and C12) in 13C NMR. Unsurprisingly, the splitting is smaller for C12 as it is not 

directly attached to 2H13 (Figure 4.9. B red spectrum). A new 13C NMR with 2H decoupling 

was generated, and the disappearance of the triplet (towards a singlet) for C13 under these 

conditions suggests that 1H13 has indeed been exchanged in D2O (Figure 4.9. B, green 

spectrum). To provide further confirmation of this, NMR spectra of 13 in d6-DMSO were 

also generated and all the expected signals were observed (see Appendix 1 Fig A1.23).  

This provides enough evidence to confidently confirm the presence of the alkyne group in 

molecule 13.  This has been shown here for the α-anomer of compound 13 and the same 

observations were made for the β-anomer.   
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Figure 4.9.  Characterisation of cmpd 13-α (A) 1H NMR of 13-α in D2O. Absence of alkyne signal. 
(B) red spectrum: 13C NMR with 1H decoupling of 13-α in D2O. Green spectrum: Zoom in 75-78 ppm 
region of 13C NMR with 2H decoupling of 13-α in D2O. 
  
 

4.5.2. Identification of α-β anomers 

 
Compound 14 is used as a model to describe how anomers are identified (Figure 4.10). As 

described in chapter 2, for glucose derivatives, a large coupling constant between H1 and 

H2 is characteristic of the β-anomer (J1-2 = 8.4Hz) while a small coupling constant is 

associated with the α-anomer (J1-2 = 3.6Hz). Another identification method is possible by 

analysing the ROESY spectrum of each anomer, a strategy which was not achievable with 

previous compounds due to the complexity of their 1H NMR spectrum (which made the 

identification of individual proton signals impractical). In glucosamine, a 1,3 diaxial 

interaction exists between H3 and H5 due to the structure of the molecule (Figure 4.10). In 
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the β-anomer, H1 is in axial position, therefore in addition to the H3-H5 control interaction 

an H1-H3 as well as an H1-H5 correlation is observed through space on the ROESY spectrum 

(Figure 4.10 A). 

 

 

Figure 4.10. Identification of compound 14 anomers by 1H NMR and 2D ROESY NMR, in CDCl3. (A) 
14-β (B) 14-α. 

 
 
However, for the α-anomer, H1 is in equatorial position and therefore no additional 1,3 

diaxial interactions is present (Figure 4.10 B). The same analysis was done for the 

identification of α- and β-anomer of compound 12. For the deacetylated compounds 13 
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and 15, this identification technique is more challenging due to the proton signals of free 

sugar motifs being superimposable.  

 

4.5.3. UV-Fluorescence spectroscopy 

 
Having fully characterised the probes structurally, their fluorescence properties were 

investigated. This was tested in the same buffer as the subsequent LgtC labelling assays 

(13 mM HEPES buffer pH7). The effect of the sugar on the fluorescence of the Dansyl motif 

also needed to be assessed. However, due to the insolubility of the dansyl fluorophore in 

aqueous solvent systems, the fluorescence properties of the probe were also tested in 

DMSO to allow for a direct comparison with the fluorophore alone. Firstly, UV-vis 

absorbance spectra were obtained in order to identify the λmax values later used as 

excitation wavelengths for the emission spectra of the probes. It was found that the λmax 

value varied depending on the solvent used (λmax = 326nm and 341nm in HEPES buffer 

and in DMSO respectively) (Figure 4.11.A, B). These values were therefore used as 

excitation wavelengths to generate the emission spectra of the probes in both solvents 

(400 - 675nm emission range). In DMSO, 15-α, 15-β and 16, all exhibit the same 

fluorescence properties with a maximum emission wavelength of 524nm (Figure 4.11.C). 

This indicates that the presence of the sugar group does not have any effect on the 

fluorescence emitted by the dansyl fluorophore. However, in HEPES buffer, the 

fluorescence of both probes is drastically reduced, indicating a quenching of the 

fluorescence in aqueous environment. A 10x more concentrated aqueous probe solution 

(100µM) gave a maximum emission of half the intensity observed for DMSO (10µM) 

(intensity 800 vs 400) (Figure 4.11C, D). This could either be a solvent effect or may be 

due to the self-assembly of the probe in water which would lead of self-quenching.  15-β 

seems to be slightly more affected than 15-α although the difference is minimal. 

Additionally, a shift in the maximum emission wavelength is observed compared to the 

DMSO sample (λem= 557nm in HEPES buffer compared to 524nm in DMSO) (Figure 4.11.C, 
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D).  The additional peak present at λ=652nm in Figure 4.11.D is not characteristic of the 

sample but corresponds to the second harmonic generation signal (SHG) (photon with 

twice the initial energy, λex= 326nm). In DMSO this is not observed, as the SHG signal 

would show at 682nm, which is outside the measured wavelength range (400-675nm).  

 

Figure 4.11. Fluorescence / UV-vis spectra of 15. (A) UV-vis spectrum in DMSO (10µM). (B) UV-
vis spectrum in HEPES buffer (13mM, pH=7). (C) Emission spectrum in DMSO (λex= 341nm). (D) 
Emission spectrum in HEPES buffer (λex= 326nm). (E) HEPES buffer titration in 10µM of 15-α in 
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DMSO. (F) HEPES buffer titration in 10µM of 15-β in DMSO. (G) 15-α (10µM) in both DMSO and 
HEPES buffer observed under UV lamp (365nm). 

 

In order to confirm the above observations, HEPES buffer was titrated into a solution of 

15 in DMSO. While the concentration of 15 remains constant throughout, a progressive 

decrease in the emission intensity alongside a shift of the curve is observed for both 

anomers as the percentage of HEPES buffer increases (Figure 4.11.E, F). This is in line with 

our previous observations and confirms that the fluorescence of 15 is partially quenched 

in a protic solvent. Although such behaviour is not uncommon in fluorescent molecules195, 

it is important to be aware of this as the probe will be used for biological assays in an 

aqueous environment. This apparent difference in the probes’ fluorescent properties in 

both protic and aprotic solvents can also be observed by the naked eye when visualising 

both samples under the UV lamp (365nm) (Figure 4.11.G). 

 

4.6.  Labelling of recombinant LgtC 

 
With compounds 15-α and 15-β now being fully characterised, they were then tested for 

their ability to label recombinant LgtC in a one-step labelling experiment. LgtC was 

incubated with full probe 15, the protein was then denatured with non-dyed loading 

buffer (to avoid interference with fluorescence reading), and the mixture was separated 

on a 12% SDS page gel visualised by fluorescence read-out and Coomassie staining (Figure 

4.12).  Initially, both 15-α and 15-β (0.5mM) were incubated with LgtC (15μM) for 30 

mins at 30°C (13mM HEPES buffer pH=7). Interestingly, the band corresponding to LgtC 

(33kDa) was detected during fluorescence read-out when incubated with the probe. The 

water negative control accounts for intrinsic fluorescence of the enzyme and in this case, 

none was observed (Figure 4.12). This suggests a genuine labelling of LgtC by the probe. 

Due to the denaturing conditions under which the experiment was conducted, the 

observed labelling can only be the consequence of a covalent modification of the enzyme, 

as any unbound probe is observed at the bottom of each lane (fluorescent blob below 17 
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kDa protein marker). Additionally, the intensity of the band fluorescence is significantly 

stronger for 15-α than for 15-β (Figure 4.12). This is not believed to be due to the slightly 

lower fluorescence properties of 15-β in HEPES buffer showed in Figure 4.11. D, as the 

difference in band intensity observed on the gel is much more significant than the 

difference observed in the emission spectra. Also, more unbound probe is observed in the 

case of 15-β than 15-α (Figure 4.12, below 17 kDa protein marker). The above suggests a 

greater potency for the α-anomer potentially due to a greater binding affinity for the 

enzyme. This will be discussed in more detail later in this Chapter. 

 

Figure 4.12. Principle for the labelling of LgtC with probe 15. General assay conditions: 15-α/β 
(1μL of 10X stock) is incubated with LgtC (1μL of 10X stock) in HEPES buffer (8μL, 13 mM, pH=7, 
unless stated otherwise) for 30mins (unless stated otherwise) at 30°C. Loading buffer (2.5μL) is 
added, the reaction mixture is incubated at 50°C for 10 mins and the resulting solution is loaded 
on 12% SDS-page gel and run at 160V for protein separation. The gel is visualised by fluorescence 
scanning (top) and coomassie staining (bottom). 

 

Having established that the probe can label LgtC, we then assessed how altering 

conditions such as concentration, time, chemical environment or pH may affect the 

observed labelling. 

 

4.6.1. Effect of probe concentration on labelling 

 
The effect of the probe concentration on the labelling was first investigated. Decreasing 

concentrations of both probes were incubated with LgtC for 30 mins at 30°C. The data 

indicates that the labelling of 15-α is concentration dependant. 17, the fluorophore alone 

was also tested as a control and exhibited some non-specific labelling (which was non-
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concentration dependant) (Figure 4.13 A). By using this non-specific labelling as the 

background reading and subtracting it to the band volume it can be concluded that the 

labelling ability of 15-β was negligible at concentrations of less than 0.5mM (Figure 4.13 

B). At 0.5 mM, the labelling of 15-α is 8-fold greater than for 15-β. Also, the labelling of 

LgtC by 15-α was linear for the tested concentrations (Figure 4.13 C). 0.5mM was chosen 

as the standard probe concentration for the following experiments. 

 

Figure 4.13. Effect of probe concentration on LgtC-labelling performed by probe 15. (A) See 
general assay conditions in Fig 4.12. Decreasing probe concentration (1μL, 5 – 1mM stocks), LgtC 
stock concentration = 300μM. (B) The gel was visualised in ImageLab, band volume was 
substracted from the background reading  (17) and plotted using GraphPad prism. (C) The 
corrected band volume for 15-α was plotted against the probe concentration using GraphPad 
prism. 
 
 

4.6.2. Effect of enzyme concentration on labelling 

 
Following this, the effect of the enzyme concentration on the labelling was investigated. 

Decreasing enzyme concentrations were incubated with a 500μM probe solution for 30 

mins at 30°C. An enzyme-concentration dependant labelling was observed for both 15-α 

and 15-β. The labelling is linear for the tested LgtC concentrations (Figure 4.14). 7.5µM 

LgtC concentration was the labelling detection limit under these conditions and 15-30µM 

LgtC was then used for the following experiments. 
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Figure 4.14. Effect of enzyme concentration on LgtC-labelling performed by probe 15 
(determination of detection limit). (A) See general assay conditions in Fig 4.12. Probe stock 
concentration = 5mM. Decreasing LgtC concentration (600μM - 75μM stocks). (B) The band volume 
retrieved from ImageLab were plotted against the concentration of enzyme using GraphPad prism. 
 

 

4.6.3. Effect of incubation time on labelling 

 
The incubation time was initially set at 30 mins based on conditions previously used by 

the group. However, it was important to investigate the time dependency of the labelling. 

Both shorter and longer incubation times were tested, and the results are shown in Figure 

4.15. While a time dependant labelling was observed for 15-α throughout the whole 

tested time range (5 mins to 4 hrs) no time dependency was observed for 15-β until 60 

mins and as previously observed the labelling of 15-β is within the background reading 

observed for 17. Time dependent labelling is characteristic of covalent labelling. Due to 

the irreversibility of the labelling, as more time is allowed for the covalent bond to form, 

greater labelling is observed. 

On the other end, increasing incubation times come alongside an increase in protein 

degradation, as observed after Coomassie staining the gel (Figure 4.15). This is in 

agreement with previous observations made in chapter 3: when performing biochemical 

assays at different pre-incubation times, the enzyme loses most of its activity after 100 

mins. As no significant difference was observed between 30 mins 60 mins, 30 mins was 

kept as the standard incubation time for the rest of the work. 
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Figure 4.15. Effect of incubation time on LgtC-labelling performed by probe 15. See general assay 
conditions in Fig 4.12. Probe stock concentration = 5mM, LgtC stock concentration = 300μM. 
Increasing incubation times (5 - 240 mins). 

 

4.6.4. Effect of reducing environment and labelling specificity 

 
Next, the effect of reducing conditions on the labelling of LgtC was investigated. No 

significant effect was observed when 0.1mM of either DTT or TCEP was added to the 

reaction mixture (Figure 4.16.A), suggesting that the target residue may not be subject to 

oxidation. This was repeated with higher concentrations of reducing agent. A decrease in 

the labelling of LgtC was observed upon increasing concentration of both DTT and TCEP, 

most likely due to reaction competition with the probe (Figure 4.16.B). The increase in 

band intensity observed at 0.8mM of TCEP is believed to be an artefact considering the 

large excess already present at 0.2mM at which no effect was observed.  

 
A control experiment was also performed during which 15-α was incubated with 

denatured enzyme (Figure 4.16.C). The fluorescence was drastically reduced to 

background level, indicating that 15-α only has affinity for the native/folded protein. This 

suggests LgtC specific binding of the probe rather than non-specific covalent attachment 

to a surface residue. 
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Figure 4.16. (A & B) Effect of reducing environement on LgtC-labelling performed by 15-α. See 
general assay conditions in Fig 4.12. 15-α stock concentration = 5mM, LgtC stock concentration = 
150μM, DTT/TCEP (1μL,  1mM stock for (A) and 2 - 30mM stock for (B)),  HEPES buffer (7μL, 13 
mM, pH=7). (C) Labelling of 15-α on folded and denatured LgtC. See general assay conditions in Fig 
4.12. Probe stock concentration = 5mM, LgtC stock concentration = 150μM, LgtC is treated with 
loading buffer prior to probe incubation for labelling on denatured enzyme. 

 

4.6.5. Effect of pH on the labelling  

 
Following this, the effect of the pH on the observed labelling was investigated. So far, all 

experiments were performed in HEPES buffer at pH7. First, a range of pHs from acidic to 

basic was tested (3, 7, 11). For 15-α, a significant increase in labelling was observed upon 

increase in buffer alkalinity (Figure 4.17.A). For 15-β, while no difference was observed 

between pH3 and 7, a large increase in labelling was observed at pH11 (Figure 4.17.A). 

Subsequently, the labelling of LgtC at basic pH was assessed. For both probes, the labelling 

intensity remained similar between pH 9 and 11 while at pH 13, it became nonspecific as 

intense labelling was also observed for control (17) (Figure 4.17.B). Unsurprisingly, the 

above results suggest an important increase in labelling intensity at basic pH, explained 

most likely by deprotonation and activation of the nucleophilic target residue. This 

observation is therefore consistent with a covalent enzyme modification. The significant 

increase in labelling intensity between pH7 and 9 indicate that the pKa of the target 

residue may lie in that pH range.  This may be consistent with a cysteine residue, however, 
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in the protein the pKa of acidic and basic residues can change significantly depending on 

the environment around it.  

 
 
Figure 4.17. Effect of pH on LgtC-labelling performed by probe 15. See general assay conditions in 
Fig 4.12. probe stock concentration = 5mM, LgtC stock concentration = 300μM, HEPES Buffer (8μL, 
13mM, various pH). 

 

Combined, all results obtained so far strongly suggest that the probe covalently binds to 

LgtC. The observed labelling is concentration and time dependant. While it is strongly 

affected by pH, the probe does not require the presence of a reducing agent for the 

successful labelling of LgtC. Importantly, we have shown that the labelling was specific for 

the native and folded enzyme as the probe could not label denatured LgtC. 

 The fact that probe 15-α can covalently label LgtC is intriguing as the sugar alone 

(compound 11, Chapter 3) was a non-covalent inhibitor of LgtC. This could be explained 

by two factors: (1) the probe is more reactive towards nucleophilic residue than inhibitor 

11, or (2) probe and inhibitor do not have the same LgtC-binding mode. To hopefully gain 

a better understanding of the binding mode of the candidates, competitive labelling 

experiments were performed. 

 

4.6.6. Competitive labelling 

 
To gain insight into the binding mode of the candidates, the competitivity of the observed 

LgtC-labelling in the presence of 11 was investigated. 15-α (0.5mM) was incubated with 

LgtC (15μM) in the presence of increasing concentrations of 11 (0 to 5 mM). This was 
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conducted with and without 11-enzyme pre-incubation (45mins) (Figure 4.18.A). As 

concluded in chapter 3, 11 does not bind covalently to LgtC therefore the pre incubation 

was not expected to impact on the outcome of this experiment. Indeed, no difference in 

the labelling pattern was observed between the pre-treated enzyme and the simultaneous 

component addition (Figure 4.18.A). More interestingly, upon increasing concentration of 

11, no reduction in the labelling of LgtC by 15-α was observed (Figure 4.18.A). This 

indicates that the binding of 11 does not affect the binding of 15-α. This non-competitivity 

would be expected if 15 and 11 did not occupy the same binding site in the enzyme.  As 

the probe was designed to reflect the behaviour of the inhibitor this was unexpected.  

Therefore, we tested the competition of the observed labelling for LgtC substrates. When 

15-α (0.5mM) was incubated with LgtC (15µM) in the presence of an increasing 

concentration of UDP-Gal donor (0 to 0.5mM), an apparent decrease in LgtC-labelling was 

observed (Figure 4.18.B). This indicates that the binding of 15-α is competitive for the 

donor substrate and that therefore 15-α binds in the active site of LgtC. Additionally, the 

competition of the observed labelling was also tested for lactose, the partner substrate of 

LgtC. Initially, increasing lactose concentration had no significant effect on the observed 

labelling of LgtC (Figure 4.18.C). However, the superimposition of UDP-Gal and 15-α 

(Figure 4.19.A) shows that 15-α is too large to occupy the buried donor binding site alone 

therefore it must also occupy the surface exposed lactose binding pocket. As previously 

mentioned, it is known that the donor substrate induces a conformation change in the 

enzyme which allows the binding pocket of LgtC to form104 (see 1.7.3.1). Therefore, the 

result shown in Figure 4.18.C may be unreliable as lactose may not bind to the enzyme 

under these conditions. For this investigation to be accurate and the acceptor binding 

pocket to form, the donor substrate must be present. However, if both substrates are 

incubated with LgtC then the enzymatic reaction takes place, and this will not allow for 

accurate and reliable observations. For this reason, UDP as a donor mimic was used, 

hoping it would trigger the conformation change in LgtC which allows lactose to bind. The 
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experiment was then repeated with a fixed concentration of UDP present (100µM) and 

increasing concentration of Lactose. Under these conditions, a significant reduction in the 

LgtC-labelling of 15-α was observed (Figure 4.18.D). This suggests that 15-α binds to the 

acceptor binding pocket of LgtC. 

 

 

Figure 4.18. Assessment of inhibitor / substrate competition on LgtC-labelling performed by 15-
α. See general assay conditions in Fig 4.12. 15-α stock concentration = 5mM, LgtC stock 
concentration = 150μM, HEPES Buffer (8μL, 13mM, pH=7) (A)  Monosaccharide inhibitor 11 
competition: 11 (1μL, 5 – 50mM stocks), performed with- or without 45 mins 11-LgtC pre-
incubation (B) UDP-Gal donor competition: UDP-Gal (1μL, 0.1 – 5mM stocks), (C) Lactose acceptor 
competition: Lactose (10 – 1000mM stocks) (D) Lactose acceptor competition in presence of donor 
mimic: UDP (1μL, 1mM stock), Lactose (100 – 1000mM stocks). 

 

The results obtained in this section strongly suggest that 15-α binds in the active site of 

LgtC. This fits with the docking simulations which predict a binding occupying both active 

sites and extending further on the surface of the protein with (Figure 4.19.B): 

- the fluorophore in the donor binding site  

- the lactose binding pocket accommodating the linker and a portion of the sugar head 

- the rest of the sugar head extending outside the binding site (on the protein surface)   

However, this indicates that the fluorophore plays an important role in protein 

recognition and that the binding is not, as designed, targeted by the sugar itself.  

Additionally, this proposed binding mode for the probe is in line with previous 
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observations regarding the absence of labelling on denatured enzyme (Figure 4.16) which 

indicate binding in the active site of the enzyme. The suggested binding mode can also 

rationalise why 15-α is more potent than 15-β. The stereochemistry at the anomeric 

position directs the orientation of the rest of the molecule.  Both UDP-Gal and 15-α have 

axial anomeric orientation, which suggest that 15-α is a better mimic of UDP-Gal than its 

analogue. The linker, triazole and fluorophore groups attached to the sugar motif adopt 

the same orientation as the diphosphate and uridine motifs of the donor substrate (Figure 

4.19.C) making 15-α bind with more affinity into the binding site of UDP-Gal.  

 

 

Figure 4.19. (A) Superimposition of UDP-Gal (black) and 15-α (yellow) in chemdraw 3D (B) 
Docking simulation of probe 15-α in LgtC, cys246 is shown in red. (C) Structure of 15-α and UDP-
Gal side by side. 15-α is a good mimic of UDP-gal, both have a α-orientation at the anomeric 
position. 

 

In addition to this, the data suggest that the binding mode of probe 15-α and 

monosaccharide 11 are different, as in Chapter 3 the binding of 11 was not competitive 
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for either substrates. This indicates that probe 15-α does not reflect the behaviour of 11 

towards LgtC, as it was designed to. This fits with the absence of binding competitivity 

observed between 15-α and 11 and provides further evidence towards a hypothetic 

allosteric inhibition mode for monosaccharide 11.   

 

4.6.7. Two-step vs one step labelling 

 
In order to gain further understanding of the role of the sugar motif in labelling by 15-α, 

a two-step labelling protocol was performed. This involves the incubation of the partial 

probe 13-α with LgtC (1 hour) followed by a biorthogonal click ligation in situ for the 

attachment of the fluorophore reporter group (1 hour) (Figure 4.20). This removes any 

potential influence of the fluorophore on the observed labelling which allows for the 

investigation into the role of the sugar targeting group independently. 

The presence of DTT and related thiols may drastically reduce the rate of the Click 

reaction, therefore, for this experiment, LgtC was not activated with DTT prior to 

incubation with the probe (the activity of LgtC in the absence/presence of DTT has been 

compared and no significant differences were observed). This protocol is more 

challenging and time consuming than the standard 1-step protocol with the full probe. The 

non-bound partial probe is washed off before the in situ click reaction. Similarly, any 

excess of 16 and Cu is removed after the ligation and a significant amount of protein 

precipitates following this protocol.  This leads to a significant amount of protein 

degradation as seen in Figure 4.20.  To clearly compare the two-step and the one-step 

protocol, the samples were run on the same gel. However, for the same concentration of 

13-α/15-α (0.5mM) the labelling observed for the full probe in the one step protocol was 

much greater than the partial probe through the two-step labelling protocol. This resulted 

in a very poor-quality imaging and contrast modification still did not allow for a robust 

interpretation of the data. To address this, the concentration of full probe 15-α in the one-
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step labelling was reduced (0.1mM) while 13-α was kept at 0.5mM. Under these 

conditions, and with a tedious image processing, a weak labelling is observed after the 

incubation of the partial probe 13-α which indicates that the click ligation was successful. 

However, a non-negligible labelling is also present for the fluorophore controls. As the 

fluorophore alone has no mean to covalently modify LgtC, this corresponds to nonspecific 

background reading, and the labelling of 13-α is even weaker than initially thought. 

 

Figure 4.20. Two-step LgtC-labelling performed by 13-α: workflow and results. General assay 
conditions: 13-α / 17 / HEPES buffer (25μL, 10mM stock) is incubated with LgtC (100μL, 300μM 
stock) in HEPES buffer (375μL, 13 mM, pH=7) for 1 hour at 30°C. The reaction mixture is washed 
and concentrated, made up to 325μL with HEPES buffer and incubated with DMSO / 16 (25μL, 
10mM stock), CuSO4 (50μL, 2.5mM stock), THPTA (50μL, 12.5mM stock) and sodium ascorbate 
(50μL, 50mM stock) for 1 hour 30°C.  The reaction mixture is washed and concentrated again. See 
Fig 4.12 for following sample treatment. Fluorescence scanning (left) and coomassie staining 
(right). 

 
 
The above dataset suggests that the sugar alone has a drastically weaker labelling ability 

than the full probe. This agrees with previous observations regarding the fluorophore’s 

key role on the binding of the probe. The docking simulations shown in Figure 4.19.B 

suggest that the fluorophore binds in donor binding pocket while sugar motif binds 

partially in the acceptor binding site. The work done in Chapter 3 provided evidence that 
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the sugar alone does not bind in the lactose binding pocket. Therefore, the barely 

significant labelling observed via the two-step protocol is consistent with the rest of the 

work, and the sugar alone does not behave as the probe’s targeting motif. Because of the 

electrophilic WH attached, the sugar motif does act as the anchoring group, but the 

fluorophore alone seems to be mainly responsible for the enzyme recognition.  

 

4.7. Labelling of LgtC mutants and attempted identification of target residue 

 
Previous observations indicated that the covalent labelling was not affected by a reducing 

environment suggesting that the target residue of the probe was not subjected to 

oxidation. Additionally, the pH had a great impact on the labelling intensity, indicating that 

the target residue may be activated by deprotonation. We have also assessed that the 

probe binds in the binding site of LgtC, with the sugar head believed to be occupying the 

acceptor binding pocket. Thus, we next wanted to identify the target residue responsible 

for the covalent modification of the enzyme by the probe. To first gain insight into this, 

two LgtC mutants, C246S and C246A, were tested in a labelling protocol. Both mutants 

were incubated with 15-α (0.5mM) in HEPES buffer for 30 mins at 30°C, at four different 

pH’s. Interestingly, both mutants were labelled by the probe and, in line with the 

observations made for WT LgtC, the labelling of the mutants is greater at pH above 7 

(Figure 4.21.A). This indicates that cys246 in the lactose binding pocket is not the target 

residue of the probe. The docking simulations (Figure 4.19.B) are line with this, as the 

chloroacetamide WH of probe 15-α, seems to lie to far from cys246 (shown in red) to 

modify it.  There are 4 other cysteine residues in addition to cys246 in the solved structure 

of LgtC. However, none of them seems close enough to the binding site to be the target of 

the probe (Figure 4.21.B), which indicates that the target residue may not be a cysteine.  

This in line with the previous observations suggesting that the residue was not subject to 

oxidation.  
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In order to get a definite answer regarding the identity of the target residue, the labelled 

LgtC band was extracted from the gel and submitted to mass spectrometry analysis at the 

King’s CEMS Proteomics Facility. Trypsin digestion followed by LC-MS/MS analysis of the 

resulting peptides were used to identify the residue containing the chemical modification. 

 
Figure 4.21. (A) Labelling of C246A and C246S LgtC mutants, performed by 15-α at different pH.  
See general assay conditions in Fig 4.12. 15-α stock concentration = 5mM, LgtC stock concentration 
= 210μM C246S mutant and 130μM for C246A mutant. (B) Visualisation of all cysteine residues 
(green) of LgtC (wheat) on Pymol. Possible probe target residues are shown in red, Acceptor and 
donor substrates are shown in purple and blue respectively 
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In direct comparison with the protein sequence of LgtC from Neisseria meningitidis 

retrieved from Uniprot (Q93EK7_NEIME), an 83% sequence coverage was obtained after 

enzymatic digestion. The last 25-C-terminal residues which are absent in the recombinant 

LgtC compared to the native enzyme54 account for most of the 17% of unassigned 

sequence. MS analysis indicated that the modification did not occur on a cysteine residue 

as all 5 were found either trioxidised (cys96, cys201, +47.998Da) or unmodified (cys16, 

cys246, cys256). However, the absence of a signal in MS analysis does not necessarily 

indicate with confidence the absence of such modification. On the other hand, this may be 

the result of a very low amount of modified protein, its poor ability to fly in the instrument 

or the loss of the modification under the experiment conditions.  Further work is therefore 

warranted in order to identify the exact target residue.  

 
Should the above MS analysis be correct, three nucleophilic residues have been found in 

the vicinity of the supposed binding region of the probe’s sugar-head: Thr212, Tyr214 and 

His244 (Figure 4.21.B). We hypothesise that one of these may be the target residue of the 

probe, but the labelling of appropriate LgtC mutants must be performed before any 

further conclusions can be drawn. 

 

4.8. Labelling of LgtC in cell lysates and through live E. coli cells  

 
So far, the labelling of LgtC with probe 15 has been exclusively studied on purified protein.  

In order to assess if our designed probe may be applicable for proteomic studies196 we 

first investigated the cell lysates and live-cell labelling profile of 15 on standard lab strain 

E. coli BL21*. 

4.8.1. Labelling of LgtC in E. coli cell lysates 

 
Although the probe does not behave as it was designed to for LgtC, it does have the 

capacity to covalently label a recombinant protein. We then wanted to assess if the probe 

could label non-purified LgtC, and if it could to pull out other proteins in bacterial cell 
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lysates. For this, a mini culture of modified BL21* E. coli (containing the LgtC gene) was 

grown, induced for the expression of LgtC, harvested and lysed. Cell lysates were then 

incubated for 30 mins at 30°C with probe 15 (0.5mM) as well as protected probe 14 

(acetylated precursor of 15) (0.5mM) which will later be used for the intact cell labelling. 

The samples were analysed on a 12% SDS Page gel under denaturing conditions (Figure 

4.22). 

 

Figure 4.22. Labelling of non-purified LgtC in E. coli cell lysates performed by probe 14 and 15. 

General conditions: E. coli cells overexpressing LgtC were lysed (8 hours after IPTC induction) using 
bugbuster (made from 10X stock in HEPES buffer) (100μL per 100mg of cell pellet) by shaking for 

30mins at rt. Clear supernatant was collected and was incubated (9μL) with 15-α/control (1μL, 

5mM stock solution) for 1 hour at 30°C. See general assay conditions in Fig 4.12 for sample 
treatment. Fluorescence scanning (left), Coomassie stained (right). One low abundance protein 

(highlighted in red) is labelled exclusively by 15-α. 

 

The results show the ability of both 15 and 14 to label non purified LgtC in a complex cell 

lysates environment (Figure 4.22).  As observed for the recombinant enzyme, the α- 

anomer of both 14 and 15 has a greater LgtC-labelling ability than the β-anomer. 

However, this difference in labelling is much less pronounced for probe 14 than probe 15. 

This may be explained by the greater reactivity of protected probes due to the electron 

withdrawing effect of the Ac group, making the WH more electrophilic. Interestingly, these 

results provide further evidence that the observed labelling does not rely on sugar 
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recognition as both free sugar and sugar protected probes label LgtC. If the labelling was 

sugar-directed then a significantly weaker labelling would be expected for probe 14, 

which in our case, is not observed.  

On the other hand, in addition to LgtC, the probes also tagged some cytoplasmic E. coli 

proteins over a wide range of MW. Although, the labelling profile was highly similar for 

the four probes, one low abundance small protein (~20 kDa) was labelled exclusively by 

15-α (shown with a red star on Figure 4.22). This is of high interest as it indicates that for 

this protein at least, the recognition motif is the sugar scaffold and not the fluorophore as 

was the case for LgtC. These observations suggest the potential applicability of our 

designed probe for the labelling of both non- and carbohydrate-active enzymes in 

bacterial cell lysates. 

 

4.8.2. Labelling of LgtC in live E. coli cells 

 
Having assessed that the probe can label non-purified LgtC, as well as other bacterial 

cytoplasmic proteins, the probe was then applied to the labelling of protein in intact cells. 

A probe which can penetrate the permeable cell membrane and reach its target protein 

with minimal disturbance is of great interest for diagnostic applications as it can allow a 

quick identification of virulent bacterial strains. The ability of acetylated probe 14 to label 

LgtC in a whole cell labelling experiment was therefore investigated. Probe 14 was chosen 

instead of the deacetylated probe 15 for this experiment due to its greater lipophilicity 

which we hypothesised may allow it to penetrate the bilayer of the cell membrane. Once 

in the cell environment, we supposed the Ac protecting groups may be hydrolysed by 

bacterial esterases. To perform this experiment, cultures of modified BL21* E. coli 

(containing the lgt gene) were grown and harvested 0, 3 and 8 hours after IPTG induction. 

The cell pellets were then incubated with probe 14, control 17 (1mM) and DMSO for 2 

hours after which the excess probe was washed off. The cells were subsequently lysed 
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with Bug buster and the resulting cell lysates were separated on a 12% SDS-page gel and 

visualised by fluorescence read-out and Coomassie staining. This workflow is outlined in 

Figure 4.23.  

 

 
Figure 4.23. Workflow for the intect cells labelling of LgtC. 

 

Interestingly, after successful removal of all unbound probe (achieved after 4 washes, 

Figure 4.24. A), the cell pellets incubated with both 14α/β and 17, remained fluorescent 

while the control cells (incubated with DMSO) had no visible fluorescence. (Figure 4.24.B, 

observed under UV, 365nm). This indicates that probe has penetrated the cells and/or 

bound to the surface of the cells to some degree. Following subsequent cell lysis, it was 

observed that unlike the DMSO cell lysates, the lysates treated with 14α/β and 17 were 

fluorescent. This suggests that the probe has penetrated the periplasm and potentially the 

cytoplasm (Figure 4.24.C). The cell debris had some residual fluorescence, indicating that 

the probe may also tag membrane bound proteins. This is not unexpected as the probe is 

designed to label LgtC, a GT located in the LOS envelop of the cell membrane in Gram 

negative bacteria. In this context LgtC is expressed in the cytoplasm of E. coli therefore, 

only the soluble fraction was analysed. In the following chapter however, this will be 

discussed in more detail. 
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Figure 4.24. Observation of fluorescence of reaction mixture at different stages of the protocol (UV 
lamp, long wavelength 365nm). Images taken of the cell pellets harvested 8 hours after IPTG 
induction. 

 

The cell lysates were then separated on a 12% SDS Page gel under denaturing conditions 

and initial results are shown in Figure 4.25. Interestingly, while no fluorescent band was 

present for either control (DMSO and 17), a fluorescent read out was detected for the 

protein band corresponding to LgtC. This indicates that both anomers of 14 have 

penetrated not only the periplasm but have also reached and tagged LgtC in the cytoplasm. 

Additionally, as seen for the labelling in cell lysate, some other E. coli proteins were tagged 

by probe 14 both before and after inducing over-expression of LgtC (highlighted in purple 

in Figure 4.25). A similar and more resolved labelling profile of the probe is observed 

compared to the labelling in cell lysate (Figure 4.22).  

Under these conditions, the stronger labelling ability of the α- over the β-anomer is not 

particularly marked. This had been observed for the labelling of LgtC in cell lysate by Ac 

probe 14 but not by deAc probe 15 (Figure 4.22). This may therefore suggest that the 

protecting groups on the sugar head have not been hydrolysed, and that probe 15 is not 

released in vivo. However, the presence of the low MW band labelled only by the α-probe 

(highlighted in red in Figure 4.25) suggests the contrary, as this was observed exclusively 

for probe 15-α in cell lysate labelling (Figure 4.22).  

These preliminary results are of high interests as they indicate that probe 14 can both 

penetrate the cell membrane of Gram-negative bacteria and covalently label non purified 
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LgtC as well as some, but not all, bacterial cytoplasmic proteins across a wide range of 

molecular weights. 

 

Figure 4.25. Intact cell labelling of LgtC. General conditions: E. coli cells overexpressing LgtC 
(100mg of pellets 0, 3 and 8 hours after IPTG induction suspended in 900μL of HEPES buffer) were 
incubated with 14-α/ 17/ DMSO (100μL, 10mM stock solution) for 2 hours at 30°C.  The cells are 
subsequently lysed using bug buster (100μL, made from 10X stock in HEPES buffer) by shaking for 
30mins at rt. Clear supernatant was collected. See general assay conditions in Fig 4.12 for sample 
treatment. Top: Fluoresence readout. LgtC (yellow) is labeled through cell by both 14-α and 14-β. 
Other E.coli cytoplasmic proteins (purple) are also labeled by the probes. One low MW protein is 
labelled exclusively by 14-α (red)  

 

Following this, the effect of the cell - probe incubation time on the observed labelling was 

investigated. Induced E. coli cells (harvested 8 hours after induction) were incubated with 

14-α and 14-β (1mM) over a range of different time periods (30 – 240 mins) (Figure 4.26). 

As a control, the cells were also incubated and with cmpd 17 (1mM) for 240 mins.  For 

cmpd 17 a very faint band was observed for LgtC after 240 mins of incubation but, as 
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expected, most of the probe was found unbound at the gel front (Figure 4.26). As seen for 

the labelling of recombinant LgtC, a time dependant in-cell labelling was observed which 

is consistent with a covalent enzyme modification. Within 30 mins, the probe had already 

penetrated the cells which suggests fast probe delivery to the cytoplasm. Additionally, the 

labelling for 14-β is much weaker than for 14-α at short incubation times. However, after 

120 mins, the difference in the labelling profile through cells for each probe became non-

significant (Figure 4.26). Although not observed for the recombinant protein, this is 

consistent with the results of the above preliminary experiment, performed at 120mins of 

incubation, for which both anomers exhibited a similar labelling intensity (Figure 4.25).  

 

Figure 4.26.: Effect of incubation time on intact cell labelling of LgtC. See Fig 4.25 for general 
conditions. Alterations: Cells were incubated with probe / control for 0.5 - 4 hours at 30°C Left: 
Fluoresence readout. A time dependant in-cell labelling is observed for both 14-α and 14-β Right: 
Coomassie stained gel. 

 
 
For both recombinant- and in-cell LgtC, at short incubation times the α-anomer is 

significantly more potent than the β-anomer. For recombinant LgtC, an increase in protein 

degradation was observed upon increasing incubation times (Figure 4.15), which affects 

the enzyme activity and folding and by association also impacts the probe’s binding 

capacity. This inevitably reduces the accuracy of the observations made after long 

incubation times. In a cellular environment, LgtC remains stable and no degradation 

occurs even after long cells - probe incubation times (Figure 4.26). This may explain the 
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difference in the probe’s observed labelling profile for recombinant and in-cell LgtC after 

long incubation times:  The β-probe may be less active towards LgtC but if left in contact 

long enough, it can eventually reach the same amount of labelled LgtC as the α-anomer, 

except if the protein has degraded over time (which is the case for recombinant LgtC).  

If 14 is hydrolysed to 15 in vivo, the above hypothesis may explain the fact that after long 

incubation times (>2hours), no significant difference between the labelling intensity of 

the two anomers is observed. Equally, this observation may also be due to the fact that 14 

is not hydrolysed in vivo (Figure 4.27) as we have shown that the difference in labelling 

between the two acetylated probes (14-α and 14-β) is not pronounced. Two analyses can 

be conducted in order to get a definitive answer: (1) Utilise probe 15 in a whole cell 

labelling experiment and compare with the current dataset. However, sugar-free probes 

may not penetrate the cell due to their low lipophilicity. (2) Extract the unbound probe at 

the bottom of the gel and analyse the sample by MS.  

 

Figure 4.27. Hypothesis regarding the structure of the probe in cell 
 
 

4.9. Further indications of the binding differences between probe and inhibitor 

 
The findings regarding the binding of the probe discussed in the chapter inspired us to 

conduct two further analysis on the monosaccharide inhibitor 11 (See Appendix 4 Fig 

A4.2). This was performed with the aim of providing additional evidence that the probe 

and the inhibitor exhibit a different binding mode. 
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(1)  Inhibitor 11 was tested in an inhibition assay against LgtC mutant (C246A) under 

standard procedure (described in chapter 2 and 7). Interestingly, all activity observed on 

WT LgtC was lost on the enzyme mutant (see Appendix 4 Fig A4.2). This was initially 

surprising as the current hypothesis is that the inhibitor does not bind in the active site. 

However, as the probe has the ability to label the LgtC mutant, this provides further 

evidence that inhibitor and probe have a different binding mode. Knowing that the probe 

binds in the active site, this is an additional indication that the inhibitor may bind 

elsewhere. We hypothesise that the mutation at position 246 results in a change in the 

overall structure of the enzyme which in turn prevents the binding of the monosaccharide 

inhibitor. 

 
(2) Cmpd 9, the acetylated precursor of inhibitor 11 was tested in an inhibition assay 

against WT LgtC under the standard procedure (described in chapter 2 and 7). 

Interestingly, a drastically reduced enzyme inhibition was observed for the Ac sugar 

(cmpd 9) in comparison to free-sugar motif (cmpd 11): at 1mM 15% of enzyme activity 

was observed for 11 against 89% of enzyme activity for 9 (see Appendix 4 Fig A4.2). 

However, this was not observed in the case of the probe, as Ac probe 14-α labelled LgtC 

with equal intensity as the deAc probe 15-α. This indicates that for the binding of the 

monosaccharide, the free sugar motif is essential while for the binding of the probe it has 

no effect. This provides further evidence for a different binding-mode of fluorescent probe 

15 and inhibitor 11. 

 

4.10. Summary and conclusions 

 
Fluorescent probe 15 was synthesised as part of the investigation into the mode of action 

of inhibitor 11 (Chapter 3). Both anomers of probe 15 were synthesised in three steps 

from cmpd 9 (Ac precursor of 11) with 30% overall yield: 14% for 15-α and 16% for 15-

β. The anomers were separated after the first glycosylation step and subsequent reactions 
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were performed on individual anomers. 1H NMR combined with 2D ROESY NMR analysis 

has allowed for the unambiguous identification of each anomer. The strong fluorescence 

observed in DMSO was found to be quenched in an aqueous environment although at the 

tested concentration the probe was still highly fluorescent in HEPES buffer. Interestingly, 

probe 15 was found to covalently modify LgtC and a greater potency (8-fold) was 

observed for 15-α compared to 15-β. The labelling of recombinant LgtC has been shown 

to be concentration, time and pH dependant, with greater labelling observed at pH above 

7. These results support a covalent enzyme modification given the increase in target 

modification over time and an activation of the target residue in basic pH. Substrate 

competition experiments provided confidence in the conclusion that the probe binds in 

the active site of the enzyme and that the fluorophore, instead of acting as a reporter 

group, plays a key role in binding (Figure 4.28). This proposed binding mode corroborates 

the greater potency and 15-α (better UDP-Gal mimic) as well as the observed absence of 

labelling of denatured enzyme (active-site specific binding). The nucleophilic target 

residue of the probe has not yet been identified, but LC-MS/MS analysis indicated that it 

may not be a cysteine modification, and three residues have been identified as potential 

site of covalent enzyme modification. Initially designed to target cys246 in the acceptor 

binding site, enough evidence has now been gathered to conclude that this residue is not 

the probe target. Other studies have reported unexpected outcomes in covalent probe and 

inhibitor design144. 

 

Figure 4.28. Difference between designed and oberved probe binding 
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In addition to providing corroborating evidence for the binding mode of the probe, the 

work described in this chapter also gave further insight into the binding of the 

monosaccharide inhibitor 11.  

(1) The binding of the probe was found to be non-competitive for inhibitor 11. 

(2) While probe 15 labels C246A LgtC mutant, inhibitor 11 exhibits no inhibition of the 

mutant (Figure 4.29).  

(3) While cmpd 14, the acetylated precursor of probe 15, labels WT LgtC, a drastic loss 

in inhibition of LgtC was observed for cmpd 9, the acetylated precursor of inhibitor 

11 (Figure 4.29). 

The above results strongly suggest a different binding mode for probe 15 and inhibitor 

11. Considering our proposed binding mode for the probe, in the binding pocket of LgtC, 

the dataset provides additional evidence towards a potential allosteric inhibition mode 

for the monosaccharide inhibitor 11. 

 

 

Figure 4.29. Dataset suggesting a difference in binding between probe 15 and inhibitor 11. (A) 15 
binds to C246A LgtC mutant while 11 does not. (B) 14 binds to WT LgtC while 9 does very poorly. 
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Finally, we have shown that the probe has the ability to label over-expressed LgtC in a 

complex cell lysate environment. Additionally, the acetylated precursor of the probe can 

penetrate the outer and inner membrane of E. coli and covalently modify LgtC in intact 

cells. It remains unclear if the free-sugar probe is released once in the cell (upon Ac 

hydrolysis) and additional experiments have been suggested in order to get a definitive 

answer. Whereas, for LgtC, the fluorophore takes part in binding, the probe may bind 

other proteins via the sugar head recognition motif, as designed. Importantly, this dataset 

has shown that the probe can penetrate the membrane of Gram-negative bacteria for the 

targeting of bacterial proteins.  Therefore, this study on a non-pathogenic lab strain is a 

proof of concept towards the applicability of our probe for cell lysate and in vivo protein 

labelling. In the next chapter, the probe will be used in a chemical proteomic study on H. 

influenzae R2866, a pathogenic Gram-negative bacterium known to express LgtC with a 

high degree of phase variability.  
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5. Carbohydrate-based fluorescent probes for bacterial proteomic studies on H. influenzae R2866 
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5.1. Introduction 

 

5.1.1. Chemical proteomics and application to bacterial studies 

 
The development of modern genomic technologies has enabled the sequencing of 

bacterial genetic code. In 2013, over 1,800 bacterial genomes had been entirely sequenced 

including important pathogens such as Staphylococcus aureus, Mycobacterium 

tuberculosis and Clostridium difficile197. Although this acquired knowledge has enabled the 

differentiation of bacterial strains by genotypes, the bacterial genome only provides static 

genetic information and genetically similar strains can have remarkable differences in 

terms of pathogenicity and virulence198. Therefore, the genetic information, which 

provides the primary sequence of a protein, is a very limited tool for the full understanding 

of the biological function of a pathogen. Proteins are, in most cases, regulated by post-

translational modifications making it impossible to monitor their activity and predict their 

structures and functions via transcript of protein or expression levels alone198,199. As 

opposed to the genome, the proteome is a dynamic system that is continuously regulated,  

and is directly related to cell functions in pathogens and all other domains of life198,199. In 

addition to this, some clinically relevant bacteria are genetically intractable such as the 

Gram-positive bacterium Clostridium difficile, making genetic approaches obsolete for 

such pathogens100. 

Over the past decade, proteomic analysis has become an essential strategy for the 

investigation of many bacterial processes including bacterial virulence200, antibiotic-

resistance201 and antimicrobial drug discovery96,202. This has led to a better understanding 

of the biology of pathogens essential for the development of novel classes of antibiotics203. 

Chemical proteomics for protein profiling in live cells or cell lysates, uses chemistry, via 

covalent probes often based on natural product204, and mass spectrometry (MS) analysis 

for target identification. This is a widely used strategy for the interrogation of the bacterial 

proteome200,205,206. Chemical proteomics techniques can generally be classified into two 
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categories: gel-based proteomics and gel-free proteomics (also known as shotgun 

proteomics)202. The former involves protein separation step by gel electrophoresis (one- 

or two-dimensional) prior to mass spectrometry target identification. Beyond proteome 

analysis from different species, this approach also enables the comparison of the 

proteome from the same species in different cell cycles, at different stages of cell growth, 

or under different conditions (i.e. pH, temperature, chemical environment). However, one 

of the main limitations of the gel-based method is the sensitivity of gel electrophoresis 

analysis, which may fail to detect low abundance proteins. Alternatively, in gel-free 

proteomic studies, the complex protein mixture is directly digested by proteases and 

analysed by MS.  

Chemical proteomics requires the use of covalent probes, designed for the irreversible 

modification of a specific target protein (or class of targets). These probes are divided into 

two classes: activity-based probes (ABPs) and affinity-based p               robes (AfBPs) 

(discussed in Chapter 4). ABPs have been applied for protein profiling in bacterial samples 

(activity-based protein profiling (ABPP)) of both of Gram-negative and Gram-positive 

pathogens205.  

A study from Staub and Sieber reported a chemical proteomic strategy for the labelling 

and identification of penicillin-binding proteins (PBPs) in P. putida, (Gram-negative) L. 

welshimeri, and B. licheniformis (Gram-positive)207. They synthesised a selection of natural 

and synthetic small β-lactam-based probes and incubated them with intact cells (Figure 

5.1.A). Interestingly, subsequent MS analysis showed that while the natural probes 

labelled a variety of PBPs, synthetic probes exclusively tagged PBP unrelated enzymes 

such as the virulence-associated enzyme ClpP207. In a follow-up study, they applied their 

probes to the identification and functional characterisation of resistance associated 

enzymes in methicillin resistant S. aureus strains (MRSA)208. Interestingly, artificial probes 

labelled PBP2′, which plays a key role in the β-lactam resistance of MRSA208. While these 
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probes could successfully monitor the activity and function of known resistance 

associated enzymes, they could also be applicable to the monitoring of unexplored and yet 

unidentified proteins associated with AMR in pathogenic bacteria. This would of high 

interest for the discovery of novel therapeutics options. 

 

Figure 5.1. Examples of chemical probes applied for protein profiling in bacterial samples 
 
 
More recently, Wright et al. reported a chemical proteomics study with the aim of 

understanding the mechanism by which human peptide dynorphin induces virulence in 

P. aeruginosa209.  They used peptide-based photoaffinity probes (Figure 5.1.B) in whole 

cell studies to identify dynorphin-recognising proteins; and identified ParS, a largely 

uncharacterized membrane sensor kinase, as the binding partner of dynorphin. 

Subsequent full proteome studies revealed that dynorphin induces a specific defence 

response in P. aeruginosa, a mechanism not observed in ParS mutant strains which were 

more susceptible to dynorphin-induced toxicity209. Therefore, ParS has been identified as 

a sophisticated virulence mediator in P. aeruginosa, inducing antimicrobial-peptide 

resistance. Via the identification of ParS as a promising drug target for the prevention of 



Chapter 5 

177 

 

virulence induction and AMR, this study has provided further evidence that these two 

biological processes are directly associated. 

5.1.2. Carbohydrate binding proteins and their role in bacterial virulence 

 
There is increasing evidence showing that the regulation of bacterial virulence is directly 

associated with proteins involved in complex carbohydrate regulation. In the following 

section we will discuss carbohydrate binding enzymes and proteins and describe their 

role in bacterial virulence. 

 

5.1.2.1. Proteins with catalytic activity 
 
Carbohydrate-active enzymes catalyze the breakdown, biosynthesis or modification of 

carbohydrates and glycoconjugates. They can be divided into four main classes: glycosyl 

hydrolases (GHs), glycosyltransferases (GTs), polysaccharide lyases (PLs) carbohydrate 

esterases (CEs). While GTs catalyse the formation of glycosidic bonds, both PLs and GHs 

are responsible for their cleavage (Figure 5.2). GHs hydrolyse glycosidic bonds while PLs 

proceed via lytic β-elimination (non-hydrolytic cleavage)210. As for, CEs, they catalyze the 

de-O or de-N-acylation by removing the ester decorations from carbohydrates210 (Figure 

5.2). 

Because of their key role in biosynthesis and alteration of bacterial surface 

glycoconjugates, GTs211 and GHs212, but also CEs213 and PLs214 have often been associated 

with virulence. For example, a study has shown that Gram-positive Streptococcus 

dysgalactiae degrades host tissue polysaccharides by secreting poly- and oligosaccharide 

lyases214. As seen previously, GTs play a key role in adhesion to host cells and evasion of 

the host immune response by sophisticated mechanisms of host mimicry53. Bacterial 

biofilm formation mechanisms mediated by GTs have also been reported215. 

Additionally, protein glycosylation in pathogenic bacteria has been widely studied over 

the past decade, providing accumulating evidence of a direct association of this type of 
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post-translational modification with bacterial virulence216,217. For example, virulent 

glycoproteins have been identified in pathogenic bacteria including Neisseria 

meningitidis218 and Haemophilus influenzae219. These glycosylation events are responsible 

for bacterial adhesion to host cells and hijack of the host’s cellular processes216 (by 

mimicry). 

 

Figure 5.2. Classes of carbohydrate active enzymes. For CEs: (A) De-O-acetylation-sugar as acid (B) 
De-O-acetylation-sugar as alcohol 

 
 

In addition to their participation in the initial steps of infection, relatively recent studies 

have shown that bacterial GTs also modulate host responses by the direct modification of 

key host signalling proteins216. These, known as GT toxins, are major virulent factors used 

by pathogenic bacteria to manipulate the cellular functions of their eukaryotic host. In 

eukaryotic cells, protein glycosylation is operated by the highly conserved O-GlcNAc 

transferase (OGT), an inverting GT which forms β-anomeric sugar–protein bonds from 

UDP-GlcNAc. This can be rapidly reversed by glycosidase O-GlcNAcase (OGA), which 

exclusively cleaves β-anomeric sugar–protein bonds. In contrast, GT toxins are retaining 

enzymes and form α-anomeric sugar–protein linkages, which are not cleaved by OGA. 
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Thereby, this sophisticated mechanism allows bacteria to form a stable sugar–protein 

bond for a long-lasting toxin effect220. So far, only UDP-glucose and UDP-GlcNAc have been 

identified as sugar donor substrates of GT toxins, while the host protein acceptor appears 

to be more diverse. For example, C. difficile infections depend on the presence of the GT 

toxins TcdA and TcdB, active in the glucosylation of Rho proteins leading to inflammation 

and damage of the gut mucosa221. 

GHs in pathogenic bacteria have the ability to modify their host’s glycan structures in 

order to favour bacterial survival and persistence212. A good example which demonstrates 

how GHs are involved in bacterial pathogenesis and immunomodulation is 

Endoglycosidase S from Streptococcus pyogenes, that cleaves glycans from human IgG and 

contributes to immune evasion222. Additionally, the expression levels of a sialidase from 

Pseudomonas aeruginosa are highly correlated to the variations in adherence seen among 

strains223. 

 

5.1.2.2. Proteins with no catalytic activity 

 
Found in most organisms, lectins are the most common carbohydrate-binding protein 

devoid of catalytic activity. They bind mono- and oligosaccharides reversibly with high 

specificity but unlike antibodies, are not associated with immune response224. In bacteria, 

lectins mediate the attachment and binding of pathogens to their intended targets. 

Bacterial lectins occur commonly in the form of elongated proteins, known as fimbriae or 

pili which interact with glycoprotein and glycolipid receptors on host cells225. Bacterial 

surface lectins, occasionally referred to as sugar-specific adhesins, play a central role in 

the initiation of infection by regulating bacterial adherence to the host225. E. coli strain K99 

illustrates the role of bacterial lectins in host-recognition as well as their high specificity. 

The pathogen binds to N-glycolyl-neuraminic-containing glycolipids only found on 

intestinal piglets’ cells. Human cells contain N-acetylneuraminic acid analogues which 



Chapter 5 

180 

 

only differ from the former sugar scaffold by a single hydroxyl group. This explains at the 

molecular level why E. coli K99 can cause lethal diarrhoea in piglets but not in humans224. 

Competition experiments have been performed to provide non-refutable evidence 

regarding the role of lectins in bacterial infections. The inactivation of bacterial lectins by 

administration of suitable sugars to the host has proven efficient at providing protection 

against infections224. In an interesting example, the oral administration of NeuAc(α2-

3)lactose to patients infected with Helicobacter pylori, a Gram-negative bacteria 

responsible for the development of gastroduodenal ulcers, has significantly decreased the 

gastric bacterial load226. 

In drug-resistant Pseudomonas aeruginosa, galactose-binding LecA and LecB, cytotoxic 

lectins expressed in biofilm-grown cells, have been identified as virulence factors227. 

Towards developing “patho-blockers” and anti-virulence agents, Titz et al. have reported 

a covalent inhibitor of LecA, based on the addition of a reactive epoxide in position 6 of a 

galactose scaffold116 (see 2.1.2). A fluorescent glycoprobe (glyco-dye) derived from the 

inhibitor structure has been used for the labelling of LecA and the imaging of biofilms 

formed by P. aeruginosa in vitro116 (Figure 5.3). This work may be a stepping stone 

towards the development of pathogen-specific imaging agents to localize bacterial 

biofilm-associated infections inside an infected host. 

 

Figure 5.3. Fluorescent probe for the labelling of LecA from Pseudomonas aeruginosa 
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5.1.3. Carbohydrate-based probes for bacterial proteomic studies 

 
Therefore, carbohydrate-binding enzymes and proteins play an essential role in bacterial 

virulence and AMR. In chapter 4, different strategies for the design of GH and GT probes 

were presented. The variety of anchoring moieties and their mode of action was discussed 

alongside relevant examples. Beyond their use for the labelling of recombinant proteins, 

well-designed glyco-based probes may be applied to whole cell / cell lysate chemical 

proteomic studies for the pull-out and identification of bacterial carbohydrate-binding 

proteins involved in virulence. For example, Stubbs et al. have reported a glucosamine-

based probe the ability to pull out GH NagZ from in non-purified bacterial cell lysates of P. 

aeruginosa. NagZ is β-N-acetylhexosaminidase playing a critical role in peptidoglycan 

recycling and the induction of resistance to β-lactams228 (Figure 5.4).  

 

 

Figure 5.4. Example of a glycoprobe used in chemical proteomic studies on bacterial cell lysates 

 
 
Although chemical proteomics studies have become a widely used strategy for the 

identification of virulence associated proteins in pathogenic bacteria, the use of 

carbohydrate-based probes towards that goal remains underexploited229. Glycoprobes 

have more commonly been used in glycoproteomic studies for the characterisation and 

identification of glycoproteins as a result of posttranslational modification230.  

 

5.1.4. H. influenzae R2866 strain 

 
H. influenzae R2866 is a virulent non-typeable H. influenzae (NTHi) strain first isolated 

from the blood of children with meningitis infection9,231. Although this strain lacks a 
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capsular polysaccharide structure, it was reported to be serum-resistant, with a virulence 

level approaching that of encapsulated type b H. influenzae (Hib). The serum-resistance 

and its increased virulence are closely related to the terminal galactoside epitope of the 

outer-membrane LOS structure. As seen for N. meningitidis the galactosyltransferase LgtC 

is responsible for the biosynthesis of this virulent epitope9.  

 

5.2. Objectives 

 
In this last chapter, the synthesised glucosamine-based fluorescent probes were applied 

to a chemical proteomic study for the labelling of specific proteins of H. influenzae R2866. 

The aim of the study was to assess the ability of the probes to pull-out specific targets, and 

more interestingly, specific carbohydrate-binding proteins expressed in a virulent 

pathogen. To add more depth to the study and exploit the wide diversity of sugar scaffolds 

utilised by bacteria, an analogue series of galactosamine-based probes has been 

synthesised. This will allow the direct assessment of the role of the sugar recognition motif 

for binding and labelling. Additionally, with the modulation of their recognition motif, we 

hypothesised that, should the probes be successful for the labelling of specific HI proteins, 

their resulting protein profiling (the map of labelled protein) may be different. In addition 

to the testing of both probe-series on a single strain for the comparison of their protein 

profiling (Figure 5.5.A), the comparison of the tagged proteins performed by a single 

probe on different strains could be equally interesting (Figure 5.5.B). However, this was 

not performed as part of this preliminary study.  

Haemophilus was chosen for this study as it is more easily cultured than Neisseria in a 

standard laboratory. Additionally, Haemophilus expresses LgtC, which is highly 

homologous to LgtC from Neisseria, successfully labelled by our α-Glc-based probe. 

Therefore, the direct labelling of endogenous LgtC as well as other phase-variable 

proteins, involved in serum resistance, is of high interest and may be attenable via this 
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strategy. This work was done in collaboration with Prof. Brendan Wren at the London 

School of Hygiene and Tropical Medicine (LSHTM). 

 

 

Figure 5.5. Different strategies for chemical proteomic studies. (A) Study of the labelling ability of 
different probes on one strain. (B) Study of the labelling ablity of one probes on two different 
strains. 

 

5.3. Chemical synthesis of galactosamine-based probes 

 
Initially, this synthesis was performed by Hayley Wootton, MSci student working under 

my supervision. I used her protocol to repeat the synthesis for my own project. 

Galactosomine-based probe 25 was synthesised in seven steps from the commercially 

galactosamine hydrochloride salt in 15% overall yield (8% for 25-α and 7% for 25-β) 

(Scheme 5.1). Unlike its glucosamine-based analogue, sugar protected galactosamine 20 

was not commercially available. It was therefore synthesised in three steps from the non-

protected galactosamine hydrochloride salt via an orthogonal protection/deprotection 

strategy. Following the method developed by Wulffen et al.,232 the amine was first 

protected via imine formation using p-anisaldehyde to yield compound 18 (1H NMR signal 

of N=CH observed at 8.13 ppm, see Appendix 1 Fig A1.38). The following selective and 

quantitative O-acetylation gave compound 19 (1H NMR signals of 4 x RCOCH3 observed 

between 1.82-2.13 ppm, see Appendix 1 Fig A1.40). Finally, subsequent imine hydrolysis 

under acidic conditions regenerated the free amine salt 20 (1H NMR signal of NH3+ 

(A) (B) 

Gal-based probe Glc-based probe 
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observed at 8.71 ppm, see Appendix 1 Fig A1.42).  From this point onwards, the synthesis 

of probe 25 is directly based on the synthesis developed for probe 15 (see 4.4). Following 

the attachment of the electrophilic WH (cmpd 21), the linker was attached to the anomeric 

position to yield cmpd 22, whose anomers were separated by normal phase 

chromatography (see 4.4) (alkyne proton signals detected at 2.47 and 2.45 ppm on 1H 

NMR spectrum of 22-α and 22-β respectively, see Appendix 1 Fig A1.46 & 48). Each 

individual anomer was either reacted in a 1,3-dipolar cycloaddition with fluorophore 16 

(triazole proton signal detected at 7.61 and 7.67 ppm on 1H NMR spectrum of 24-α and 

24-β respectively, see Appendix 1 Fig A1.54 & 56) or de-acetylated to afford the sugar-

free partial probes 23-α and 23-β. The individual acetylated anomers of probe 24 were 

then hydrolysed to generate the probes 25 (refer to 4.4 for more details regarding this 

synthesis).  
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Scheme 5.1. Synthetic route of fluorescent probes 25α/β. Reagents and conditions: (i) p-
anisaldehyde (1 eq), NaOH (1 M), 0°C; 71% (ii) acetic anhydride (8 eq), pyridine (XS), rt, 16 h; 99% 
(iii) acetone, HCl (4 M, 1.2 eq), 56 oC, 5 min; 88% (iv) Et3N (2.3 eq), chloroacetyl chloride (3 eq), rt, 
1.5 h, 80% (v) propynol ethoxylate (3 eq), BF3Et2O (4 eq), DCM, 40°C, 8 hours, 70% (vi) 16 (1 eq), 
CuSO4-5H2O (1 eq), sodium ascorbate (1.5 eq), DIPEA (3 eq), THF : water 10:1, rt, 3hours, 74% (vii) 
MeONa (4 eq), MeOH, 10 mins, 0°C, 41%, (viii) MeONa (4 eq), MeOH, 10 mins, 0°C, 57%. 
 
 
 
The identification of both anomers of galactosamine-based probe 24 was successfully 

performed via NMR analysis as described in chapter 4 (see 4.5.2). The weak orbital 

overlap between H1 and H2 was associated with a small coupling constant for 24-α (J1-2 = 

3.5 Hz) while the opposite was observed for 24-β (Figure 5.6). Similarly, 24-β is 

characterised by the presence of H1 – H3 and H1 – H5 correlations on the ROESY spectrum, 

which are absence for 24-α. 
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Figure 5.6. Identification of compound 24 anomers by 1H NMR and 2D ROESY NMR, in CDCl3. (A) 
24-α (top) 24-β (bottom). 

 

5.4. Structural insight into the sugar scaffold for both probes 

 
A similar NMR-based analysis was used to show the structural differences between the 

sugar backbones of both probes. Glucosamine and galactosamine are diastereoisomers. 

The structural difference between them relies exclusively on the stereochemistry at 

carbon 4, with an (S) configuration for glucosamine and an (R) stereocentre for 
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galactosamine. After full characterisation of the probes, the NMR data can be used to 

confirm the nature of the sugar backbone for each probe series. 

 

In galactosamine-based probe 24, proton H4 is in equatorial position while both H3 and H5 

are in axial positions (Figure 5.7, top). Weak coupling, associated with a weak orbital 

overlap, is therefore expected between H4 and both H3 and H5. In the 1H NMR spectrum of 

probe 24, proton signals corresponding to H3 (dd), H4 (dd) and H5 (td) are well defined 

and a small coupling constant is indeed observed between H4 and both H3 and H5 (J4-5 = 

1.4Hz, J3-4 = 3.3Hz) (Figure 5.7, top).  

 
On the other hand, for glucosamine-based probe 14, the H4 proton is in axial position 

(Figure 5.7, bottom), strong coupling between H4 and both H3 and H5 is therefore expected 

in this case. However, in the 1H NMR of probe 14, H4 and H5 are not well-defined peaks. 

Luckily, the analysis of the H2 (ddd) and H3 (dd) proton signals has enabled the indirect 

determination of the coupling constant between H3 and H4 (J3-4). It is found to be 9.5Hz, 

which corresponds to a strong orbital overlap and strong coupling (Figure 5.7, bottom).  



Chapter 5 

188 

 

 

Figure 5.7. Top: Proton signals of H2 (ddd) and H3 (dd) in 1H NMR (CDCl3) of probe 14-α (Glc-
probe). Bottom: Proton signals of H3 (dd), H4 (dd) and H5 (td) in 1H NMR (CDCl3) of probe 24-α. 
Coupling constant allows for confirmation of sugar backbone. 

 

Additionally, more information can be extracted from the ROESY spectrum of both probes. 

As expected, the clear 1,3-diaxal interaction observed between H4 and H2 for the 

glucosamine-based probe 14, is absent in the galactosamine-based probe 24 (Figure 5.8). 
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Figure 5.8. ROESY NMR of Top: probe 14-α (CDCl3). Presence of correlation between H2 and H4 
resulting from a 1,3 diaxial interaction. Bottom: probe 24-α (CDCl3). Absence of correlation 
between H2 and H4 indicating no 1,3 diaxial interaction between them. 

 

 

5.5. Chemical proteomic study: bacterial protein profiling  

 
All four characterised probes were tested in whole cell protein labelling experiments on 

pathogenic H. influenzae strain R2866 with the aim of potentially labelling LgtC and / or 

other carbohydrate-binding proteins. This was performed at London School of Hygiene 
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and Tropical Medicine in collaboration with the group of Prof Brendan Wren. We reasoned 

that acetylated precursors, exhibiting a greater lipophilicity, were more likely to penetrate 

the cell membrane and were therefore more suited for whole-cell labelling work. The 

labile acetyl group may be cleaved off by bacterial esterases inside the cell.  Four 

fluorescent probes were tested: two glucosamine-based probes 14-α and 14-β and two 

galactosamine-based probes 24-α and 24-β (Figure 5.9). As described in Chapter 4, 

molecules 16 and 17 were used as fluorophore controls for the assessment of the non-

specific labelling. 

 

Figure 5.9. Fluorescent probes and control molecules tested in bacterial proteomic work  

 
 

5.5.1. Bacterial growth for H. influenzae R2866 

 
To identify the optimal growth period for the labelling experiments, growth kinetics of H. 

influenzae R2866 were first investigated. The growth of H. influenzae R2866 was 

monitored in supplemented Brain Heart infusion (sBHI) over 24 hours at 37°C and OD600 

was recorded at various time points. As shown in Figure 5.10, stationary growth phase 

was reached after 8-9 hours. The exponential growth phase, indicating healthy and 

performant cells, occurred over a period of two hours (between 5 and 7 hours after 

inoculation). From this, it can be concluded that the labelling experiment can be 
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performed on cell cultures of OD measurement between 0.6 and 1.4 to ensure fully alive 

and functioning cells. 
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Figure 5.10. Growth curve of H. influenzae R2866. Cells are grown in sBHI broth over 24 hours. 
OD600 is measured at specific time points. The experiment was carried out in triplicate (technical). 
Error bars represent standard deviation. 

 
 

5.5.2. Through-cells protein labelling 

 
Cell cultures of H. influenzae R2866 were grown in 20mL BHI broth for 5 hours (until 

OD600=0.9) at which point the cells were harvested.  Pellets equivalent to 4mL of cell 

cultures were incubated for 2 hours with all four probes (1mM in PBS (10% DMSO)) as 

well as with DMSO and fluorophore controls (cmpd 16 / 17) (Figure 5.9). After incubation, 

the excess of un-bound probe was washed off (5% DMSO in PBS). The cells were 

subsequently lysed (Bug buster) and cell lysates separated on a 4-12% SDS-page gel 

visualised by fluorescence read-out and Coomassie staining. (Figure 5.11). 

Interestingly, observation of the cell pellets under UV (365nm) after successful removal 

of all unbound probe (achieved after 4 washes) (Figure 5.11), demonstrated that those 

incubated with all four probes and fluorophore controls remain fluorescent while the 

control cells (incubated with DMSO) have no visible fluorescence. (Figure 5.11). This 
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indicates that some probe penetrates the cells and/or binds to the surface of the cells. 

Subsequent cell lysis shows that unlike the DMSO cell lysates, the probe and fluorophore 

control lysates were fluorescent. This suggests that, as seen for E. coli (chapter 4), the 

probe had penetrated the periplasm and/or cytoplasm of H. influenzae R2866 (Figure 

5.11). This is of great interest as it indicates that beyond non-pathogenic E. coli lab strains, 

the designed probes also have the ability to penetrate the outer-membrane of pathogenic 

bacteria, known to be the first line of defence against foreign molecules. This therefore 

indicates that our probes have not been recognised as a “threat” by the pathogen, which 

was confirmed by viability assays performed on chocolate agar plate, indicating that the 

cells were still viable after incubation with the probes (Appendix 5 Fig A5.1). The lack of 

anti-microbial activity means that the probes are well suited for protein profiling studies 

on intact cells. 

 

Figure 5.11. Workflow of the protein labelling in intact cells. Cell pellets and lysates obtained at 
different stages of the protocol are shown. 

 
 
Interestingly, no significant difference in fluorescence was observed between all labelled 

lysates (Figure 5.11). Because of the high level of structural similarities between the tested 

probes, it is not unexpected that their degree of cell permeability is equivalent. 

Additionally, the cell debris recovered after cell lysis also had some residual fluorescence, 

indicating two possibilities: the probe may tag membrane bound proteins or it may 
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somehow be attached to the bacterial cell surface. The probes are designed to bind 

carbohydrate-binding enzymes which often are transmembrane proteins located in the 

bacterial cell wall, therefore the former hypothesis is not unexpected. Unfortunately, due 

to the high degree of “stickiness” of the post-lysis pellets (partially due to the bacterial 

DNA present in cell debris), no successful protocol for the profiling of these membrane-

based labelled proteins has yet been found. The resuspension of the cell pellet in aqueous 

(PBS) or organic (DMSO) solvent or the use of DNAse to break down DNA, have so far not 

been successful to achieve the above. This means that the significant proportion of 

carbohydrate-active enzymes located on the cell membrane may unfortunately not be 

investigated in this study. To account for the whole proteome further optimisation are 

required. However, the profiling of tagged soluble proteins has been successful using the 

described protocol and the results are described below. 

 

 
Figure 5.12. H. influenzae R2866 whole cells protein labelling profile performed by all four probes. 
General conditions: The cells are grown to OD600= 0.9, pellets are suspended in PBS (900μL) and 
incubated with 24-α/β / 14-α/β / controls (100μL, 10mM stock) for two hours at  30°C. After 
being washed (5% DMSO in PBS) the cells are lysed with bug buster (100μL, X1 in PBS) and shaked 
for 30mins at rt. Loading buffer (2.5μL) is added to the clear supernant (10μL) and loaded onto a 
4-12% SDS page gel and run MES running buffer at 150V for 70 mins Fluorescence scanning (left), 
Coomassie stained (right). High abundance protein highlighted in red is not labelled by the probes.   
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While no specific labelling was observed for the fluorophore controls (cmpds 16 and 17) 

the labelling of soluble proteins has been achieved by all four tested probes (Figure 5.12). 

One protein (~28kDa) was intrinsically fluorescent as is was observed under fluorescence 

scanning in all three control wells (DMSO, 16, 17). It was therefore not counted as part of 

the specifically labelled proteins. Additionally, while no difference was observed between 

DMSO and 17 controls, some background fluorescence was observed for 16, most likely 

due to the reactive azide group (Figure 5.12). Therefore, for the rest of the work, control 

16 was no longer used. Interestingly, both in term of potency and selectivity, no significant 

difference was observed in the labelling profile of all four probes (Figure 5.12). This may 

indicate that the fluorophore, a common motif to all probes, may play a key role in binding 

as was the case for the labelling of LgtC (Chapter 4). 

 
The probes labelled many, but not all proteins, over a wide range of MW (from ~13 to 

100kDa). Interestingly, comparison with the Coomassie stained gel indicates that the 

labelled targets are in relatively low abundance. Additionally, the high abundance protein 

(~45kDa, highlighted in red in Figure 5.12) was not labelled by our probes which suggests 

that the labelling process is directed more by protein specificity than by protein quantity. 

Subsequently, the effect of probe concentration and incubation time on the observed 

labelling profile was investigated. 

 

5.5.2.1. Effect of probe concentration on labelling profile 

Increasing concentrations of glucosamine-based probe 14-α (0 - 1mM 10% DMSO in PBS) 

were used for the investigation of the probe concentration dependency while the 

incubation time remained unchanged (2 hours). A concentration dependant labelling was 

observed with weak protein tagging at 125μM of 14-α with only four protein bands visible 

under fluorescence scanning (highlighted with a yellow star in Figure 5.13.A).  

 



Chapter 5 

195 

 

As the concentration of probe increases, the labelling of these four proteins becomes 

stronger and new bands appear, indicating the tagging of additional proteins. This also 

suggests a difference in affinity of the probe for its labelled targets. At 1mM of incubated 

probe, the labelling profile obtained during these investigations is highly comparable to 

the one presented in Figure 5.12 during initial testing, indicating the reproducibility of our 

labelling protocol. Unsurprisingly, as the concentration of probe increases, the cellular 

uptake of 14-α increases accordingly, which is indicated by a greater amount of un-bound 

probe observed (Figure 5.13.B).  

 

 
 
Figure 5.13. (A) Effect of probe concentration (14-α) on labelling profile of H. influenzae R2866 
proteins in a whole cell labelling experiment. See Fig 5.12 for general conditions. Alterations: 14-α 
(100μL, 1.25 – 10mM stock) The proteins detected at 125μM of probe are highlighted in yellow (B) 
Gel front, an increase in probe intake is observed. (C) Effect of incubation time on labelling profile 
of H. influenzae R2866 proteins in a whole cell labelling experiment. See Fig 5.12 for general 
conditions. Alterations: incubation time (1-2hrs)  (only the fluorescence scanning is shown). 

 
 

5.5.2.2. Effect of incubation time on labelling profile 

 
The labelling of glucosamine-based probes (1mM in PBS (10% DMSO)) was investigated 

after 1 and 2 hours of incubation with H. influenzae R2866 strain cells. Interestingly, an 

increase in cellular uptake was observed upon increasing incubation time, as more un-
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bound probe was found at the loading front of the gel after 2 hours than after 1 hour for 

both anomers and 17 control (Figure 5.13.C). This indicates that the transport mechanism 

of the probe through the cell membrane is time dependant and not immediate. However, 

this did not result in a stronger protein labelling as no significant difference in the labelling 

profile was observed after longer incubation time (not shown). This can be explained by 

two different factors: 

- The target binding and modification is fast. After 1-hour, full target labelling is 

achieved therefore more probe entering the cell just remains un-bound. 

- The target binding and modification is slow. Although more probe has penetrated the 

cell, our two time points (1 and 2-hours) are too close to each other for a difference 

to be observed. 

In order to fully understand the labelling process, the investigation of the labelling profile 

after shorter (10 - 30mins) and longer incubation times (6 - 12hours) needs to be 

performed. Either way, cell penetration does not appear to be a limiting factor in this 

labelling process, as in-cell unbound probe is observed in all cases.  

 

5.5.3. Bacterial cell lysate labelling 

 
Next, the labelling of the cell lysates of H. influenzae R2866 was investigated. Cell pellets 

were lysed with Bug Buster prior to probe incubation and thereby generated cell lysates 

were treated with the four probes (Figure 5.9).  For this experiment, deAc probes (15 and 

25) were initially used as no cellular membrane needs to be crossed. However, for reasons 

that remain unclear to date, this was unsuccessful. The probe did not seem to label 

proteins with a strong enough intensity and the excessively large amounts of unbound 

probe made the gel imaging particularly challenging (Appendix 5 Fig A5.2). Different 

conditions were tried varying the probe concentration, the gel percentage and the running 

buffer. However, no attempted conditions resulted in the successful labelling of the cell 
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lysates by probe 15 and 25. We hypothesise that this observation may be the result of the 

low reactivity of the deAc probe as discussed in chapter 3 (see Figure 3.15). 

 
The labelling of bacterial cell lysates was therefore conducted with acetylated probes 14 

and 24. This experiment was initially performed with 1mM of probes for direct 

comparison with the intact cell labelling work previously described. However, this 

resulted in a large amount of un-bound probe making the imaging of the gel challenging. 

Therefore, as previously performed on E. coli lysates (Chapter 4), the labelling of H. 

influenzae lysates was performed with 0.5mM of probe.  

 

 
 

Figure 5.14.  H. influenzae R2866 cell lysate protein labelling performed by all four probes. General 
conditions: The cells are grown to OD600= 0.9 and lysed with bug buster (100μL, X1 in PBS, for pellet 
of 4mL of cell culture) and mixed for 30mins at rt. Resulting cell lysates (9μL) are incubated with 
24-α/β / 14-α/β / controls (1μL, 5mM stock) for 1 hour at  30°C. See Fig 5.12 for further sample 
treatment. A protein labelled with a high intensity via this method is highlighted in red. 

 
 
As observed for the whole cell work, a protein of approximately 28 kDa is intrinsically 

fluorescent while other proteins over a wide range of MW (20 – 100 kDa) are specifically 

labelled by the probes. However, once again, the observed labelling profiles are similar for 

all four probes. Additionally, it is worth noting that one band (~50kDa, highlighted in red 

in Figure 5.14) appeared significantly more fluorescent than the others, with a 
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comparable intensity to the intrinsically fluorescent protein. This is unlike what was 

observed during the whole cell work in which the intrinsically fluorescent protein was (by 

far) the most intense band. 

 
Cell lysates were then incubated with decreasing concentration of glucosamine-based 

probe 14-α / control 17 (1-hour incubation). While no background labelling was 

observed for the fluorophore control 17, the labelling of proteins in bacterial cell lysates 

was concentration dependent, as observed for the intact cell work (Figure 5.15). The 

detection limit for tagged proteins under these conditions was >100μM of probe. In this 

experiment, the presence of a strongly labelled protein in cell lysate (50 kDa) which 

seemed absent in intact cell labelling was also observed. We therefore conducted an 

experiment with both labelling techniques combined in a single gel for direct comparison. 

 

 
Figure 5.15. Effect of probe (14-α) concentration the labelling of H. influenzae R2866 protein in 
cell lysates. See Fig 5.14 for general conditions. Alterations: 14-α (1μL, 5 - 0.25mM stock). 
 

 

5.5.4. Whole cell versus cell lysates labelling 

 
For a direct comparison of the whole cell versus cell lysate labelling, an experiment in 

which both labelling protocols are conducted in parallel from the same cell cultures was 

performed. A bacterial culture was grown as previously described, half of which was used 
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for protein labelling through cells (1mM of 14, 2 hours) while the other half was lysed and 

subsequently incubated with the glucosamine-based probe (0.5mM, 1 hour). The 

workflow of this experiment is shown in Figure 5.16.A.  

 

 

 

Figure 5.16. Direct comparison of intact H. influenzae R2866 cell labelling vs cell lysate labelling 
performed by all four probes. (A) Workflow. (B) Results. See Fig 5.12 and 5.14 for general 
conditions. C= intact cell labelling, L= cell lysate labelling. 

 

The lysate samples resulting from both experiments were loaded on a single 4- 12% SDS-

page page to enable the direct visual comparison of the labelling profiles. Interestingly, 

the labelling profile obtained via the two distinct protocols showed some significant 

differences, with some targets labelled exclusively though one strategy but not the other 
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(Figure 5.16.B). The most notable difference was observed for a target of MW approaching 

50 kDa, labelled exclusively in bacterial cell lysate but not through intact H. influenzae cells 

(Figure 5.16.B), in line with previous observations.  

 
A potential explanation for the above observations is that our probes penetrate 

exclusively in the periplasm environment of H. influenzae R2866 without crossing the 

inner membrane and reaching the cytoplasmic space. In an intact cell labelling 

experiment, only periplasmic proteins would therefore be labelled by the probes.  

However, when the cells are lysed, both periplasmic and cytoplasmic proteins are 

released, and both can be labelled in a cell lysate labelling experiment. Therefore, we 

hypothesise that the protein labelled exclusively in bacterial cell lysate may be a 

cytoplasmic protein. As a replacement for Bug Buster-induced cell lysis, a periplasmic 

extraction followed by cytoplasmic release was attempted with the aim of providing 

answers to our proposed hypothesis. Using a concentrated solution of sucrose in Tris 

buffer supplemented with EDTA233, the outer membrane extract was released as the 

soluble fraction. With repeated freeze and thaw cycles of the resulting cell pellet, the 

cytoplasmic cell content was subsequently released. However, the amount of proteins 

generated via this strategy was too low and could not be detected by gel electrophoresis. 

Therefore, the initial bacterial culture of H. influenzae R2866 was scaled up and the 

experiment was repeated with a larger cell pellet to address the problem. Although 

improved, the protein content of each fraction was still too low for conclusions to be 

drawn with confidence. This merits further optimisation.  

 

5.5.1.   Two-step labelling 

 
Following this, a 2-step labelling experiment on both intact cells and cell lysates was 

performed with the aim of assessing the role of the sugar in target recognition and 

suppressing any interference related to the fluorophore scaffold. Acetylated probe 
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precursors equipped with an alkyne handle (12-α/β, 22-α/β), were incubated with intact 

cells (2 hours, 1mM) or cell lysate (1 hour, 0.5mM). After incubation the cells were washed 

to remove unbound probe and lysed according to the protocol previously described. The  

resulting lysates were then submitted to in situ click ligation conditions in the presence of 

CuSO4 sodium ascorbate and the Dansyl azide (cmpd 16,0.5mM) for 1 hours at 30°C, for 

the biorthogonal attachment of the fluorophore reporter group (Figure 5.17).  

 
 
Figure 5.17. Two-step labelling protocol, workflow 

 

No labelling was observed whether the precursor probe had been incubated on intact cells 

(see Appendix 5, Fig A5.3) or in cell lysates (not shown). Because the outcome was the 

same for both strategies, the absence of labelling could not be explained by an inability of 

the probe precursors to permeate the cell membrane. However, as the Coomassie revealed 

a gel with a much lower protein abundance than observed for the standard one-step 

labelling protocol, the above observation was initially thought to be the result of a dilution 

of the lysates following the in situ click ligation step (see Appendix 5, Fig A5.3). The two-

step labelling protocol was then repeated with more initial cell pellet (8mL of cell culture). 

Additionally, in situ click ligation was performed using 10X more concentrated solutions 

of all reaction components to lower the subsequent dilution factor of the lysates. Although 

successful for the retrieval of protein abundance to levels comparable to the one-step 

protocol, this strategy did not have any effect on the outcome of the experiment as no 
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labelling was observed (see Appendix 5, Fig A5.4). This can be explained by two factors: 

(1) the in situ click ligation is unsuccessful (2) the probe precursors do not bind to their 

protein target.  

(1) The former could be due to the reaction between the free alkyne and the azide not 

proceeding or the inaccessibility of the free alkyne following binding. The presence of DTT 

or related thiols can drastically inhibit the Click reaction and such components may be 

present in the commercial lysis buffer used. Therefore, the two-step labelling needs to be 

repeated cell on lysates obtained via a different method, for which the lysis buffer 

employed does not contain a reducing agent. 

(2) The results gathered from previous experiments (one-step labelling) suggest that the 

modulation of the sugar scaffold has no significant effect on the observed labelling. This 

indicates that the sugar head does not act as the targeting motif for labelling which 

suggests that factor (2) may be responsible for the absence of labelling via a two-step 

protocol. 

 

5.5.2. Mass spectrometry analysis 

 
The above dataset suggests that the probes have the ability to label some specific H. 

influenzae proteins. However, the lack of clear differences observed in the labelling profile 

of all four probes combined with the absence of labelling observed in a two-step labelling 

protocol strongly suggests that the sugar head may not act as the recognition motif. On 

the contrary, the data indicates that the targeting group for protein recognition is a motif 

common among all four probes which is absent in a two-step labelling process: the Dansyl 

fluorophore. Should this hypothesis be correct, the nature of the tagged proteins may 

therefore be very different from anticipated, with very few to none being carbohydrate-

binding enzymes.  
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In order to provide answers, seven labelled bands were extracted from the gel and 

submitted to mass spectrometry analysis at the King’s CEMS Proteomics Facility (Figure 

5.18). The bands highlighted in red in Figure 5.18 were not submitted for MS analysis 

because of cross-contamination. Shortly before submission of this thesis, the MS data was 

received. Therefore, the following section constitutes a preliminary analysis of the results. 

 
The sequence of the peptides, obtained after trypsin digestion and LC-MS/MS analysis, 

were search against the current H. influenzae taxonomy reported on the Uniprot database. 

The raw data was searched at a stringency threshold of 5% false discovery rate for protein 

and peptide with a minimum of one peptide per protein. Any protein that is above this 

identity threshold is therefore deemed significant. 

 
 

Figure 5.18. Fluorescent bands cut out and submitted to MS analysis for protein identification. 
Highlighted bands (red) were not submitted ecause of contamination. The gel was run for probe 
14-α (1mM), 2 hours incubation with H. influenzae cells (see chapter 7 for experimental detail) 
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After searching against the HI Taxonomy database, a total of 102 proteins were identified 

at this stringency, some with a poor peptide match (1-2) and some with a greater peptide 

match (4-5). For all seven bands, and accounting for all peptide matches, 139 proteins 

were identified. This means that 37 proteins have been identified as potential protein IDs 

for more than one band. Because of the great sensitivity of mass spectrometry, it is 

common to match more than one potential protein, however, in our case this was a rather 

large number of potential matches. This can be explained by the fact that the bands were 

cut out of the gel manually which is inevitably associated with a significant degree of 

contamination, especially when the amount of protein present is so abundant (see 

Coomassie stained gels above). Therefore, it is highly likely that one sample contains more 

than one protein. For each extracted band, we therefore focussed on the assignment which 

was associated with the greater number of peptide matches. The suggested protein ID for 

each band via this strategy is presented in Figure 5.18. For each band, the peptide match 

corresponded to 3 – 6% of protein sequence coverage and the position of the band on the 

gel in relation to the ladder corroborates with the MW of the proposed protein ID. 

Although in some case the observed band may be a fragment of the identified protein 

(band C for example), this is a first indication that the assignment may be robust. However, 

the subcellular location of identified proteins varies between cell inner membrane (for 

lactate dehydrogenase) and cytoplasm (for chaperone Dnak) and in other cases, is not 

reported on the Uniprot database. Therefore, robust conclusions regarding the subcellular 

location of the tagged proteins via intact cell labelling cannot be drawn at this stage. 

Additionally, these are preliminary results based on a single experiment and the band 

analysis should be repeated to check for consistency.  

 
From these initial results, neither LgtC nor any relevant carbohydrate binding proteins 

have been identified as potential protein ID for the extracted bands. This is the case, not 

only for the proteins associated with the greater peptide matches, but for most of the 102 

proteins identified. This observation is in line with the hypothesis made earlier regarding 
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the probability that the labelling may not be targeted by the sugar head group.  However, 

it could also be partially due to the potential absence of membrane bound proteins 

analysed with the current labelling protocol. Among the 102 identified target proteins, 

only two are related to carbohydrate binding enzymes as they bind sugar phosphates: 

glucose-6-phosphate 1-dehydrogenase (56kDa) shares 1 peptide with extracted band B, 

and fructose-1,6 biphosphatase (36kDa) also has 1 peptide match with extracted band E. 

Interestingly, a peptidoglycan associated protein (16kDa) was identified has a potential 

candidate for extracted band G, as the result of 1 peptide match. This is an outer 

membrane-bound protein which may suggest that, unlike originally thought, some 

membrane bound proteins may be extracted with Bug buster.  

 
On the other hand, many nucleotide-binding proteins have been identified. Among others, 

are the proteins assigned for three of the extracted bands:  the chaperone protein DnaK 

identified for band A (Uniprot, P43736 (DNAK_HAEIN)), NAD nucleotidase for band D 

(Uniprot, Q4QNY4_HAEI8) and DNA-directed RNA polymerase subunit beta (a 

nucleotidyl-transferase) for band C. This indicates that the recognition motif, believed to 

be the fluorophore, may be a good nucleotide mimic. In chapter 4, it was concluded that 

the probe binds in the active site of LgtC with the fluorophore occupying the binding site 

of the donor substrate: UDP-Gal, a sugar nucleotide. Although these results do not support 

our original hypothesis for the labelling of carbohydrate-binding proteins, they are highly 

interesting as they corroborate previous observations regarding the binding mode of the 

probe. 

 
The band previously labelled in HI cell lysate exclusively (see Figure 5.16) was also 

analysed by LC-MS/MS following the same protocol as the intact cell bands. Interestingly, 

for this specific band, the number of peptide matches with suggested target proteins was 

greater than for the intact cell work. We hypothesised that due to the more intense 

labelling of this band, less error was associated with the band extraction process. 11 
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peptides detected in the sample matched the elongation factor Tu (thermo unstable) 

(43kDa) which corresponded to 35% sequence coverage of the whole protein. This was 

about 10-fold greater than the coverage obtained for any band isolated from the intact cell 

work. Cell division protein FtsZ was also identified as a potential target in this sample with 

11 peptide matches corresponding to 20% of whole sequence coverage. Both proteins are 

nucleotide binding enzymes (recognising GTP) and both are located in the cytoplasm of 

HI. This suggests that, as hypothesised, the protein labelled exclusively in cell lysate is a 

cytoplasmic protein. However, because of the absence of robust data regarding the 

subcellular localisation of the proteins tagged during intact cell labelling, no definite 

conclusion regarding the extent of the probe’s cell penetration can yet be drawn. 

 
At this stage, it is important to note that the above discussion is based on preliminary data, 

obtained in the absence of protein enrichment. This, combined with the fact that the whole 

bacterial proteome is present on the gel and the significant human error associated with 

cutting out the bands, indicate that the resulting MS data may just correspond to abundant 

proteins. Although it is interesting to note a pattern in the pull-out of nucleotide binding 

proteins, it remains relatively unlikely that all low abundance proteins labelled by the 

probe correspond to the above identified targets (Figure 5.18). In order to improve the 

reliability of this analysis, a protein pull-down based on the Dansyl scaffold could be 

employed via the use of anti-Dansyl antibody available commercially (A-6398 Thermo 

Fisher Scientific). 

 

5.6. Summary and conclusions 

 
In this chapter, carbohydrate-based fluorescent probes equipped with an electrophilic 

warhead were applied to a chemical proteomic study on non-typeable H. influenzae R2866 

strain. The aim of the study was to assess the ability of the probes to recognised and 

covalently label carbohydrate binding proteins in pathogenic bacteria. In order to gain 
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insight into the role of the sugar head for recognition and to exploit the wide diversity of 

sugar scaffolds utilised by bacteria, a series of galactosamine-based probes was 

synthesised in addition to the glucosamine-based probes described in Chapter 4. Their 

synthesis was directly based on the route developed in the previous chapter with an 

additional three steps to generate the non-commercially available peracetylated 

galactosamine hydrochloride salt. Probe 24 was obtained with a 26% yield over 6 steps 

(14% for 24-α and 12% for 24-β), and NMR analysis enabled the unequivocal 

identification of both anomers. 

The four fluorescent probes (14-α/β and 24-α/β) were tested for their labelling ability 

in two types of experiments: (1) an intact cell labelling approach during which live cells 

were incubated with the probes and subsequently lysed. (2) a cell lysate labelling strategy 

during which the cells were lysed prior to incubation with fluorescent probes. The 

resulting cell lysates from both methods were separated on an SDS-page gel and visualised 

under fluorescence read-out. The abundance of proteins was detected by Coomassie 

staining. For both strategies, the probes specifically labelled bacterial proteins in a 

concentration dependent manner. Interestingly, for a single probe, differences were 

observed in the labelling profiles resulting from both strategies.  We hypothesised that 

this may be the result of the probe not penetrating the cytoplasm in the whole cell 

labelling experiment, in which case the labelling of cytoplasmic proteins is achieved 

exclusively in a cell lysate labelling experiment. On the other hand, for one labelling 

strategy, the observed labelling profile for all four probes is not significantly different, 

which suggests that protein recognition is initiated by a motif common to all probes 

(fluorophore/linker group). The absence of fluorescent bands on fluorophore control 

lanes, indicates that the sugar head, bearing the electrophilic moiety, is responsible for 

protein modification. However, the above observations suggest that it has a minimal role 

in protein recognition. This hypothesis was corroborated by the lack of tagged proteins as 

a result of a two-step labelling experiment, indicating that in the absence of the 
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fluorophore, the probe does not bind to proteins. However, at this stage, care should be 

taken not to over-interpret this result as the presence of reducing agent in lysis buffer may 

drastically inhibit the Click reaction. 

Subsequent preliminary proteomics MS analysis indicated that the tagged proteins may 

not be carbohydrate binding proteins. However, a significant number of nucleotide-

binding proteins were identified as potential target candidates which suggests that the 

Dansyl motif may be a good nucleotide mimic. Although this is in line with observations 

made in Chapter 4 (Dansyl moiety of the probe occupying the UDP-Gal binding pocket of 

LgtC), this preliminary MS data should not be over interpreted as, in the absence of protein 

enrichment, the identified targets may correspond the most abundant proteins in the 

sample.
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Antibiotic resistance is one of the greatest current medical challenges. Towards 

developing novel strategies to tackle this major issue, the development of molecular tools 

to study biological targets involved in virulence is of great interest. In bacteria 

glycosyltransferases (GTs) are responsible for the biosynthesis and alterations of surface 

glycoconjugates involved in bacterial adhesion to host’s cells and primary infection 

mechanisms. In this thesis, we have developed small chemical tools in the form of 

inhibitors and fluorescent probes for the study of LgtC, a bacterial galactosyltransferase 

involved in virulence and infection in pathogenic Gram-negative bacteria. Inspired by 

previous findings suggesting the presence of an accessible cysteine residue in the active 

site of LgtC, and willing to exploit the great potential of resurging covalent modifiers, our 

strategy was to combine an electrophilic warhead and a carbohydrate scaffold for the 

design of small molecular tools for LgtC and other carbohydrate binding enzymes. 

Interestingly, except for the recent example of the epoxide-containing galactose 

developed by Titz et al. for the study of bacterial lectins, this strategy has not been 

commonly explored. The challenges we faced during this research may provide an 

explanation as to why that may be the case.  

In Chapter 2, we designed disaccharide lactosamine-based molecules, equipped with an 

electrophilic warhead at a specific position of the scaffold, for the targeting of cys246 in 

the active site of LgtC. We found that, beyond showing inhibitory activity, this class of 

inhibitors also exhibited some residual substrate properties. The biochemical assay we 

use to perform inhibition studies relies on the detection of the secondary product of the 

LgtC reaction, which makes the dissociation between both activities impossible in that 

case. However, using an assay which detects the formation of primary enzymatic product 

or the depletion of the substrate would enable a better characterisation of this 

disaccharide series. Although it makes them great synthetic tools for the biosynthesis of 

complex oligosaccharides, the reported substrate promiscuity of LgtC and other bacterial 

GTs renders the rational design of carbohydrate based molecular tools challenging.  
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In Chapter 3, based on the reported weak substrate activity of monosaccharides for LgtC, 

we shifted our focus to the development of glucosamine-based inhibitors. As these 

inhibitors have no residual substrate properties, they were useful tools to investigate the 

putative covalent mode of action of this series of monosaccharides. It was with surprise 

that a non-covalent inhibition mode was elucidated for these small inhibitors. Initial 

substrate competition experiments indicated a non-competitive inhibition for both of 

LgtC’s substrates which suggested an unprecedented allosteric mode of inhibition for the 

electrophilic monosaccharides. This may explain the absence of covalent inhibition for 

lack of nucleophilic residue in the vicinity.  

In Chapter 4, a fluorescent probe (15) derived from the scaffold of the most potent 

monosaccharide inhibitor (11) was synthesised. Robust data suggested that, unlike 

inhibitor 11, the probe has the ability to covalently label recombinant LgtC. In addition to 

this, the observed absence of competitive binding between the probe and the inhibitor 

combined with opposing activity towards a LgtC mutant strongly indicate a different 

binding mode for these two molecules.  Because our results indicate with confidence that 

the probe binds in the active site of the enzyme, the data gathered in chapter 4 support 

the hypothesis suggested in Chapter 3 regarding an allosteric binding mode for the 

inhibitor. Allosteric binding of a small sugar scaffold has never been reported before for 

LgtC and to the best of my knowledge neither has it been for other bacterial GTs. To date, 

this remains unproven as a greater evidence base is required to conclude with confidence 

that 11 is an allosteric inhibitor of LgtC.  However, the dataset obtained during this 

research is supports this mode of action in its entirety. Crystallography work has been 

initiated with the aim of solving the structure of LgtC in complex with inhibitor 11 to 

provide a definite answer regarding the binding of the monosaccharide in the enzyme. 

Some promising conditions have been identified (see Table 3.2) which merit further 

investigation.  
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In Chapter 4 and 5, fluorescent carbohydrate-based covalent probes have been 

synthesised and applied to the labelling of recombinant LgtC and other proteins in non-

pathogenic and pathogenic bacteria. In both cases, investigation into the probes’ mode of 

action indicates that the sugar head, originally designed as the targeting motif for the 

labelling of sugar binding proteins, plays little to no role in protein recognition. On the 

contrary, our data suggest with a high degree of confidence that the target recognition is 

controlled by the fluorophore moiety which is believed to act a nucleotide mimic. This 

suggestion is based on two findings: (1) for the labelling of recombinant LgtC, the 

fluorophore binds in the binding pocket of the donor substrate: a sugar nucleotide (2) 

preliminary MS analysis suggests a number of nucleotide-binding proteins as the potential 

identity of the target proteins labelled in pathogenic bacteria. To the best of my 

knowledge, the Dansyl fluorophore scaffold has never been reported as a nucleotide 

mimic before. 

 

 

Figure 6.1. The research undertaken during this PhD: conclusions, hypothesis  

 

We hypothesise that the lack of recognition motif properties observed for the sugar head 

is partially due to an unsuitable chemical linker between the sugar and the fluorophore. 
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After reflection on the challenges faced during this research, it is our belief that the linker 

is too short in length to provide enough spatial separation between the two entities. 

Therefore, the putative nucleotide mimic properties of the larger Dansyl motif take 

predominance over the small sugar group. Structural optimisation of the current probe 

with a larger carbohydrate scaffold and a longer linker may enable the development of 

highly efficient probes for the labelling of carbohydrate binding proteins in bacteria.  

Finally, our dataset raises important questions regarding the design of carbohydrate-

based covalent inhibitors or probes.  During this research, it has become clear that an 

electrophilic warhead attached directly onto a carbohydrate scaffold may not be an ideal 

strategy for the design of covalent inhibitors and probes. Although it has been reported 

once in the literature116, our research has provided evidence of partial intramolecular 

quenching of WH reactivity by the electron donating effect of a free sugar scaffold. This is 

supported by the fact that the acetylated sugar probes developed in this work were 

significantly more reactive than the free sugar analogues. We therefore suggest that for 

the design of covalent glycoprobes and inhibitors, sufficient chemical separation should 

be provided between the sugar recognition motif and the electrophilic WH to ensure full 

reactivity towards nucleophilic residues. 

A number of areas for further investigation have arisen, in order to provide greater insight 

into some of the key questions which emerged from this work. These include: 

- The development of a MS-based biochemical assay for the detection of the 

trisaccharide primary product of the LgtC reaction. This would allow a thorough 

investigation into the mode of action of the disaccharide candidates 1 and 2 and 

separation of their substrate from inhibitory activities, which is not possible with 

the current phosphatase-coupled colorimetric assay. 

- The elucidation of the structure of LgtC in complex with monosaccharide inhibitor 

11 by X-ray crystallography via the optimisation of the crystallisation conditions 
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identified herein. This will provide irrefutable evidence regarding the binding mode 

of the inhibitor which, with the current dataset, is proposed to be allosteric. 

- The investigation into the use of longer PEG chemical spacers between: (1) the sugar 

and the electrophilic WH in order to test the impact on WH reactivity, (2) the sugar 

and the reporter group in order to test effect on binding and the sugar’s ability to 

act as a targeting group. 

- Confirmation of the Dansyl group’s nucleotide mimicking properties by chemical 

attachment of an electrophilic WH on the fluorophore’s scaffold and the use of anti-

Danzyl antibody for subsequent enrichment. 

- Synthesis of a series of probe analogues incorporating alternative reporter groups 

in order to assess the effects of removing the putative nucleotide mimic on binding. 

This may include a variety of fluorophores such as coumarin or fluorescein, or a 

different detection strategy such as the use of biotin which allows subsequent 

enrichment and therefore more accurate identification of target proteins. 

 
In conclusion, the work carried during this PhD has answered different but equally 

interesting questions than the ones initially posed. The challenges encountered may 

explain why carbohydrate-based covalent probes remain rarely used. They are 

synthetically challenging, may not exhibit the expected target binding and may possess a 

very low reactivity towards nucleophiles. However, this research provides a deep enough 

understanding of these issues to propose with confidence a viable potential methodology 

for the efficient design of glycoprobes (Figure 6.1). Such optimised probes may be ideal 

tools to enable the identification of new virulence factors for the development of novel 

antimicrobial strategies. 
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7.1. Covalent docking 

 
CovalentDock Cloud program was used in order to carry out covalent docking studies. 

http://docking.sce.ntu.edu.sg/. .mrv file were generated using MarvinSketch 16.7.25.0 

and converted to .mol2 file using Open Babel 2.3.2. The protein and ligand complex (.dlg 

files) were visualised using PyMol Molecular Graphic System Version 1.7.4.5 Edu. 

LgtC 1GA8 was retrieved from the Protein Data Bank and modified in WordPad for the 

elimination of all non-ATOM character. On PyMol makes all hydrogen atoms explicit. 

The ligand was drawn in 3D with explicit hydrogen atom on MarvinSketch and then 

uploaded onto the CovalentDock Cloud program as a .mol2 file. 

 

7.2. Chemical synthesis: protocols and compound characterisation  

 
General. All chemical reagents were purchased from commercial source and were used 

as received, with exception of propynol ethoxylate which was distilled prior to use. 

Normal phase chromatography was performed on silica gel (particle size 40 – 63 μm). 

Reverse phase chromatography was performed on Gradifrac BIO-RAD BioLogic LP model 

2110 or preparative HPLC Agilent Technology 1260 Infinity fitted with ZORBAX eclipse 

XDB-C18 PrepHT column (21.2 cm x 100 mm, particle size 5 μm). Semi-preparative 

chromatography was performed using an Agilent 1260 Infinity machine fitted with a 

ZORBAX 300SB-C18 column (25 cm x 9.4 mm, particle size 5 μm). LC-MS analysis was 

performed on Agilent eclipse XDB-C8 column (4.6 x 150 mm, 5μm) on Agilent 

Technologies 1260 Infinity II LC system coupled with expressionL Advion MS system. 

Solvents used for reverse phase purification were all HPLC grade. Thin layer 

chromatography (TLC) was performed on precoated aluminium plates (Silica Gel 60 F254, 

Merck). Compounds were visualised by TLC stain p-anisaldehyde and/or exposure to UV 

light (365 nm). All compounds are characterized by 1H-NMR, 13C-NMR, and (HR)MS. 1H-

NMR spectra were recorded at 298K using a Brucker AscendTM 400 spectrometer at 400 

http://docking.sce.ntu.edu.sg/
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MHz. 13C-NMR spectra were recorded at 298K on either a Brucker AscendTM 400 

spectrometer at 100 MHz or Brucker AscendTM 600 spectrometer at 150 MHz. Chemical 

shifts (δ) are reported in ppm, referenced to residual solvent peaks. Full peak assignment 

was achieved with the aid of 2D NMR, namely COSY, HSQC, HMBC and DEPT (also 

generated on spectrometers detailed prior). HRMS spectra were recorded at the EPSRC 

National Mass Spectrometry Service Centre, Swansea. In house, reported masses were 

obtained using an Advion expressionL CMS mass spectrometer, in combination with an 

Agilent 1260 Infinity LC system fitted with a ZORBAX Eclipse XDB-C8 column (15.0 cm x 

4.6 mm, particle size 5 μm) (0.1% formic acid in water/methanol, flow rate: 1 mL/min, 

detection wavelength: 210/254 nm. 

 

7.2.1.  Chapter 2 compounds: disaccharides 

 
1-N-benzyl-1-deoxy-lactulose (3)   

Lactulose (10 g) was reacted with an excess of benzylamine (13 mL). The reaction mixture 

was stirred at 40°C for 30 hours. Portions of cold acetone (10 mL) were added to the 

residue and the syrup-like precipitate formed was filtered. The filtrate was concentrated 

under vacuum and cold diethyl ether was added to the residue. The white crystalline 

precipitate was filtered and combined with the first syrup-like precipitate (by dissolving 

in methanol). The residue was taken as is through the next stage. 

 
2-lactosamine-N-benzyl (5)  

3 previously obtained was dissolved in 40 mL of MeOH and 4 mL of AcOH were added to 

the reaction mixture. The solution was stirred at room temperature for 2 hours. 5 was 

separated from the bis-benzylated by-product 4 and remaining lactulose by normal phase 

chromatography (gradient 0%-25% MeOH in DCM). 5 was isolated as a mixture of 

anomers. %Yield= 51%. 
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1H NMR (400 MHz, D2O) δ 2.35 – 2.39 (m, 0.7H, 

H2β), 2.51 (dd, J2α-3α=10.2 Hz, J2α-1α= 3.5 Hz, 1H, 

H2α), 3.27 – 3.97 (m, 20.7H, Hα+β), 4.20 – 4.23 (m, 

1.7H, H1’β), 4.51 (d, J1β-2β= 8.1 Hz, 0.7H, H1β), 5.08 (d, J1α-2α= 3.4 Hz, 1H, H1α), 7.08 – 7.13 (m, 

1.7H, Bn), 7.15 – 7.26 (m, 7.3H, Bn).  HR-MS m/z= 432.1866 [M+H]+ (calculated 432.1864) 

 
2-lactosamine ammonium chloride (6)  

5 (600 mg) was dissolved in water (10 mL) and dioxane (5 mL). Pearlmans’s catalyst (0.3 

eq) was added to the reaction mixture alongside a drop of concentrated HCl. The reaction 

mixture was set up on the hydrogenation apparatus stirred at room temperature under 5 

bars of hydrogen for 24 hours. After evaporation of the solvent, the residue was purified 

by reverse phase chromatography (gradient 2%-10% MeOH in water). %Yield= 90 %. 6 

was isolated as a mixture of anomers.  

1H NMR (400 MHz, D2O) δ 3.01 (dd, J2β-3β= 10.7 Hz, 

J2β-1β = 8.3 Hz, 0.5H, H2β), 3.29 (d, J2α-1α= 3.6 Hz, 

0.5H, H2α), 3.49 – 4.03 (m, 16H, Hα+β), 4.42 – 4.45 

(m, 1.5H, H1’β), 4.94 (d, J1β-2β= 8.4 Hz, 0.5H, H1β), 5.41 (d, J1α-2α= 3.6 Hz, 0.5H, H1α). HR-MS 

m/z= 342.1395 [M+H]+ (calculated 342.1395) 

 
2-deoxy-N-acryloyl-2-lactosamide (1) 2-deoxy-2-acetylchloridelactosamide (2) 

6 was dissolved into MeOH (2mL), TEA (2 eq) was added and the reaction mixture was 

stirred for 2 mins before being cooled down to 0°C. The desired acid anhydride (3eq) was 

added to the reaction mixture at 0°C and which was stirred until completion (monitored 

by TLC, 20% MeOH in DCM). The reaction mixture was the passed through activated 

Amberlite IR- 120 (H+) resin (cation exchange column), the desired product was 

recovered while residual 6 and triethylammonium salt remained attached on the resin. 

The resin was washed two time with MeOH. The product was then purified by reversed 
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phase preparative HPLC (C3 column, H2O, MeOH gradient) and solvent was evaporated on 

freeze dryer to yield a white powder. Yield 20-25%. 

 
13C NMR (100MHz, D2O) 168.8 (C=Oβ), 168.7 

(C=Oα), 129.8, 129.5, 128.0, 127.9 (C7α, C7β, C8α, C8β) 

102.9 (C1’α), 102.8 (C1’β), 94.8, 90.5 (C1α C1β), 78.6, 

78.2, 75.3, 74.8, 72.4, 72.4, 70.9, 70.9, 70.2, 70.2, 

69.2, 69.2, 68.5, 68.5, 61.0, 61.0, 59.8, 56.2, 53.7, 53.7. HR-MS m/z= 394.1353 [M-H]- 

(calculated 394.1355)  

 
13C NMR (100MHz, D2O) 170.2 (C=Oβ), 169.9 

(C=Oα), 102.8, 102.8 (C1’α, C1’β), 94.5 (C1β), 90.3 

(C1α) 78.6, 78.2, 75.3, 74.8, 72.4, 72.2, 70.9, 70.7, 

70.7, 70.2, 69.2, 69.2, 68.5. 68.5, 61.0, 60.9, 59.9, 

59.8, 56.6, 54.0, 42.3 (C7α), 42.2 (C7β). HR-MS m/z= 416.0969 [M-H]- (calculated 

416.0965)     

 

7.2.2.  Chapter 3 compounds: monosaccharides 

 
1,3,4,6-Tetra-O-acetyl-2-deoxy-N-acryloyl-2-glucosamide (8) 1,3,4,6-Tetra-O-acetyl-2-

deoxy -N-acetylchloride-2-glucosamide (9) (3R,4R,5S,6R)-6-(acetoxymethyl)-3-

propionamidotetrahydro-2H-pyran-2,4,5-triyl triacetate (8s) 

To a suspension of 1,3,4,6-Tetra-O-acetyl-2-amino-2-deoxy-beta-D-glucopyranose 

hydrochloride (0.4 mmol) in DCM (2 mL), triethylamine (2 eq) was added. The reaction 

mixture was allowed to stir at room temperature until all the solid is dissolved (1-2 mins). 

The solution was cooled down to 0°C and acryloyl chloride/ chloroacetyl chloride (3 eq) 

was added dropwise to the reaction mixture. The reaction mixture was stirred at 0°C for 

10 mins and at room temperature until TLC showed full conversion (1hr). After 

completion, the reaction mixture was quenched by addition of saturated NaHCO3 solution 
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(5 mL). DCM (10 mL) was added to the reaction mixture and the two layers were 

separated. The aqueous phase was washed with DCM (3 x 10 mL). Organic layers were 

combined and dried over Na2SO4. After filtration the mixture was concentrated under 

vacuum. The residue was purified by normal phase column chromatography 

(EtOAc/Hexane). The pure product was yielded as an off-white crystalline product 

(%yield= 70%-90%). 

 
1H NMR (400 MHz, CDCl3 + 1 drop of DMSO-d6) δ 1.88, 1.92, 1.97, 

1.98 (4s, 12H, 4 CH3CO), 3.74 (d, J= 8.1 Hz, 1H, H5), 4.00 (d, J6-6= 

12.3Hz, 1H, H6), 4.17 (dd, J6-6= 12.3 Hz, J6-5= 4.0 Hz, 1H, H6), 4.20 

- 4.32 (m, 1H, H2), 4.99 (t, J4-3= 9.6 Hz, 1H, H4), 5.15 (t, J3-4= 9.9 Hz, 

1H, H3), 5.51 (d, J9’-7= 10.3 Hz, 1H, H9’), 5.66 (d, J1-2= 8.7 Hz, 1H, 

H1), 5.96 (dd, J7-9= 17.0 Hz, J7-9’= 10.30 Hz, 1H, H7), 6.13 (d, J9-7= 17.1 Hz, 1H, H9), 7.34 (d, 

1H, JNH-2=9.4 Hz, NHamide). 13C NMR (100 MHz, CDCl3) δ 20.5, 20.5, 20.6, 20.8 (4C, CH3CO), 

52.3 (C2), 61.6 (C6), 68.1 (C4), 72.5, 72.6 (C5, C3), 92.4 (C1), 126.6 (C9), 130.6 (C7), 165.7 (C8), 

169.3, 169.3, 170.5, 170.5 (4C, CH3CO). HR-MS m/z= 402.1395 [M+H]+ (calculated 

402.1395), m/z= 419.1659 [M+NH4]+ (calculated 419.1660), m/z= 424.1211 [M+Na]+ 

(calculated 424.1214)  

 
1H NMR (400 MHz, CDCl3) δ 2.04, 2.05, 2.09, 2.12 (4s, 12H, 

CH3CO), 3.84 (ddd, J5-4= 9.8 Hz, J5-6= 4.6 Hz, J5-6=2.3 Hz, 1H, H5), 

3.98 (d, J= 0.9 Hz, 1H, H7), 4.13 (dd, J6-5= 2.3 Hz, J6-6=12.5 Hz, 1H, 

H6), 4.22 (dt, J2-3= 10.4 Hz, J2-NH= 9.0, 1H, H2), 4.29 (dd, 1H, J6-6= 

12.5 Hz, J6-5= 4.6 Hz, 1H, H6), 5.15 (t, J= 9.5 Hz, 1H, H4), 5.27 (dd, J3-2= 10.4 Hz, J3-4= 9.3 Hz, 

1H, H3), 5.81 (d, J1-2= 8.6 Hz, 1H, H1), 6.57 (d, JNH-2= 9.2 Hz, 1H, NH). 13C NMR (100 MHz, 

CD3Cl3) δ 20.6, 20.7, 20.9, 21.0 (4C, CH3CO), 42.4 (C7), 53.7 (C2), 61.7 (C6), 67.8 (C4), 72.0 
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(C3), 73.1 (C5), 92.3 (C1), 166.6 (C8), 169.4, 169.5, 170.8, 171.0 (4C, CH3CO). HR-MS m/z= 

441.1270 [M+NH4] + (calculated 441.1270) 

1H NMR (400 MHz, CDCl3) δ 1.09 (t, J9-8= 7.6 Hz, 3H, H9), 2.03, 

2.03, 2.08, 2.10 (4s, 12H, CH3CO), 2.13 (q, J8-9= 7.6 Hz, 2H, H8), 

3.80 (ddd, J= 12.9 Hz, 7.7 Hz, 5.4 Hz, 1H, H5), 4.09 – 4.15 (m, 1H, 

H6), 4.26 (dd, J= 12.5 Hz, 4.5 Hz, 1H, H6), 4.32 (dt, J= 14.1 Hz, 4.5 

Hz, 1H, H2), 5.09 – 5.19 (m, 2H, H4, H3), 5.62 (d, JNH-2= 9.5 Hz, 1H, NH), 5.69 (d, J1-2= 8.8 Hz, 

1H, H1). 13C NMR (100 MHz, CD3Cl3) δ 9.96 (C9), 20.7, 20.8, 20.9, 21.0 (4C, CH3CO), 29.9 

(C8), 53.0 (C2), 61.8 (C6), 67.9, 72.7, 73.1 (C3, C4, C5), 92.8 (C1), 169.4, 169.7, 170.8, 170.4, 

(4C, CH3CO), 174.0 (C7).  

 
2-deoxy-N-acryloyl-2-glucosamide (10) 2-deoxy -N-acetylchloride-2-glucosamide (11) 2-

deoxy -N-ethyl-2-glucosamide (10s) 

To a solution of 8/9 (0.28 mmol) in MeOH (4 mL), sodium methoxide in MeOH (0.5 M) (4 

eq) was added at 0 °C. The reaction was stirred at 0 °C for 10 mins and quenched with 

Amberlite IR- 120 (H+). Amberlite was removed through filtration, and the filtrate was 

concentrated in vacuo. The the fully deprotected compound was purified by reversed 

phase preparative HPLC (C3 column, H2O, MeOH gradient) and solvent was evaporated on 

lyophilisor to yield a white powder in quantitative yield.  

 
1H NMR (400 MHz, D2O) δ 3.40 - 3.59 (m, 2H α +β), 3.68-3.91 (m, 6H 

α +β), 3.95 (dd, J2-3= 10.7 Hz, J2-1= 3.5 Hz, 1H, H2α), 4.74 (d, J1-2= 8.4 

Hz, H1β), 5.21 (d, J1-2= 3.5 Hz, H1α), 5.78 (dd, J9’-7= 10.0 Hz, J= 1.4 Hz, 

H9’), 6.15 - 6.36 (m, H7, H8’ α+β). 13C NMR (100 MHz, D2O) δ 54.2 

(C2α), 56.8 (C2β), 60.6 (C6α), 60.7 (C6β), 69.8, 70.0, 70.7, 71.6, 73.9, 

75.9, 90.8 (C1α), 94.9 (C1β), 127.9 (C9β), 128.0 (C9α), 129.6 (C7α), 129.9 (C7β), 168.8 (C8), 

169.1 (C8). HR-MS m/z= 234.0972 [M+H] + (calculated 234.0972)  
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1H NMR (400 MHz, MeOD) δ 3.33 - 3.37 (m, 1.5H α +β), 3.47 – 3.51 

(m, 0.5H β), 3.58 – 3.86  (m, 7H α +β), 4.01-4.15 (m, 3H, H7 α +β), 4.63 

(d, J1-2=8.3 Hz, H1β), 5.08 (d, J1-2=3.4 Hz, H1α). 13C NMR (100 MHz, 

MeOD) δ 43.3 (C7α), 43.4 (C7β), 56.1, 59.1, 62.7, 62.8, 72.1, 72.3, 

72.7, 73.1, 75.6, 78.0 (C2α-β, C6α-β, C4α-β, C3α-β, C5α-β), 92.4 (C1α), 96.6 (C1β), 169.4 (C8), 169.9 

(C8). HR-MS m/z=256.0583 [M+H] + (calculated 256.0582) 

 
1H NMR (400 MHz, D2O) δ 1.13 (td, J= 7.6 Hz, 1.7 Hz, 4.7H, H9 α+β), 

2.32 (qd, J= 7.6 Hz, 2.9 Hz, 3.2H, H8 α+β), 3.43 - 3.58 (m, 2.8 Hα +β), 

3.69 (dd, J2-NH= 10.1 Hz, J2-1= 8.5 Hz, 0.6H, H2β), 3.72 – 3.98 (m, 

6.7H, Hα+β), 4.72 (d, J1-2= 8.4 Hz, H1β), 5.20 (d, J1-2= 3.5 Hz, H1α). 13C 

NMR (100 MHz, D2O) δ 9.43 (C9β), 9.48 (C9α), 29.0 (C8α), 29.3 (C8β), 53.9 (C2α), 56.6 (C2β), 

60.6 (C6α), 60.7 (C6β), 69.8, 70.0, 70.6, 71.5, 73.8, 75.9, (C3, C4, C5 α+β) 90.8 (C1α), 94.9 (C1β), 

178.5 (C8), 178.7 (C7). 

 

7.2.3. Chapter 4 compounds: glucosamine-based probes and fluorophores 

 
(2R,3S,4R,5R,6S)-2-(acetoxymethyl)-5-(2-chloroacetamido)-6-(2-(prop-2-yn-1-

yloxy)ethoxy) tetrahydro-2H-pyran-3,4-diyl diacetate (12-α) (2R,3S,4R,5R,6R)-2-

(acetoxymethyl)-5-(2-chloroacetamido)-6-(2-(prop-2-yn-1-yloxy)ethoxy)tetrahydro-2H-

pyran-3,4-diyl diacetate (12-β) 

9 (1.06 mmol) was dissolved in DCM (3 mL) and cooled to 0oC. Boron trifluoride diethyl 

etherate (4 eq) and propynol ethoxylate (3 eq) were added dropwise, the solution heated 

to 40oC and stirred for 8 h. The reaction mixture was diluted with DCM (7 mL) and washed 

with K2CO3 (2 x 10 mL), H2O (2 x 10 mL) and NaCl (2 x 10 mL). The organic layer was 

retrieved and dried over MgSO4. The solvent was removed under vacuum and the crude 

compound purified with flash column chromatography (solvent system: 0-20% acetone 
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in toluene) yielding two products. Each was further purified with flash column 

chromatography (solvent system: 10-30% EtOAc in Hexane) to yield 12-α and 12-β as 

pale-yellow oils. Overall % Yield= 72 (35% for 22-α, 37% for 22-β) 

 
1H NMR (400 MHz, CDCl3) δ 2.00, 2.03, 2.09 (3s, 9H, 

4 CH3CO), 2.48 (t, J13-11= 2.4 Hz, 1H, H13), 3.66 – 3.74 

(m, 3H, H9, H10), 3.82 – 3.89 (m, 1H, H9), 3.99 (d, J= 

4.4 Hz, 2H, H7), 4.02 – 4.12 (m, 2H, H5, H6), 4.19 (d, 

J11-13= 2.4 Hz, 2H, H11), 4.25 (dd, J6-6= 12.2 Hz, J6-5= 4.2 Hz, 1H, H6), 4.33 (ddd, J2-3= 10.6 Hz, 

J2-NH= 9.5Hz, J2-1= 3.7 Hz, 1H, H2), 4.92 (d, J1-2= 3.7 Hz, 1H, H1), 5.13 (t, J= 9.7 Hz, 1H, H4), 

5.30 (dd, J3-2= 10.5 Hz, J3-4= 9.6 Hz, 1H, H3), 6.83 (d, JNH-2= 9.3 Hz, 1H, NH). 13C NMR (100 

MHz, CDCl3) δ 20.8, 20.8, 20.9 (3C, CH3CO), 42.5 (C7), 52.3 (C2), 58.5 (C11), 62.0 (C6), 67,7 

(C9), 68.0 (C5), 68.2 (C4), 68.6 (C10), 71.2 (C3), 75.1 (C13), 79.5 (C12), 97.4 (C1), 166.4 (C8), 

169.5, 170.9, 171.2 (3C, CH3CO). LC-MS (m/z) [M + Na+]: calculated 486.1; found 486.3 

 
1H NMR (400 MHz, CDCl3) δ 2.01, 2.01, 2.07 (3s, 

9H, 4 CH3CO), 2.45 (t, J13-11= 2.3 Hz, 1H, H13), 3.61 

– 3.81  (m, 4H, H5, H9, H10), 3.84 – 3.93 (m, 1H, H2), 

3.93 – 4.06 (m, 3H, H9, H7), 4.09 – 4.21 (m, 3H, H11, 

H6), 4.25 (dd, J6-6= 12.3 Hz, J6-5= 4.7 Hz, 1H, H6), 4.83 (d, J1-2= 8.3 Hz, 1H, H1), 5.06 (t, J= 9.6 

Hz, 1H, H4), 5.33 (t, J= 9.9 Hz, 1H, H3), 6.67 (d, JNH-2= 8.5 Hz, 1H, NH). 13C NMR (100 MHz, 

CDCl3) δ 20.8, 20.8, 20.9 (3C, CH3CO), 42.6 (C7), 55.1 (C2), 58.6 (C11), 62.2 (C6), 68.6 (C4), 

68.9 (C9), 69.3 (C10), 72.0 (C3), 72.0 (C5), 74.9 (C13), 79.6 (C12), 100.8 (C1), 166.6 (C8), 169.5, 

170.8, 170.8 (3C, CH3CO). LC-MS (m/z) [M + Na+]: calculated 486.1; found 486.2 

 
2-chloro-N-((2S,3R,4R,5S,6R)-4,5-dihydroxy-6-(hydroxymethyl)-2-(2-(prop-2-yn-1-yloxy) 

ethoxy)tetrahydro-2H-pyran-3-yl)acetamide (13-α) 2-chloro-N-((2R,3R,4R,5S,6R)-4,5-
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dihydroxy-6-(hydroxymethyl)-2-(2-(prop-2-yn-1-yloxy)ethoxy)tetrahydro-2H-pyran-3-

yl)acetamide (13-β) 

12-α(β) (0.10 mmol) was added to MeOH (1.03 mL) and cooled to 0oC. NaOMe (0.5 M in 

MeOH, 3 eq) was added dropwise and the reaction mixture stirred at 0oC for 10mins. The 

reaction was quenched with addition of acidified H2O (2 mL) and the solvent removed 

under vacuum. The crude compound was purified with flash column chromatography 

(solvent system: 0-5% MeOH in DCM) and lyophilised to yield 13-α(β) as a white powder. 

%Yield= 63 (α), 59 (β) 

 
1H NMR (400 MHz, D2O) δ 3.43 – 3.50 (m, 1H, C4), 

3.61 – 3.73 (m, 2H, H5, H9), 3.73 – 3.80 (m, 4H, H3, H6, 

H10), 3.81 – 3.87 (m, 2H, H6, H9), 3.93 – 3.98 (m, 1H, 

H2), 4.15 (s, 2H, H7), 4.23 (s, 2H, H11), 4.90 (d, J1-2= 3.6 

Hz, 1H, H1). 13C NMR (100 MHz, D2O) δ 42.2 (C7), 53.9 (C2), 57.9 (C11), 60.4 (C6), 66.5 (C9), 

68.8 (C10), 69.8 (C4), 70.9 (C3), 71.9 (C5), 96.8 (C1), 170.0 (C8) 

1H NMR (400 MHz, D2O) δ 3.40 – 3.48 (m, 2H, H3, 

H4), 3.56 – 3.65 (m, 1H, H5), 3.66 – 3.81 (m, 5H, H2, 

H6, H9, H10), 3.88 – 3.93 (m, 1H, H6), 4.00 (d, 1H, J9-

9= 11.7 Hz, J=5.4 Hz, J=2.8 Hz, H9), 4.17 (s, 2H, H7), 

4.21 (s, 2H, H11), 4.61 (d, J1-2= 8.4 Hz, H1). 13C NMR (100 MHz, D2O) δ 42.7 (C7), 55.9 (C2), 

57.9 (C11), 60.6 (C6), 68.6, 68.8 (C9, C10), 69.8 (C4), 73.4 (C5), 75.8 (C3), 100.8 (C1), 170.2 (C8) 

N.B: As mentioned in Chapter 4 (p.141) 1H13 has exchanged for 2D13 in D2O and is therefore 

not visible on the NMR spectra.   

 
(2R,3S,4R,5R,6S)-2-(acetoxymethyl)-5-(2-chloroacetamido)-6-(2-((1-(2-((5-

(dimethylamino)naphthalene)-1-sulfonamido)ethyl)-1H-1,2,3-triazol-4-

yl)methoxy)ethoxy)tetrahydro-2H-pyran -3,4-diyl diacetate (14-α) (2R,3S,4R,5R,6R)-2-
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(acetoxymethyl)-5-(2-chloroacetamido)-6-(2-((1-(2-((5-(dimethylamino)naphthalene)-1-

sulfonamido)ethyl)-1H-1,2,3-triazol-4-yl)methoxy) ethoxy)tetrahydro-2H-pyran-3,4-diyl 

diacetate (14-β) 

12-α(β) (0.16 mmol) and 16 (1 eq) were dissolved in THF (1 mL) and the mixture stirred. 

Sodium ascorbate (2 eq) and copper sulfate pentahydrate (1.2 eq) were dissolved in H2O 

(110 μL) and added to the mixture. DIPEA (5 eq) was added and the mixture covered with 

alumimium foil and stirred at room temperature for 3 h. The mixture was extracted with 

EtOAc (15 mL), washed with H2O (5 mL) and brine (5 mL), and concentrated under 

vacuum. The crude residue was purified first with flash column chromatography (solvent 

system 0-100% EtOAc in Hexane) and second with flash column chromatography (solvent 

system 0-70% acetone in toluene) to yield 14-α(β) as a green powder. % Yield= 73 (α), 

81 (β) 

1H NMR (400 MHz, CDCl3) δ 

2.01, 2.02, 2.05 (3s, 9H, 4 

CH3CO), 2.88 (s, 6H, H26), 3.32 – 

3.48 (m, 2H, H15), 3.70 – 3.76 (m, 

2H, H10), 3.76 – 3.80 (m, 1H, H9), 

3.81 – 3.89 (m, 1H, H9), 3.93 (d, 

J= 1.9 Hz, 2H, H7), 4.03 – 4.13 (m, 

2H, H5, H6), 4.13 – 4.20 (m, 1H, 

H6), 4.31 (ddd, J2-3= 10.7 Hz, J2-NH= 9.4 Hz, J2-1= 3.7 Hz, 1H, H2), 4.40 – 4.52 (m, 2H, H14), 4.63 

(s, 2H, H11), 4.97 (d, J1-2= 3.6 Hz, 1H, H1), 5.12 (t, J= 9.7 Hz, 1H, H4), 5.29 (dd, J3-2= 10.7 Hz, 

J3-4= 9.5 HZ, 1H, H3), 6.22 (t, J= 6.2 Hz, 1H, NH sulphonamide), 7.06 (d, JNH-2= 9.3 Hz, 1H, NH amide), 

7.18 (d, J= 7.5Hz, 1H, H20), 7.49 – 7.56 (m, 2H, H19, H24), 7.59 (s, 1H, H13), 8.17 – 8.26 (m, 

2H, H18, H25), 8.55 (d, J= 8.5 Hz, 1H, H23). 13C NMR (100 MHz, CDCl3) δ 20.8, 20.8, 20.9 (3C, 

CH3CO), 42.5 (C7), 43.0 (C15), 45.5 (C26), 50.6 (C14), 52.4 (C2), 62.1 (C6), 64.5 (C11), 67.7 (C9), 
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67.9 (C5), 68.3 (C4), 69.6 (C10), 71.2 (C3), 94.4 (C1), 115.5 (C20), 118.8 (C18), 123.3 (C24), 

124.2 (C13), 128.6 (C19), 129.6, 129.6 (C25, C22), 130.1 (C17), 130.9 (C23), 134.6 (C16), 144.7 

(C12), 152.2 (C21), 166.8 (C8), 169.6, 171.1, 171.5 (3C, CH3CO). LC-MS (m/z) [M + H+]: 

calculated 784.2; found 784.3 

N.B: Traces of DMSO present (2.61ppm on 1H NMR and 41.1pm 13C NMR) 

 
1H NMR (400 MHz, CDCl3) δ 

1.96, 2.02, 2.06 (3s, 9H, 4 

CH3CO), 2.89 (s, 6H, H26), 

3.35 – 3.47 (m, 2H, H15), 3.67 

– 3.77 (m, 3H, H5, H10), 3.80 – 

3.88 (m, 1H, H9), 3.88 – 4.05 

(m, 4H, H2, H9, H7), 4.10 (dd, 

J6-6= 12.2 Hz, J6-5= 2.4 Hz, H6), 4.24 (dd, J6-6= 12.2 Hz, J6-5= 2.4 Hz, H6), 4.42 – 4.56 (m, 2H, 

H14), 4.63 (s, 2H, H11), 4.91 (d, J1-2= 8.4 Hz, 1H, H1), 5.07 (t, J= 9.6 Hz, 1H, H4), 5.28 – 5.35 

(m, 1H, H3), 6.06 (t, J= 6.2 Hz, 1H, NH sulphonamide), 7.12 (d, JNH-2= 8.5 Hz, 1H, NH amide), 7.19 

(d, J= 7.5 Hz, 1H, H20), 7.51- 7.59 (m, 2H, H19, H24), 7.66 (s, 1H, H13), 8.20 – 8.26 (m, 2H, H18, 

H25), 8.56 (d, J= 8.5 Hz, 1H, H23). 13C NMR (100 MHz, CDCl3) δ 20.8, 20.8, 20.9 (3C, CH3CO), 

42.7 (C7), 42.9 (C15), 45.6 (C26), 50.4 (C14), 55.2 (C2), 62.2 (C6), 64.5 (C11), 68.7 (C4), 68.7 

(C9), 70.2 (C10), 71.9 (C5), 72.2 (C3), 100.8 (C1), 115.5 (C20), 118.8 (C18), 123.3 (C24), 124.5 

(C13), 128.7 (C19), 129.7, 129.7 (C17, C25), 130.1 (C22), 131.0 (C23), 134.4 (C16), 144.7 (C12), 

152.3 (C21), 167.2 (C8), 169.6, 170.9, 170.9 (3C, CH3CO). LC-MS (m/z) [M + H+]: calculated 

784.2; found 784.3 

 
2-chloro-N-((2S,3R,4R,5S,6R)-2-(2-((1-(2-((5-(dimethylamino)naphthalene)-1-

sulfonamido) ethyl)-1H-1,2,3-triazol-4-yl)methoxy)ethoxy)-4,5-dihydroxy-6-

(hydroxymethyl)tetrahydro-2H-pyran-3-yl)acetamide (15-α) 2-chloro-N-
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((2R,3R,4R,5S,6R)-2-(2-((1-(2-((5-(dimethylamino) naphthalene)-1-sulfonamido)ethyl)-

1H-1,2,3-triazol-4-yl)methoxy)ethoxy)-4,5-dihydroxy-6-(hydroxymethyl)tetrahydro-2H-

pyran-3-yl)acetamide (15-β) 

14-α(β) (0.074 mmol) was dissolved in MeOH (790 μL) and cooled to 0oC. NaOMe (0.5 M 

in MeOH, 3 eq) was added dropwise and the solution stirred at 0oC for 10mins. The 

reaction was quenched with acidified H2O (2 mL) and the solvent removed under vacuum. 

The crude compound was first purified with flash column chromatography (solvent 

system: 0-5% MeOH in DCM) and the solvent again removed under vacuum. The obtained 

solid was dissolved in H2O (15 mL), filtered, and purified with preparative 

chromatography (2 x 7.5 mL), gradient 20 – 55% CH3CN against H2O over 7 min (flow rate: 

20 mL/min), detecting at 325 nm. The solvent was removed under vacuum, the purified 

compound re-dissolved in H2O (3 mL) and lyophilised to yield 15-α(β) as a green powder. 

%Yield= 55 (α), 52 (β) 

1H NMR (400 MHz, D2O) δ 2.84 

(s, 6H, H26), 3.41 (dd, J= 10.0 Hz, 

J= 9.1 Hz, 1H, H5), 3.50 – 3.59 (m, 

6H, H4, H9, H10, H15), 3.64 – 3.75 

(m, 4H, H3, H6, H9), 3.88 (dd, J2-3= 

10.6 Hz, J2-1= 3.6 Hz, 1H, H2), 4.02 

(s, 2H, H7), 4.07 (s, 2H, H11), 4.29 

(dd, J= 6.4 Hz, J= 4.3 Hz, 2H, H14), 

4.78 (s, 1H, H1*), 7.36 – 7.33 (m, 2H, H13, H20), 7.56 – 7.51 (m, 1H, H19), 7.58 (dd, J24-23= 8.6 

Hz, J24-25= 7.5 Hz, 1H, H24), 7.92 (d, J18-19= 8.7 Hz, 1H, H18), 8.10 (d, J25-24= 7.3 Hz, 1H, H25), 

8.40 (d, J23-24= 8.6 Hz, 1H, H23), 60.3 (C6). 13C NMR (100 MHz, D2O): δ 42.0 (C15), 42.1 (C7), 

45.0 (C26), 49.3 (C14), 53.8 (C2), 62.5 (C11), 66.4 (C9), 68.8 (C10), 69.7 (C5), 70.9 (C3), 71.8 

(C4), 96.8 (C1), 115.8 (C20), 119.0 (C18), 123.8 (C24), 124.9 (C13), 128.4 (C17), 128.4 (C19), 
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128.7 (C22), 129.5 (C17), 130.1 (C19), 133.4 (C16), 142.6 (C12), 150.4 (C21),169.8 (C8). LC-MS 

(m/z) [M + H+]: calculated 657.2; found 657.3. HR-MS m/z= 657.2110 [M+H]+ (calculated 

657.2031) 

* anomeric proton H1 is under the water peak 

 
1H NMR (400 MHz, D2O) δ 

2.89 (s, 6H, H26), 3.42 – 3.49 

(m, 2H, H4, H5), 3.51 – 3.58 (m, 

2H, H10), 3.57 – 3.65 (m, 3H, 

H3 H15), 3.67 – 3.80 (m, 3H, H2, 

H6, H9), 3.88 – 3.98 (m, 2H, H6, 

H9), 4.08 (s, 2H, H7), 4.15 (s, 

2H, H11), 4.32 – 4.39 (m, 2H, H14), 4.58 (d, J1-2= 8.4 Hz, 1H, H1), 7.35 – 7.42 (m, 2H, H13, H20), 

7.55 – 7.67 (m, 2H, H19, H24), 7.99 (d, J18-19= 8.7 Hz, 1H, H18), 8.15 (d, J25-24= 7.3 Hz, 1H, H25), 

8.46 (d, J23-24= 8.6 Hz, 1H, H23). 13C NMR (100 MHz, D2O): δ 42.0 (C15), 42.3 (C7), 45.0 (C26), 

49.3 (C14), 55.9 (C2), 60.7 (C6), 62.7 (C11), 68.7 (C9), 68.8 (C10), 69.9 (C4), 73.5 (C3), 75.9 (C5), 

100.8 (C1), 115.9 (C20), 118.9 (C18), 123.8 (C24), 124.9 (C13), 128.5 (C17),128.6 (C19), 128.8 

(C22), 129.6 (C25), 130.2 (C23), 133.4 (C16), 150.6 (C21), 170.0 (C8). LC-MS (m/z) [M + H+]: 

calculated 657.2; found 657.3. HR-MS m/z= 657.2111 [M+H]+ (calculated 657.2031)     

 
N-(2-azidoethyl)-5-(dimethylamino)naphthalene-1-sulfonamide (16) 

Dansyl chloride (5.00 mmol), 2-bromoethylamine hydrobromide (1 eq) and triethylamine 

(2 eq) were added to DCM (25 mL) and stirred at room temperature for 4 h. The solvent 

was removed under vacuum. The resulting residue was dissolved in MeCN (50 mL), NaN3 

(2.5 eq) was added and the mixture refluxed overnight. The solvent was removed under 

vacuum and the crude product purified by flash column chromatography (solvent system: 

0-50% EtOAc in Hexane) to yield 16 as a green oil. % Yield= 87. 
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1H NMR (400 MHz, CDCl3) δ 2.89 (s, 6H, H13), 3.03 – 3.08 (m, 2H, H2), 

3.29 – 3.33 (m, 2H, H1), 4.99 (t, JNH, H2= 5.9 Hz, 1H, NH sulphonamide), 7.21 

(d, J9-10 = 7.6 Hz, 1H, H9), 7.53 (dd, J5-6= 8.5 Hz, J5-4= 7.4 Hz, 1H, H5), 7.60 

(dd, J10-11= 8.6 Hz; J10-9= 7.7 Hz, 1H, H10), 8.24 – 8.26 (m, 2H, H4),  8.26 – 

8.28 (m, 2H, H11), 8.57 (d, J6-5 = 8.5 Hz, 1H, H6). 13C NMR (100 MHz, 

CDCl3) δ 42.5 (C2), 45.6 (C13), 51.1 (C1), 115.5 (C9), 118.6 (C11), 123.3 (C5), 128.8 (C10), 

129.6 (C12), 129.8 (C4), 130.1 (C7), 131.0 (C6), 134.6 (C3), 152.3 (C8). HR-MS m/z= 

320.1182 [M+H]+ (calculated 320.1181) 

 
5-(dimethylamino)-N-(2-(4-propyl-1H-1,2,3-triazol-1-yl)ethyl)naphthalene-1-sulfonamide 

(17) 

Titled compound was obtained from 16 and 1-pentyne under the click reaction conditions 

described for 12. % Yield= 87 

1H NMR (400 MHz, CDCl3) 0.95 (t, J18-17= 7.4 Hz, 3H, H18), 

1.58 – 1.68 (m, 2H, H17), 2.58 – 2.63 (m, 2H, H16), 3.44 (dd, 

J= 11.2 Hz, J= 6.1 Hz, 2H, H2), 4.30 – 4.36 (m, 2H, H1), 4.41 – 

4.48 (m, 1H, NH), 7.11 (s, 1H, H14), 7.19 (d, J9-10= 7.1 Hz, H9), 

7.51 – 7.57 (m, 2H, H5, H10), 8.18 (dt, J= 8.7 Hz, J= 1 Hz, 1H, 

H11) 8.25 (dd, J= 7.3 Hz, J= 1.2 Hz, 1H, H4), 8.54 – 8.58 (m, 

1H, H6). 13C NMR (100 MHz, CDCl3) δ 14.0 (C18), 22.8 (C17), 27.7 (C16), 42.9 (C2), 45.6 (C13), 

50.0 (C1), 115.5 (C9), 118.6 (C11), 122.1 (C14), 123.3 (C5), 128.9 (C10), 129.6 (C12), 129.7 (C4), 

130.1 (C7), 131.0 (C6), 134.5 (C3), 148.3 (C15), 152.2 (C8) 

 

7.2.4. Chapter 5 compounds: galactosamine-based probes 

 
(2R,3R,4R,5R,6R)-6-(hydroxymethyl)-3-(((E)-4-methoxybenzylidene)amino)tetrahydro-2H-

pyran-2,4,5-triol (18) 
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Galactosamine hydrochloride (9.25 mmol) was dissolved in 1M NaOH (9.30 mL) at 0oC. p-

anisaldehyde (1 eq) was added dropwise, the mixture shaken vigorously until formation 

of a white solid and placed in the freezer (-20oC) for 1 h for complete precipitation. Formed 

solid was collected by filtration, washed dropwise with ice-cold H2O (10 mL), ice-cold 1 : 

1  EtOH : Et2O (10 mL) and dried under vacuum to yield 18 as a white powder. % Yield= 

56.  

 

1H NMR (400 MHz, DMSO-d6) δ 3.09 (dd, J= 9.5 Hz, J= 7.7 Hz, 1H, 

H2), 3.46 (t, J = 6.2 Hz, 1H, H5), 3.50 –3.62 (m, 3H, H3, H6), 3.67 (t, J 

= 3.5 Hz, 1H, H4), 3.80 (s, 3H, H12), 4.39 (d, JH4’, H4 = 4.4 Hz, 1H, H4’), 

4.50 (d, J3’-3= 7.0 Hz, 1H, H3’),  4.58 – 4.64 (m, 2H, H1, H6’), 6.42 (d, 

J1’-1= 6.3 Hz, 1H, H1’), 6.98 (d, J10-9= 8.8 Hz, 2H, H10), 7.67 (d, J9-10= 

8.8 Hz, 2H, H9), 8.13 (s, 1H, H7). 13C NMR (100 MHz, DMSO-d6) δ 

55.3 (C12), 60.7 (C6), 67.2 (C4), 71.6 (C3), 74.5 (C2), 75.1 (C5), 96.1 (C1), 113.9 (C10), 129.2 

(C8), 129.5 (C9), 161.0 (C11), 161.2 (C7),  

 
(2S,3R,4R,5R,6R)-6-(acetoxymethyl)-3-(((E)-4-methoxybenzylidene)amino)tetrahydro-2H-

pyran-2,4,5-triyl triacetate (19) 

18 (3.20 mmol) was dissolved in pyridine (10 mL) at 0oC. Acetic anhydride (8 eq) was 

added dropwise, the reaction warmed to room temperature and stirred overnight (16 h). 

The reaction mixture was pooled into ice (50 mL) and stirred until this melted. The formed 

precipitate was collected by filtration, washed with ice-cold H2O (200 mL), ice-cold EtOH 

(2 mL) and dried under vacuum to yield 19 as a white powder. %Yield=85.  
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1H NMR (400 MHz, DMSO-d6) δ 1.82, 1.97, 2.00, 2.12 (4s, 12H, 

CH3CO), 3.52 (dd, J2-3= 10.3, J2-1= 8.2 Hz, 1H, H2), 3.79 (s, 3H, H12), 

4.04 – 4.09 (m, 2H, H6), 4.46 (t, J5-6= 6.5 Hz, 1H, H5), 5.27 (d, J4-3= 

3.3 Hz, 1H, H4), 5.35 (dd, J3-2= 10.4 Hz, J3-4= 3.4 Hz, 1H, H3), 5.98 

(d, J1-2= 8.2 Hz, 1H, H1), 6.99 (d, J10-9= 8.8 Hz, 2H, H10), 7.67 (d, J9-

10= 8.8 Hz, 2H, H9), 8.31 (s, 1H, H7). 13C NMR (100 MHz, DMSO-

d6) δ 20.3, 20.4, 20.5, 20.5, (4C, CH3CO), 55.4 (C12), 61.4 (C6), 66.0 (C4), 68.4 (C2), 70.9 (C5), 

70.9 (C3), 92.8 (C1), 114.2 (C10), 128.3 (C8), 129.9 (C9), 161.8 (C11), 164.7 (C7), 168.6, 169.2, 

169.9, 170.0 (4C, CH3CO) 

 
(2S,3R,4R,5R,6R)-2,4,5-triacetoxy-6-(acetoxymethyl)tetrahydro-2H-pyran-3-aminium 

chloride (20) 

19 (2.70 mmol) was dissolved in acetone (11 mL) and heated to reflux. 4M HCl (1.2 eq) 

was added dropwise, the solution stirred to formation of a white precipitate (5 min), at 

which point heating was continued for a further 2 mins. The formed precipitate was 

collected by filtration and washed with ice-cold acetone (50 mL) to yield 20 as a white 

powder. % Yield= 88.  

1H NMR (400 MHz, DMSO-d6) δ 1.99, 2.00, 2.12, 2.16 (4s, 12H, 

CH3CO), 3.39 (dd, J2-1= 8.2 Hz, J2-3= 6.2 Hz, 1H, H2), 4.98 – 4.09 (m, 

2H, H6), 4.29 (t, J= 6.3 Hz, 1H, H5), 5.24 – 5.32 (m, 2H, H3, H4), 5.89 

(d, J1-2= 8.7 Hz, 1H, H1), 8.71 (s, 3H, NH). 13C NMR (100 MHz, 

DMSO-d6) δ 20.3, 20.5, 20.7, 20.8 (4C, CH3CO), 49.4 (C2), 61.2 (C6), 68.8, 65.8 (C3, C4), 71.1 

(C5), 90.3 (C1), 168.6, 169.3, 169.9, 169.9 (4C, CH3CO). 

 
(2S,3R,4R,5R,6R)-6-(acetoxymethyl)-3-(2-chloroacetamido)tetrahydro-2H-pyran-2,4,5-

triyl triacetate (21) 
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20 (1.5 mmol) was added to DCM (12 mL). Triethylamine (2.5 eq) was added dropwise 

and the mixture stirred to a clear solution before being cooled to 0oC. Chloroacetyl 

chloride (3 eq) was added dropwise and the solution stirred at room temperature to 

reaction completion (1.5 h, monitored by TLC 1:1 hexane: EtOAc). The solution was 

diluted with DCM (8 mL) and washed with acidified H2O (2 x 20 mL), K2CO3 (2 x 20 mL) 

and NaCl (2 x 20 mL). The organic layer was dried over MgSO4, solvent removed under 

vacuum and the crude compound purified with normal phase flash column 

chromatography (solvent system: 0-50% EtOAc in Hexane) to yield 21 as a pale-yellow 

powder. % Yield= 92% 

 
1H NMR (400 MHz, CDCl3) δ 2.02, 2.05, 2.13, 2.17 (4s, 12H, 

CH3CO), 4.00 (s, 2H, H7), 4.06 (td, J=6.5 Hz, J= 1.0Hz, 1H, H5), 4.09 

– 4.20 (m, 2H, H6), 4.38 (dt, J2-3= 11.3 Hz, J2-NH= 9.0 Hz, 1H, H2), 5.24 

(dd, J3-2= 11.3 Hz, J3.4= 3.3 Hz, 1H, H3), 5.38 - 5.42 (m, 1H, H4), 5.82 

(d, J1-2= 8.8 Hz, 1H, H1), 6.48 (d, J=9.2 Hz, 1H, NH). 13C NMR (100 MHz, CDCl3): δ 20.7, 20.7, 

20.8, 21.0 (4C, CH3CO), 42.5 (C7), 50.5 (C2), 61.5 (C6), 66.6 (C4), 69.9 (C3), 71.9 (C5), 92.5 

(C1), 166.9 (C8), 169.5, 170.2, 170.6, 170.6 (CH3CO). LC-MS (m/z) [M + Na+]: calculated 

446.2; found 446.3 

 
(2R,3R,4R,5R,6S)-2-(acetoxymethyl)-5-(2-chloroacetamido)-6-(2-(prop-2-yn-1-

yloxy)ethoxy) tetrahydro-2H-pyran-3,4-diyl diacetate (22-α) (2R,3R,4R,5R,6R)-2-

(acetoxymethyl)-5-(2-chloroacetamido)-6-(2-(prop-2-yn-1-yloxy)ethoxy)tetrahydro-2H-

pyran-3,4-diyl diacetate (22-β) 

Titled compounds were obtained from cmpd 21 under the glycosylation reaction 

described for 12-α(β). Overall % Yield= 70 (34% for 22-α, 36% for 22-β) 
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1H NMR (400 MHz, CDCl3) δ 1.99, 2.05, 2.16 (3s, 9H, 

CH3CO), 2.47 (t, J = 2.4 Hz, 1H, H13), 3.67 – 3.74 (m, 3H, 

H9, H10), 3.83 – 3.90 (m, 1H, H9), 4.01 (d, J = 3.2 Hz, 2H, 

H7), 4.11 (m, 2H, H6), 4.19 (d, J= 2.4 Hz, 1H, H11), 4.28 

(t, J5-6= 6.6 Hz, 1H, H5), 4.57 (ddd, J2-3= 11.2 Hz, J2-NH= 9.7 Hz, J2-1= 3.7 Hz, 1H, H2), 4.95 (d, 

JH1, H2 = 3.7 Hz, 1H, H1), 5.24 (dd, J3-2= 11.3 Hz, J3-4= 3.3 Hz, 1H, H3), 5.41 (dd, J4.3= 3.2 Hz, 

J4.5=1.2 Hz, 1H, H4), 6.71 (d, JNH, H2 = 9.7 Hz, 1H, NH). 13C NMR (100 MHz, CDCl3) δ 20.9 (3 x 

CH3CO), 42.6 (C7), 48.3 (C2), 58.5 (C11), 62.0 (C6), 67.0 (C5), 67.5 (C4), 67.7 (C9), 68.6 (C3), 

68.6 (C10), 75.1 (C13), 79.5 (C12), 97.9 (C1), 166.4 (C8), 170.4, 170.6, 170.8 (3C, CH3CO). LC-

MS (m/z) [M + Na+]: calculated 486.1; found 486.3 

 
1H NMR (400 MHz, CDCl3) δ 2.01, 2.05, 2.15 (3s, 9H, 

CH3CO), 2.45 (t, J= 2.3 Hz, 1H, H13), 3.65 – 3.73 (m, 

2H, H10), 3.76 – 3.84 (m, 1H, H9), 3.93 (t, J= 6.7 Hz, 

1H, H5), 3.97 – 4.08 (m, 4H, H2, H9, H7), 4.12 – 4.23 

(m, 4H, H6, H11), 4.84 (d, J1-2= 8.4 Hz, 1H, H1), 5.30 (dd, J3-2= 11.3 Hz, J3-4= 3.4 Hz, 1H, H3), 

5.38 (d, J4-3= 3.4 Hz, 1H, H4), 6.49 (d, JNH-H2= 8.6 Hz, 1H, NH). 13C NMR (100 MHz, CDCl3) δ 

20.8, 20.8, 20.8 (3C, CH3CO), 42.7 (C7), 52.1 (C2), 58.6 (C11), 61.6 (C6), 66.8 (C4), 68.9 (C9), 

69.3 (C10), 69.8 (C3), 71.0 (C5), 74.9 (C13), 79.6 (C12), 101.2 (C1), 166.6 (C8), 170.3, 170.5, 

170.6 (3C, CH3CO). LC-MS (m/z) [M + Na+]: calculated 486.1; found 486.3 

 
2-chloro-N-((2S,3R,4R,5R,6R)-4,5-dihydroxy-6-(hydroxymethyl)-2-(2-(prop-2-yn-1-yloxy) 

ethoxy)tetrahydro-2H-pyran-3-yl)acetamide (13-α) 2-chloro-N-((2R,3R,4R,5R,6R)-4,5-

dihydroxy-6-(hydroxymethyl)-2-(2-(prop-2-yn-1-yloxy)ethoxy)tetrahydro-2H-pyran-3-yl) 

acetamide (13-β) 

Titled compounds were obtained from cmpd 22-α and 22-β respectively under the 

deacetylation conditions described for 13-α(β). Average % Yield= 57 (α), 52 (β) 
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1H NMR (400 MHz, D2O) δ 3.69 – 3.75 (m, 1H, H9), 3.78 

– 3.82 (m, 2H, H6), 3.82 – 3.86 (m, 2H, H10), 3.88 – 3.94 

(m, 1H, H9), 3.98 – 4.06 (m, 3H, H3, H4, H5), 4.22 (d, J = 

0.5 Hz, 2H, H7), 4.27 (dd, J2-3= 10.6 Hz, J2-1= 3.8 Hz, 1H, 

H2), 4.30 (s, 2H, H11), 5.00 (d, J1-2= 3.8 Hz, 1H, H1). 13C NMR (100 MHz, D2O) δ 42.3 (C7), 

50.3 (C2), 57.9 (C11), 61.2 (C6), 66.5 (C9), 67.7 (C3), 68.5 (C4), 68.8 (C10), 71.1 (C5), 75.8 (t, 

C13), 78.9 (t, C12)*, 97.0 (C1), 170.1 (C8) 

 
1H NMR (400 MHz, D2O) δ 3.74 – 3.71 (m, 1H, H5), 

3.75 – 3.80 (m, 2H, H10), 3.80 – 3.88 (m, 4H, H3, 2xH6, 

H9), 4.95 – 4.02 (m, 2H, H2, H4), 4.06 (ddd, J= 11.7Hz, 

J= 5.4Hz, J= 2.9 Hz, 1H, H9), 4.23 (s, 2H, H7), 4.26 (s, 

2H, H11), 4.61 (d, J1-2= 8.4 Hz, 1H, H1). 13C NMR (100 MHz, D2O) δ 42.4 (C7), 53.0 (C2), 57.9 

(C11), 61.0 (C6), 67.9 (C4), 68.7, 68.7 (C9, C10), 70.7 (C3), 75.2 (C5), 75.7 (t, C13), 78.9 (t, C12) *, 

101.3 (C1), 170.4 (C8) 

*1H13 is exchanged for 2D13 in D2O which spilt C13 and C12 signals in 13C NMR 

 
(2R,3R,4R,5R,6S)-2-(acetoxymethyl)-5-(2-chloroacetamido)-6-(2-((1-(2-((5-

(dimethylamino) naphthalene)-1-sulfonamido)ethyl)-1H-1,2,3-triazol-4-

yl)methoxy)ethoxy)tetrahydro-2H-pyran -3,4-diyl diacetate (14-α) (2R,3R,4R,5R,6R)-2-

(acetoxymethyl)-5-(2-chloroacetamido)-6-(2-((1-(2-((5-(dimethylamino)naphthalene)-1-

sulfonamido)ethyl)-1H-1,2,3-triazol-4-yl)methoxy) ethoxy)tetrahydro-2H-pyran-3,4-diyl 

diacetate (14-β) 

Titled compounds were obtained from cmpd 22-α and 22-β respectively under the click 

reaction conditions described for 14-α(β). % Yield= 74 (α), 82 (β) 
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1H NMR (400 MHz, CDCl3) δ 1.98, 

2.00, 2.11 (3s, 9H, CH3CO), 2.89 (s, 

6H, H26), 3.37 – 3.43 (m, 2H, H15), 

3.70 - 3.76 (m, 3H, H9, H10), 3.80 – 

3.88 (m, 1H, H9), 3.98 (s, 2H, H7), 

4.03 – 4.15 (m, 2H, H6), 4.29 (td, J5-

6= 6.4 Hz, J5-4=1.4Hz 1H, H5), 4.39 – 

4.52 (m, 2H, H14), 4.56 – 4.70 (m, 

3H, H2, H11), 5.01 (d, J1-2= 3.6 Hz, 1H, H1), 5.20 (dd, J3-2= 11.3 Hz, J3-4=3.3 Hz, 1H, H3), 5.43 

(dd, J4-3= 3.3 Hz, J4-5= 1.4 Hz, 1H, H4), 6.14 (t, JNH-15= 5.6 Hz, 1H, NHsulfonamide), 7.14 (d, JNH-2= 

9.6 Hz, 1H, NHamide), 7.18 (d, J20-19= 7.4 Hz, 1H, H20), 7.50 – 7.57 (m, 2H, H19, H24), 7.61 (s, 

1H, H13), 8.19 – 8.26 (m, 2H, H18, H25), 8.56 (d, J23-24= 8.5 Hz, 1H, H23). 13C NMR (100 MHz, 

CDCl3) δ 20.8, 20.9, 21 (3C, CH3CO), 42.7 (C7), 42.8 (C15), 45.6 (C26), 48.3 (C2), 50.4 (C14), 

62.0 (C6), 64.4 (C11), 66.9 (C5), 67.6, 67.6 (C4, C9), 68.7 (C3), 69.3 (C10), 98.0 (C1), 115.5 (C20), 

118.9 (C18), 123.3 (C24), 124.2 (C13), 128.6 (C19), 129.6 (C25), 129.6 (C17), 130.1 (C22), 130.8 

(C23), 134.7 (C16), 144.8 (C12), 152.2 (C21), 166.9 (C8),  170.6, 170.7, 171.3 (3C, CH3CO). LC-

MS (m/z) [M + H+]: calculated 784.2; found 784.3 

 
1H NMR (400 MHz, CDCl3) δ 

1.97, 1.99, 2.14 (3s, 9H, 

CH3CO), 2.89 (s, 6H, H26), 3.33 

– 3.50 (m, 2H, H15), 3.67 – 3.81 

(m, 2H, H10), 3.84 – 3.99 (m, 3H, 

H5, H9), 4.02 (d, J= 6.9 Hz, 2H, 

H7), 4.05 – 4.20 (m, 3H, H2, H6), 

4.40 – 4.49 (m, 1H, H14), 4.50 – 4.59 (m, 1H, H14), 4.63 (s, 2H, H11), 4.89 (d, J1-2= 8.5 Hz, 1H, 

H1), 5.21 (dd, J3-2= 11.2 Hz, J3-4=3.4 Hz, 1H, H3), 5.36 (d, J= 2.9 Hz, 1H, H4), 6.07 (t, JNH-15= 
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5.8 Hz, 1H, NHsulfonamide), 7.09 (d, JNH-2= 8.8 Hz, 1H, NHamide), 7.19 (d, J20-19= 7.6 Hz, 1H, H20), 

7.61 – 7.50 (m, 2H, H19, H24), 7.67 (s, 1H, H13), 8.19 (d, J18-19= 8.7 Hz, 1H, H18), 8.24 (dd, J25-

24= 7.3, 1.1 Hz, 1H, H25), 8.56 (d, J23-24= 8.5 Hz, 1H, H23). 13C NMR (100 MHz, CDCl3) δ 20.8, 

20.8, 20.9 (3C, CH3CO), 42.8 (C7), 42.8 (C15), 45.6 (C26), 50.4 (C14), 51.8 (C2), 61.6 (C6), 64.5 

(C11), 67.0 (C4), 68.6 (C9), 70.4 (C3), 70.7 (C10), 70.8 (C5), 101.3 (C1), 115.6 (C20), 118.8 (C18), 

123.6 (C24), 124.6 (C13), 128.8 (C19), 129.6 (C17), 129.7 (C25), 130.2 (C22), 131.0 (C23), 134.3 

(C16), 144.8 (C12), 152.2 (C21), 167.3 (C8), 170.5, 170.6, 170.8 (3C, CH3CO). LC-MS (m/z) [M 

+ H+]: calculated 784.2; found 784.3 

 
2-chloro-N-((2S,3R,4R,5R,6R)-2-(2-((1-(2-((5-(dimethylamino)naphthalene)-1-

sulfonamido) ethyl)-1H-1,2,3-triazol-4-yl)methoxy)ethoxy)-4,5-dihydroxy-6-

(hydroxymethyl)tetrahydro-2H-pyran-3-yl)acetamide (25-α) 2-chloro-N-

((2R,3R,4R,5R,6R)-2-(2-((1-(2-((5-(dimethylamino)naphthalene)-1-sulfonamido)ethyl)-1H-

1,2,3-triazol-4-yl)methoxy)ethoxy)-4,5-dihydroxy-6-(hydroxymethyl)tetrahydro-2H-pyran-

3-yl)acetamide (25-β) 

Titled compounds were obtained from cmpd 24-α and 24-β respectively under the 

deacetylation conditions described for 15-α(β). % Yield= 41 (α), 49 (β) 

 

1H NMR (400 MHz, D2O) δ 2.88 (s, 

6H, H26) 3.54 – 3.65 (m, 5H, H9, H10, 

H15), 3.70 – 3.82 (m, 3H, H6, H6, H9), 

3.87 – 3.93 (m, H, H3, H5), 3.96 (d, 

J= 3.1 Hz, 1H, H4), 4.10 (s, 2H, H7), 

4.17 – 4.23 (m, 3H, H2, H11), 4.33 – 

4.39 (m, 2H, H14), 4.89 (d, J1-2= 3.7 

Hz, 1H, H1), 7.37 (d, J= 7.6 Hz, 1H, 
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H20), 7.43 (s, 1H, H13), 7.55 – 7.65 (m, 2H, H19, H24), 8.01 (d, J=8.6 Hz, 1H, H18), 8.13 (d, J= 

7.2 Hz, 1H, H25), 8.44 (d, J= 8.6 Hz, 1H, H23). 13C NMR (100 MHz, D2O) δ 42.2 (C7), 42.3 (C15), 

45.0 (C26), 49.5 (C14), 50.3 (C2), 61.2 (C6), 62.6 (C11), 66.4 (C9), 67.7 (C3 / C5), 68.5 (C4), 68.8 

(C10), 71.0 (C3 / C5), 96.9 (C1), 115.8 (C20), 119.0 (C18), 123.8 (C24), 125.0 (C13), 128.4 (C19), 

128.6 (C17), 128.8 (C22), 129.4 (C25), 130.0 (C23), 133.8 (C16), 142.8 (C12), 150.6 (C21), 169.9 

(C8). LC-MS (m/z) [M + H+]: calculated 657.2; found 657.3 

 
1H NMR (400 MHz, D2O): δ 2.88 

(s, 6H, H26) 3.51 – 3.58 (m, 2H, 

H10), 3.58 – 3.63 (m, 2H, H15), 

3.63 – 3.64 (m, 2H, H5, H9), 3.75 

– 3.84 (m, 3H, H4, H6, H6), 3.91 – 

3.99 (m, 3H, H2, H3, H9), 4.07 (d, 

J= 2.2 Hz, 2H, H7), 4.15 (s, 2H, 

H11), 4.35 (dd, J= 6.3 Hz, J= 4.5 Hz, 2H, H14), 4.52 (d, J1-2= 8.5 Hz, 1H, H1), 7.37 (d, J20-19= 7.5 

Hz, 1H, H20), 7.40 (s, 1H, H13), 7.64 – 7.56 (m, 2H, H19, H24), 8.00 (d, J18-19= 8.7 Hz, 1H, H18), 

8.14 (dd, J25-24= 7.4, 1.0 Hz, 1H, H25), 8.44 (d, J23-24= 8.6 Hz, 1H, H23). 13C NMR (100 MHz, 

D2O) δ 42.1 (C15), 42.4 (C7), 45.0 (C26), 49.4 (C14), 52.9 (C2), 60.9 (C6), 62.7 (C11), 67.8 (C3), 

68.6 (C9), 68.9 (C10), 70.7 (C4), 75.1 (C5), 101.3 (C1), 115.8 (C20), 119.0 (C18), 123.8 (C24), 

124.9 (C13), 128.5 (C17, C22), 128.8 (C19), 129.5 (C25), 130.1 (C23), 133.5 (C16), 142.9 (C12), 

150.6 (C21), 170.2 (C8). LC-MS (m/z) [M + H+]: calculated 657.2; found 657.3 

 

7.3. Expression and purification of LgtC 

 
E. coli clone NMC-41, previously transformed with plasmid containing sequences 

encoding His-tagged LgtC and ampicillin resistance, was used for the expression of LgtC. 

(Wakarchuk, Cunningham, Watson, Young, 1998).  



Chapter 7 

238 

 

Materials: 1) Nutrient agar plate containing 100 μg/mL ampicillin 2) TB + M9 salts media; 

3) M9 supplement + ampicillin; 4) 0.5 M IPTG; 5) Disruption buffer.  

 
Equipment: 1) Sterile working conditions / tips / plates / Falcons 2) Erlenmeyer flasks 3) 

Incubator 4) Plastic spectrophotometry cuvettes 5) 500 mL centrifuge tubes used on 

Beckman Coulter J6-M1 Centrifuge 6) 50 mL centrifuge tubes used on Beckman Coulter 

Avanti J-26-XP Centrifuge   

Procedures: To 100 mL of sterile TB+M9 ampicillin liquid media in a 500 mL baffled 

Erlenmeyer flask, single colony of the freshly grown E. coli from the agar plate is added. 

The starter culture is grown overnight in incubator Thermo Scientific MaxQ 8000 set to 

37°C and 200 rpm. In the morning, the starter culture is diluted to OD600 of 0.1-0.2 with 

addition of 500 mL of sterile TB+M9 ampicillin liquid media and transferred into 2000 mL 

baffled Erlenmeyer flasks. Then the main culture is grown at 37°C, 200 rpm until OD600 

reaches 0.6-1.0. The cells are then inducted with IPTG (0.5 mM) to start the expression of 

LgtC. Cells are then grown at 37°C, 200 rpm overnight. In the morning, cells are harvested 

by centrifugation at 4000 rpm for 10 min and washed with disruption buffer. The cell 

pellet can now be stored by freezing at -80°C or used directly in the next step (cell 

disruption). The frozen cell pellet is re-suspended in disruption buffer, using around 

10mL of buffer per gram (wet cell weight) of cell. Cells are disrupted using cell disruptor, 

followed with centrifugation at 4°C, 20,000 rpm for 1.5 h. Supernatant is collected and 

filtered through 0.2μm filter tips. The protein is purified by nickel column (HisTrapTM HP) 

on AKTA start. Pure protein is collected in 15mL falcon tubes pre-filled with 6mL of 10mM 

MnCl2 solution. After the purification, protein is dialyzed overnight. Any precipitate is 

filtered, the protein is aliquoted, flash frozen in liquid nitrogen and stored at -80°C. 

 
Recipes: 

1) TB + M9 salts liquid media (1100 mL):  13.2 g tryptone, 26.3 g yeast extract, 4.4 

mL glycerol and 11 g M9 salts are dissolved in 1100 mL of deionized water. The 
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media is then transferred to Duran bottles and autoclaved. Under sterile 

conditions, desired volume of the liquid media is added into sterile Erlenmeyer 

flasks, followed by addition of M9 salt supplements. 

 
2) M9 salt supplements (for 100mL of media): 1M MgCl2 (0.1mL), 0.1M CaCl2 

(0.1mL), 10mg/ml vitamin B1 (0.05mL), 20% w/w glucose (1mL), 20% w/w 

casamino acids (2mL), 100mg/ml ampicillin salt (0.1mL). 

 
3) Disruption buffer (500 mL): 77 mg DTT (10 mM), 2.09 g MOPS (20 mM), 14.6 g 

NaCl (500 mM), 170 mg imidazole (5 mM) and 1 protease inhibitor tablet (without 

EDTA) are dissolved into 500 mL deionized water. The pH is adjusted to 7.0 with 

1 M NaOH. 

 
4) Nickel column purification buffers: Loading: MOPS (20mM), NaCl (500mM), 

Imidazole (5mM), pH=7.5 (adj. w/ 1MNaOH). Washing: MOPS (20mM), NaCl 

(500mM), Imidazole (20mM), pH=7.5 (adj. w/ 1MNaOH). Eluting: MOPS (100mM), 

NaCl (500mM), Imidazole (500mM), (pH no adjustment) 

 
5) Dialysis buffers: Dialysis 1 (2L, 1hr): Imidazole (250mM), MOPS (50mM), NaCl 

(250mM), MnCl2 (5 mM). Dialysis 2 (2L, 1hr): Imidazole (100mM), MOPS (20mM), 

NaCl (100mM), MnCl2 (5 mM). Dialysis 3 (2L, overnight): MOPS (20mM), MnCl2 (5 

mM).  

 

7.4. Biochemical colorimetric assay: general protocols 

 
General. All reagents were obtained commercially and used as received, unless otherwise 

stated. The malachite green reagents were prepared according to the method of 

Veldhoven et al. Absorbance measurements were carried out on a BMG Labtech 

POLARstar Optima multiplate reader. The colorimetric glycosyltransferase assay as 
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adapted from Wu et al. All assays were carried out in Nunc clear, flat-bottom 96-well 

plates. 

 

7.4.1.  General assay procedure 

 
LgtC activity was adjusted to 20-50% turnover of UDP-Gal donor. We have previously 

shown that within this turnover range IC50 values are obtained reproducibly. All 

concentrations given for the assay components are final concentrations. LgtC was 

activated with a solution of 5 mM of DDT for 30 mins at 30 °C (ratio 1:1). The total volume 

per well was 150 µL and comprised of buffer (13 mM HEPES, pH 7.0), MnCl2 (5 mM), 

chicken egg-white lysozyme (CEL) (1 mg.mL-1), calf-intestinal phosphatase (10 U.mL-1), 

Triton X-100 (0.01%), UDP-Gal (28 µM) lactose (2 mM), LgtC, and either inhibitor in buffer 

(10% v/v) or buffer only. The concentrations of LgtC, lactose and inhibitor were varied 

depending on the type of assay. On each plate, a UDP calibration curve (0–12.5 µM) was 

included. Wells for the calibration curve included all components of the standard reaction 

except for Lactose and inhibitor (replaced by HEPES buffer) and UDP-Gal (replaced by 

UDP). The reaction was incubated for 20 min at 30 °C and stopped by the addition of 

malachite reagent A (30 µL). After thorough shaking, malachite reagent B was added (30 

µL) and the absorbance at 620 nm of each well was recorded over 14 cycles. See short 

description and corresponding table for individual experiment protocols. 

 

7.4.2. Standard procedure for the collection and analysis data 

 
Absorbance at 620 nm (AU) recorded at cycle 9 was converted to the concentration of 

UDP (mM) formed during the reaction using linear regression from a calibration curve (0–

12.5 µM) constructed for every experiment. Averages and standard deviations were 

calculated in Microsoft Excel. 
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Activity assay: Both background and assay values are corrected to zero when [LgtC] =0. 

The assay is then corrected for the background and each processed [UDP] value is divided 

by the reaction time (20 mins) to obtain the velocity of the enzyme at different LgtC 

concentration. The average velocity is then plotted against the dilution factor of the 

enzyme and a linear curve is obtained. 

Inhibition assay: A negative control (0 µM inhibitor) and a blank (0 mM inhibitor, 0 mM 

acceptor) is included on each plate in triplicate. After linear regression, subtracting the 

blank from the negative control affords the assay window. The background value for each 

inhibitor concentration (no acceptor, but otherwise identical components) is subtracted 

from each inhibitor concentration data point. Once corrected for the background, the 

absorbance in the presence of each inhibitor concentration is divided by the assay window 

and represented as a percentage. This percentage is plotted against log [inhibitor] and 

analysed using Graph-Pad Prism 6 software to afford the relative IC50 values if the data 

represented a sigmoidal curve. 

Substrate assay: Both control and assay are corrected for the background and the average 

of each duplicate is plotted against the concentration of acceptor substrates. The [UDP 

formed] was plotted against the [substrate] using Graph-Pad Prism 6. 

 

7.4.3.  Activity assay 

 

Aliquots (15μL) of MnCl2, CEL, CIP with lactose (30µL) (replaced with HEPES buffer in 

columns 2-5) and HEPES buffer (45µL) (stock solutions: 5x concentration stated in 

general assay protocol for lactose, 10x for all other components). Six different known 

enzyme concentrations (15μL) were added in columns 4 to 7. Reaction was started with 

the addition of UDP-Gal (15 µL, 28µM) (stock solution 280µM) in columns 4 to 7. Reaction 

mixture (150μL) is then treated as stated in general assay procedure. 
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Table 7.1. Well map for activity assay 

 
 

7.4.4. Inhibition assay 

 
Aliquots (15μL) of DTT activated LgtC (concentration previously determined regarding 

the results of the activity assay, to achieve 20-50% turnover), Triton X-100, MnCl2, CEL, 

CIP, buffer and inhibitor (of increasing concentration) were added in columns 4 to 11 

(replaced by 15 µL of buffer in columns 2 and 3). Aliquot of Lactose acceptor (30μL) was 

also added (replaced with buffer in all background and calibration curve wells) (stock 

solutions: 5x concentration stated in general assay protocol for lactose, 10x for all other 

components). Reaction was started with the addition of UDP-Gal (15 µL, 28µM) (stock 

solution 280µM) in columns 4 to 11.  Reaction mixture (150μL) is then treated as stated 

in general assay procedure. 

* For the enzyme-inhibitor pre-incubation assay, UDP-Gal (15μL) is added at the same 

time as the other components and the acceptor/buffer is added after desired incubation 

time, in order to start the enzymatic reaction.  

 

 

 

 

 

 
2 3 4 5 6 7 increasing 

dilution 
factor of the 

enzyme 

Calibration curve Background Assay 

 [UDP] (µM) UDP-Gal (28 µM) 

B 12.5 12.5 - Lac - Lac + Lac + Lac  
C 6.25 6.25 - Lac - Lac + Lac + Lac 
D 3.13 3.13 - Lac - Lac + Lac + Lac 
E 1.56 1.56 - Lac - Lac + Lac + Lac 
F 0.78 0.78 - Lac - Lac + Lac + Lac 
G 0 0 - Lac - Lac + Lac + Lac 0 
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Table 7.2. Well map for inhibition assay 

 

2 3 4 5 6 7 8 9 10 11  

Calibration 
curve [UDP] 

(µM) 

UDP-Gal, (28 µM) 
 

0 Increasing [inhibitor] 

B 12.5 12.5 + Lac + Lac + Lac + Lac + Lac + Lac + Lac + Lac 
Assay C 6.25 6.25 + Lac + Lac + Lac + Lac + Lac + Lac + Lac + Lac 

D 3.13 3.13 + Lac + Lac + Lac + Lac + Lac + Lac + Lac + Lac 
E 1.56 1.56 - Lac - Lac - Lac - Lac - Lac - Lac - Lac - Lac 

BG F 0.78 0.78 - Lac - Lac - Lac - Lac - Lac - Lac - Lac - Lac 
G 0 0 - Lac - Lac - Lac - Lac - Lac - Lac - Lac - Lac 
 
 

7.4.5. CIP control experiment 

 
Aliquots (15μL) of MnCl2, CEL, Triton X-100 diluted in HEPES buffer (60μL) were 

combined with CIP (15μL) (replaced with buffer in background wells). Increasing 

concentration of inhibitor in HEPES buffer (15μL) or buffer only (15μL, control) was 

added. The reaction was started by addition of UDP (15μL, 10μM) or HEPES buffer (15μL, 

background). Reaction mixture (150μL) is then treated as stated in general assay 

procedure.  

 
Table 7.3. Well map for inhibition of CIP (control) 

 

2 3 4 5 6 7 8 9 10 11 

 
Calibration 
curve [UDP] 

(µM) 

UDP (10µM) 

0 Increasing [inhibitor] 

B 12.5 12.5 + CIP + CIP + CIP + CIP + CIP + CIP + CIP + CIP 

Assay C 6.25 6.25 + CIP + CIP + CIP + CIP + CIP + CIP + CIP + CIP 
D 3.13 3.13 + CIP + CIP + CIP + CIP + CIP + CIP + CIP + CIP 
E 1.56 1.56 - CIP - CIP - CIP - CIP - CIP - CIP - CIP - CIP 

BG F 0.78 0.78 - CIP - CIP - CIP - CIP - CIP - CIP - CIP - CIP 
G 0 0 - CIP - CIP - CIP - CIP - CIP - CIP - CIP - CIP 
 

7.4.6.  Substrate assay 

 
Aliquots (15μL) of DTT activated LgtC (concentration previously determined regarding 

the results of the activity assay, to achieve 20-50% turnover), MnCl2, CEL and CIP (stock 

solutions: 10x concentration detailed in general assay protocol) and HEPES buffer (45μL) 

were added in columns 4 to 9. Increasing concentration acceptor substrates (30μL) were 
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added: natural lactose in column 6 and 7 (positive control, duplicate), substrate candidate 

in column 8 and 9 (assay, duplicate) and HEPES buffer in column 4 and 5 (negative control, 

background). To start the reaction, UDP-Gal (15µL, 28µM) (stock solution 280µM) was 

added to columns 4 to 9. Reaction mixture (150μL) is then treated as stated in general 

assay procedure. 

 
Table7.4. Well map for substrate assay 

 
2 3 4 5 6 7 8 9 

Calibration curve Background Control Assay 
 

[UDP] (µM) 
UDP-Gal (28 µM) 

  + Lactose + Lactose + + 
B 12.5 12.5 x x 2 mM 2 mM   
C 6.25 6.25 x x 1 mM 1 mM 
D 3.13 3.13 x x 0.5 mM 0.5 mM 
E 1.56 1.56 x x 0.25 mM 0.25 mM 
F 0.78 0.78 x x 0.125 mM 0.125 mM 
G 0 0 x x 0 mM 0 mM 0 0 

 

 

7.4.7. Dialysis 

 
LgtC (activated with 5 mM DTT) was pre-incubated with 11 (1 mM in HEPES buffer 10% 

v/v) or HEPES buffer (control), in the presence of UDP-Gal (28 µM), for 10 min at 30 °C. 

Lactose (2 mM) and others assay components (MnCl2, CIP, CEL, Triton) were added, and 

the reactions were incubated for 20 min at 30 °C. These samples were set up in duplicates 

for (i) the determination of enzyme activity before diafiltration under standard assay 

conditions (ii) the determination of enzyme activity after diafiltration. Reaction mixture 

for (ii) (3mL) was collected in Vivaspin concentrator tubes (pore size 10,000 MWCO) and 

concentrated (centrifugation at 4 °C, 4000 rpm, 1 hour). The residual volume (350 µL) 

was washed with HEPES buffer (13mM, pH 7.0, 2 mL). Concentration and washes were 

repeated 2 more times. The final residual volume (230 µL) was diluted to 420 µL with 

HEPES buffer (13mM, pH 7.0), and enzyme activity after diafiltration was determined 

under standard assay conditions. Each experiment was carried out in triplicate (100% 

activity = complete conversion of UDP-Gal). 
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7.4.8.  Substrate kinetics 

 
Activated LgtC was incubated with 11 (0-1 mM), MnCl2 (5 mM), CIP (10 U/ml), CEL (1 

mg/ml), Triton (0.01%) fixed concentration of partner substrate and increasing 

concentration of studied substrate at 30 °C in HEPES buffer (13mM, pH 7.0). The velocity 

was calculated over three times points 0, 10 and 20 mins and corresponds to the gradient 

d[UDP]formed/dt after background subtraction. Malachite A was added after 0, 10 or 20 

mins of incubation in corresponding wells to stop the reaction and malachite B was added 

in all wells after 20 mins. The absorbance at 620 nm of each well was then recorded over 

14 cycles. UDP-Gal turnover was kept <10%. Data were fitted to a Michaelis Menten plot 

with GraphPad Prism6. 

 
Table 7.5. Competition for Lactose (acceptor): [UDP-Gal] =100µM, [lactose acceptor] = 1-15 mM 
(each plate corresponds to one concentration of acceptor substrate tested) 

 

 

Table 7.6. Competition for UDP-Gal (donor): [Lactose] = 5mM, [UDP-Gal] = 0-100 mM (each plate 
corresponds to one concentration of acceptor substrate tested) 

 2 3 4 5 6 7 8 9 10 11 12 

[11]  
Calibration 

curve 
BG Assay BG Assay BG Assay 

 [UDP] (µM) UDP-Gal (100 µM) 
B 12.5 12.5 -Acc +Acc +Acc -Acc +Acc +Acc -Acc +Acc +Acc 

 C 6.25 6.25 -Acc +Acc +Acc -Acc +Acc +Acc -Acc +Acc +Acc 
D 3.13 3.13 -Acc +Acc +Acc -Acc +Acc +Acc -Acc +Acc +Acc 
E 1.56 1.56 -Acc +Acc +Acc -Acc +Acc +Acc -Acc +Acc +Acc 
F 0.78 0.78 -Acc +Acc +Acc -Acc +Acc +Acc -Acc +Acc +Acc 
G 0 0 -Acc +Acc +Acc -Acc +Acc +Acc -Acc +Acc +Acc 

 0 mins 10 mins 20 mins  

 2 3 4 5 6 7 8 9 10 11        12 

[11] 
 Calibration 

curve 
BG Assay BG Assay BG Assay 

 [UDP] (µM) Lactose (5mM) 
B 12.5 12.5 -Don +Don +Don -Don +Don +Don -Don +Don +Don  
C 6.25 6.25 -Don +Don +Don -Don +Don +Don -Don +Don +Don 
D 3.13 3.13 -Don +Don +Don -Don +Don +Don -Don +Don +Don 
E 1.56 1.56 -Don +Don +Don -Don +Don +Don -Don +Don +Don 
F 0.78 0.78 -Don +Don +Don -Don +Don +Don -Don +Don +Don 
G 0 0 -Don +Don +Don -Don +Don +Don -Don +Don +Don 

 0 mins 10 mins 20 mins  
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7.4.9. WH reactivity monitoring by 1H NMR  

 
A solution of L-cysteine and the requisite WH (full inhibitor or model) (ratio 1:1, 80mM 

potassium phosphate buffer/2MM DSS-d4 D2O, pH 7) was made up in a glass NMR tube. 

The solution was thoroughly mixed by sonication and the 1H NMR spectrum of the 

reaction mixture was recorded at 298K on a Brucker BioSpin machine at 400MHz at 

various time points (0-16hrs). The 1H NMR spectrum of L-cysteine and each electrophile 

(full inhibitor or model WH) alone was also recorded under the same conditions as 

controls.  

 

7.5. Crystallography 

 
(1) Frozen LgtC batch (2mg/mL, 5mL) was dialysed in 2L crystallisation buffer for 8 hours 

and submitted to the following treatments. 

(2) Freshly expressed LgtC purified on Nickel column was purified size exclusion 

chromatography on Superdex 74pg Prepacked 16x600mm column eluted with 

crystallisation buffer hours and submitted to the following treatments. 

The enzyme was then concentrated in Vivaspin concentrator tubes (pore size 10,000 

MWCO) (4krpm, 4°C) until concentration reached 20mg/mL (on LabTech nanodrop 

ND800). A stock of inhibitor 11 (40mM) was made in crystallisation buffer. LgtC and 11 

were incubated at rt for 1 hour in a 1:1 ratio. The mixture was re concentrated in Vivaspin 

concentrator tubes (pore size 10,000 MWCO) (4krpm, 4°C) for 10 mins (protein 

concentration=15mg/mL on nanodrop). On a 24 well hanging drop crystallization plate, 

reservoir solutions were prepared as in Table 7.7. Droplets (2μL) were allowed to 

equilibrate against the reservoir well solutions (2μL) as hanging drops and were streak 

seeded.  Plate were stored at 16°C. 
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Table 7.7. Fine screens on reported crystallisation conditions. PEG: polyethylene glycol 2000 
monomethyl ether. Solvent: 0.1 M Sodium acetate pH in all wells 
 

5 % PEG 
pH 4.0 

10 % PEG 
pH 4.0 

15 % PEG 
pH 4.0 

20 % PEG 
pH 4.0 

25 % PEG 
pH 4.0 

30 % PEG 
pH 4.0 

5 % PEG 
pH 4.5 

10 % PEG 
pH 4.5 

15 % PEG 
pH 4.5 

20 % PEG 
pH 4.5 

25 % PEG 
pH 4.5 

30 % PEG 
pH 4.5 

5 % PEG 
pH 5.0 

10 % PEG 
pH 5.0 

15 % PEG 
pH 5.0 

20 % PEG 
pH 5.0 

25 % PEG 
pH 5.0 

30 % PEG 
pH 5.0 

5 % PEG 
pH 5.5 

10 % PEG 
pH 5.5 

15 % PEG 
pH 5.5 

20 % PEG 
pH 5.5 

25 % PEG 
pH 5.5 

30 % PEG 
pH 5.5 

 
On a 96 well seating drops crystallisation plate (one for each of the commercially available 

screening kits INDEX, PACT, JSCG and SALTRX) droplets (150nL) were allowed to 

equilibrate against the reservoir well solutions (150nL) as seating drops. This was 

operated on LabTech Mosquito LCP Robot. Plates were stored at 16°C. 

Crystallisation buffer: 3mM TCEP, 5mM MnCl2, 50mM NH4OAc, pH7 

 

7.6. Monitoring of attachment of linker on cmpd 9 by HPLC 

 
To determine their retention times, purified samples of 12-α and 12-β were analysed by 

analytical HPLC (SB300-C18 column, injection volume: 10μL, gradient: 10-70% MeOH 

(0.1% TFA) against H2O (0.1% TFA) over 10 min, flow rate 1 mL/min, detecting at 210 

nm).  

In duplicate, 9 (51.1 mg, 0.12 mmol, 1eq) was dissolved in DCM (400μL), cooled to 0oC 

and boron trifluoride diethyl etherate (58.3μL, 0.47 mmol, 4eq) and propynol ethoxylate 

(34.2μL, 0.35 mmol, 3eq) added dropwise. One reaction was stirred at room temperature 

while the other was stirred at 40oC. For each reaction, at pre-determined time intervals 

(0.3, 3, 8, 16, 24 and 75 h) an aliquot (20μL) was taken and extracted in EtOAc (180μL) 

with H2O (1 mL). 10μL of each organic layer was removed and diluted in EtOAc (40μL). 

Each sample was analysed by HPLC (method as above) to determine relative amounts of 

12-α and 12-β present. 
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7.7. Fluorescence scanning 

 
Emission spectra were recorded on a Varian Cary Eclipse Spectrometer using a Type 3-Q-

10mm fluorimeter rectangular quartz cell. 

HEPES buffer titration: Increasing amounts of HEPES buffer were added to a solution of 

15α/β in DMSO at fixed concentration (10μM) (as per Table 7.8). Total volume = 2mL. 

Emission spectra was generated as previously described.  

Table 7.8. HEPES buffer titration for fluorescence measurements 

 

Sample 
15α/β (μL) 

(0.1mM in DMSO) 
DMSO (μL) HEPES buffer (μL) % HEPES buffer 

1 200 1800 0 0 
2 200 1600 200 10 
3 200 1300 500 25 
4 200 800 1000 50 
5 200 300 1500 75 
6 200 0 1800 90 

 
 

7.8. LgtC-labelling experiments 

 
Equipment. SDS-PAGE electrophoresis was performed using pre-cast NovexTM 

WedgeWellTM 12% Tris-Glycine gels (1.0mm x 10 well), with prepared 1X Tris-Glycine SDS 

running buffer at 175V, against Fisher BioReagentsTM EZ-RunTM Prestained Rec Protein 

Ladder (10-170 kDa). In-gel UV scanning for gel visualisation was performed using a Bio-

Rad ChemiDocTM MP Imaging system. Coomassie staining was achieved using Generon 

Quick Coomassie stain.  

 
Solutions 

- Stock solutions (5mM) of 15-α, 15-β, 17 and 13-α were prepared in HEPES buffer 

(pH 7), aliquoted (10μL) and stored in -20°C. 

- 10X Tris-Glycine SDS running buffer: 10.0 g SDS, 30.3 g Tris and 144.0 g glycine 

were dissolved in 1 L deionised H2O.   
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- 1X Tris-Glycine SDS running buffer (electrophoresis buffer): 100 mL 10X Tris-

Glycine SDS running buffer was diluted in 900 mL deionised H2O.  

- Loading buffer: 0.8 g SDS, 4.0 mL glycerol and 2.4 mL Tris buffer (1M, pH 6.8) was 

dissolved in 3.6 mL deionised H2O.  

- HEPES buffer: 1.55 g HEPES was dissolved in 400 mL deionised H2O.   

pH 3: Above adjusted to pH3 by addition of 1M HCl solution and made to 500mL 

total volume with deionised H2O.  

pH 7, 9, 11 and 13: Above adjusted to correct pH by addition of 1M NaOH solution 

and made to 500mL total volume with deionised H2O. 

 

7.8.1. General procedure for labelling of recombinant LgtC 

 
1-step labelling of recombinant LgtC. Solutions are kept on ice at all time. Reaction 

mixture (10μL) is made with 15-α/β (1μL of 5mM stock) (replaced by H2O in control 

lane), LgtC (1μL of 300/150μM stock), potential additives depending on experiment (1μL 

of 10x stock solutions) and made up to 10μL with HEPES buffer. Once prepared, the 

samples are shaken gently and incubated for 30 mins at 30oC, with gentle shaking at 5 min 

intervals. Loading buffer (2.5μL) * is added, reaction mixture thoroughly mixed, and the 

samples incubated for a further 15 min at 30oC. Samples were analysed by SDS-PAGE 

electrophoresis under the conditions and using the equipment mentioned above. Lane 1 

always contains the protein ladder (5μL). 

The gel was rinsed with H2O and imaged by in-gel UV scanning, with 5 minutes activation 

prior to exposure aiding visualisation of bands. Sequentially, gels are stained with 

Coomassie Blue via soaking in Quick Coomassie stain on a platform rocker for 2 hours. 

* In Figure 4.11.C LgtC in first incubated with loading buffer for 15 min at 30oC and then 

incubated with probe/water for 30 mins at 30oC. 
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2-step labelling of recombinant LgtC. Recombinant LgtC was expressed and purified as 

previously discussed. Four samples were prepared according to Table 7.9. This protocol 

contains two main steps: (A) incubation of partial probe 13-α (or HEPES buffer for 

control) with LgtC to achieve the covalent modification of the enzyme. (B) In situ click 

ligation for the attachment of the reporter group. 

 
Table 7.9. Samples for 2-step labelling of recombinant LgtC 

 
 STEP (A) STEP (B)  

Sample A LgtC       + HEPES buffer DMSO 
CONTROLS Sample B LgtC       + HEPES buffer 16 

Sample C LgtC       + HEPES buffer 17 
Sample D LgtC       + 13-α 16 ASSAY 

 
 
Firstly, the 4 samples for step (A) were prepared as shown in Table 7.10. They are then 

incubated at 30°C for 30 mins with gentle shake every 5 min. Upon completion, the 

mixture was transferred into Amicon ® Ultra - 0.5mL centrifugal filters (MW cut-off: 10 

kDa) and the samples were centrifuged at 4°C, 4000 rpm for 10mins. The residue was 

washed three times with HEPES buffer (0.5mL, 13 mM, pH 7.0). The whole centrifugation 

step took about 45 mins and a 50-55μL residue was retrieved and put through step (B) 

conditions (see Table 7.11 and Table 7.12).  Equal volumes of the THTPA and CuSO4 

solutions were premixed together (becomes blue). The Click reaction was started by 

addition of 50μL sodium ascorbate. Subsequently, the reactions were incubated at 30°C 

for 1 hour and gently shaken every 10 mins. Once finished, samples were transferred into 

four new Amicon ® Ultra - 0.5mL centrifugal filters (MW cut-off: 10 kDa) and centrifuged 

at 4°C, 4000 rpm for 10 mins. Samples were then washed with HEPES - EDTA (HEPES 13 

mM, EDTA 5 mM, pH 7.0) buffer for three times. The remainder (40μL) was carefully 

collected in 0.5 mL Eppendorf tubes. Samples were denatured by adding loading buffer 

(10μL), followed by 15 min incubation at 30°C. Denatured samples were loaded on SDS 

page gel, developed and analysed as described in the equipment section. 
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Table 7.10. (A) Covalent modification of LgtC 

 

 LgtC 
13-α (alkyne) 
10mM stock 

HEPES 
buffer 

A 100μL - 400μL 
B 100μL - 400μL 
C 100μL - 400μL 
D 100μL 25μL 375μL 

 
 
Table 7.11. (B) Click ligation in situ 

 

 
Mixture 

from 
(A) 

HEPES 
buffer 

DMSO 17 16 CuSO4/THPTA 
Sodium 
ascorbate 

A 50μL 275μL 25μL - - 100μL 50μL 
B 55μL 270μL - - 25μL 100μL 50μL 
C 50μL 275μL - 25μL - 100μL 50μL 
D 55μL 270μL - - 25μL 100μL 50μL 

 
 
Table 7.12. Reagents preparation for 2-step labelling of recombinant LgtC 

 
Reagents Stock concentration Final concentration Solvent 
13-α 10mM 500μM HEPES buffer 
THTPA 12.5mM 1.25mM HEPES buffer 
CuSO4·5 H2O 2.5mM 250μM H2O 
16 / 17 10mM 500μM DMSO 
Sodium ascorbate 50mM 5mM HEPES buffer 

 
 
 
 
 

7.8.2.  LC-MS/MS analysis for identification of target residue 

 
Enzymatic Digestion: The gel band containing the LgtC protein and probe was not 

subjected to cysteine residue reduction and alkylation prior to digestion with trypsin. 

Trypsin digestion (0.8mg; Bovine from Sigma Aldrich) was carried out overnight at room 

temperature after initial incubation at 37oC for 2 hours. 

LC-MS/MS: Peptides were extracted from the gel pieces by a series of acetonitrile and 

aqueous washes. The extract was pooled with the initial supernatant and lyophilised. The 

sample was then resuspended in 40l of resuspension buffer (2% ACN in 0.05% FA) and 

analysed by LC-MS/MS (10l). Chromatographic separation was performed using a 
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U3000 UHPLC NanoLC system (ThermoFisherScientific, UK). Peptides were resolved by 

reversed phase chromatography on a 75m C18 column (50cm length) using a three-step 

linear gradient of 80% acetonitrile in 0.1% formic acid. The gradient was delivered to 

elute the peptides at a flow rate of 250nl/min over 60 min. The eluate was ionised by 

electrospray ionisation using an Orbitrap Fusion Lumos (ThermoFisherScientific, UK) 

operating under Xcalibur v4.1.5. The instrument was programmed to acquire in 

automated data-dependent switching mode, selecting precursor ions based on their 

intensity for sequencing by collision-induced fragmentation using a TopN CID method. 

The MS/MS analyses were conducted using collision energy profiles that were chosen 

based on the mass-to-charge ratio (m/z) and the charge state of the peptide. 

Database Searching: Raw mass spectrometry data were processed into peak list files 

using Proteome Discoverer (ThermoScientific; v2.2). The raw data file was processed and 

searched using the Sequest search algorithm (Eng et al.; PMID 24226387) against the 

sequence of LgtC protein retrieved from Uniprot (Q93EK7_NEIME). This increased the 

chance of correct assignments of the fragmentation spectra and allowed for the reduction 

of false positive identifications. 

 

7.8.3.  Labelling of non-recombinant LgtC: through cells or in cell lysates 

 
Labelling of intact E. coli cells overexpressing recombinant LgtC. E. coli cells were 

grown as previous described.  Three main cultures (450mL) were inoculated from a single 

starter culture and were shaken at 37°C for 2 hours.  Culture 1 (OD= 0.7) was harvested 

without being IPTG-inducted (control culture) while the other two were inducted with 

IPTG (0.5mM). Culture 2 was harvested 3 hours after induction (OD= 4.4) and culture 3, 

8hours after induction (OD= 11).  Pellet (850mg, 4g, 6g respectively) was suspended in 

HEPES buffer (6mL, 28mL, and 35mL respectively). The suspension was then transferred 

into 1.5mL Eppendorfs, samples were centrifuged, supernatant discarded and cell pellet 
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flash frozen and store in -80°C. (mass of cells in each sample =100mg approx.). Frozen 

cells (1 sample divided in 4) were re-suspended in HEPES buffer (13 mM, pH 7.0, 

OD600=10-15).  Bacterial cells (900μL, 25mg of cells) are incubated with probe/control 

(100μL of 10mM stock solution, 10% DMSO) at 30°C for 3h (or chosen incubation time 

when studying its impact on labelling, see chapter 4). Samples were centrifuged at 4,000 

rpm 4°C, and cell pellets were washed with 10% DMSO HEPES buffer once and HEPES 

buffer twice (until all the free probe has been washed away, detected under UV lamp, 

365nm). 300μL of 1x Bug Buster (diluted from 10X Bug Buster stock with HEPES buffer) 

was added into each sample. The cell suspension was incubated on a rotating mixer at a 

slow setting for 20 mins at rt. Next, samples were centrifuged at 12,000 rpm, 4°C for 10 

mins. Clear supernatant was collected, loading buffer (2.5μL) was added to a 10μL aliquot 

of each sample for protein denaturation followed by 15 min incubation at 30°C (the rest 

of the sample was kept at -20°C for potential further use). Denatured samples were loaded 

on SDS page gel, developed and analysed as described in the equipment section. 

For the labelling of LgtC overexpressing E. coli 

 cell lysates. Frozen cells generated as previously described were re-suspended in HEPES 

buffer (13 mM, pH 7.0, OD600=10-15) and divided in 8 samples to which was added 150μL 

of 1x Bug Buster (diluted from 10X Bug Buster stock with HEPES buffer). The cell 

suspension was incubated on a rotating mixer at a slow setting for 20 mins at rt. Next, 

samples were centrifuged at 12,000 rpm, 4°C for 10 mins. Clear supernatant was collected 

and was incubated (9μL) with probe/control (1μL of 10x stock solution) for 1 hour at 30°C 

(the rest of the lysate was flash frozen and stored at -80°C for potential further use). 

Loading buffer (2.5μL) was added for protein denaturation followed by 15 min incubation 

at 30°C. Denatured samples were loaded on SDS page gel, developed and analysed as 

described in the equipment section. 
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7.9. Bacterial growth curve  

 
H. influenzae R2866 (from glycerol stock stored at -80°C) was grown overnight into 10mL 

BHI broth (supplemented Brain heart infusion broth: 15 g Brain heart infusion in 400 mL 

deionised water, 0.4μL/mL NAD, and 10μL/mL Hemin) at 37°C 180 rpm. In the morning 

300μL of overgrown culture (OD590=2) was inoculated in fresh BHI (10mL) broth and 

incubated at 37°C 180 rpm. OD590 was recorded at various time points. The data were 

tested in triplicate and presented as average.  

 

7.10. Labelling of H. influenzae R2866 proteins 

 
Equipment:  

- NuPAGE™ 4-12% Bis-Tris Protein Gels, 1.0 mm, 12-well 

- PageRuler™ Prestained Protein Ladder 15 – 190 kDa 

- NuPAGE™ MES SDS Running Buffer (20X) 

- Invitrogen PowerEase® 500 Power Supply 

 
 
 

7.10.1. Protein labelling in intact cells 

 
Cell cultures of H. influenzae R2866 (from glycerol stock stored at -80°C) were grown in 

5x10mL sBHI broth overnight.  In the morning 300μL of overgrown culture (OD590=2) was 

inoculated in fresh sBHI (10mL) broth and incubated at 37°C 180 rpm. When OD600=0.9, 

4x1mL of cell cultures were transferred into 7 eppendorfs (1.5mL) (3 controls, 4 probes). 

The supernatant (media) was discarded and the cell pellets resuspended into 900μL of 

PBS and 100μL of probe/control/DMSO solution (10x desired concentration in DMSO). 

The samples were incubated for 1 / 2 hours at 30°C with regular mixing.  The samples 

were then centrifuged (2 mins, 12 krpm), the supernatant was separated and kept for 

imaging. The cell pellets were washed with a solution of 5% DMSO in PBS, pellets were 
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resuspended, centrifuged, supernatant was separated. This was repeated four times. The 

resulting pellets and washes were imaged under UV (365mm). Bug buster (1x in PBB, 

100μL) was added to each pellet, the resulting suspension was shaked for 30 mins at rt. 

The samples were centrifuged (10 mins, 12 krpm) and the supernatant containing the 

soluble proteins was recovered. Both pellets and soluble fractions were imaged under UV 

(365nm). Loading buffer (2.5μL) was added to cell lysates (10μL) and incubated for 10 

mins at 50°C. The samples (10μL) were then loaded on pre cast SDS-page gel against 

protein ladder and run in 1X MES running buffer at 150V for 70mins.  The gel was then 

visualised by fluorescence read-out and Coomassie staining. 

Viability assays were performed on bacitracin chocolate agar plate (chocolate agar: 

Columbia blood agar with 10% lysed horse blood) by addition of a 1/10,000 cell 

suspension (after incubation with probe/control) in sBHI broth (50μL). The cell 

suspension was streaked on the plate and incubated at 37°C for 48 hours. 

 

7.10.2. Protein labelling in cell lysates 

 
Cell cultures of H. influenzae R2866 were grown as described in 7.10.1. The pellets were 

lysed by addition of Bug buster (1x in PBB, 100μL) as described, prior to any contact with 

the probes.  The resulting lysates were kept on ice and the cell debris was discarded. 

Lysates (9μL) was incubated with solutions of probes/controls/DMSO (1μL, 10x desired 

concentration for 1 hour at 30°C with regular mixing. Loading buffer (2.5μL) was added 

to cell lysates (10μL) and incubated for 10 mins at 50°C. The samples (10μL) were then 

loaded on pre cast SDS-page gel against protein ladder and run in 1X MES running buffer 

at 150V for 70mins.  The gel was then visualised by fluorescence read-out and Coomassie 

staining. 

7.10.3. Periplasmic extraction 

 
Extraction Buffer:  100g sucrose, 0.1mol/L Tris-base, 0.1mol/L EDTA, 500mL water 
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Cell cultures of H. influenzae R2866 were grown and pellets were incubated with the 

probes/controls/DMSO and subsequently washed as described in 7.10.1. A. Cell pellets 

were resuspended in 490μL of extraction buffer and 10μL of lysosome (50mg/mL 

solution) and incubated on ice for 20 mins with regular inversion. Cells were pelleted at 

12,000g for 25 mins. The supernatant contained the periplasmic fraction. Pellets were 

resuspended in extraction buffer and subjected to 3 freeze/thaw cycles to liberate the 

cytoplasm. The lysates were treated, and proteins were separated as previously 

described. 

7.10.4. Protein identification by MS 

 
Enzymatic Digestion: In-gel reduction, alkylation and digestion with trypsin was 

performed on the seven gel bands prior to subsequent analysis by mass spectrometry. 

Cysteine residues were reduced with dithiothreitol and derivatised by treatment with 

iodoacetamide to form stable carbamidomethyl derivatives. Trypsin digestion was carried 

out overnight at room temperature after initial incubation at 37oC for 2 hours. 

 

LC-MS/MS: Peptides were extracted from the gel pieces by a series of acetonitrile and 

aqueous washes. The extract was pooled with the initial supernatant and lyophilised. The 

sample was then resuspended in 40l of resuspension buffer (2% ACN in 0.05% FA) and 

analysed by LC-MS/MS (10l). Chromatographic separation was performed using a 

U3000 UHPLC NanoLC system (ThermoFisherScientific, UK). Peptides were resolved by 

reversed phase chromatography on a 75m C18 column (50cm length) using a three-step 

linear gradient of 80% acetonitrile in 0.1% formic acid. The gradient was delivered to 

elute the peptides at a flow rate of 250nl/min over 60 min. The eluate was ionised by 

electrospray ionisation using an Orbitrap Fusion Lumos (ThermoFisherScientific, UK) 

operating under Xcalibur v4.1.5. The instrument was programmed to acquire in 

automated data-dependent switching mode, selecting precursor ions based on their 
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intensity for sequencing by collision-induced fragmentation using a TopN CID method. 

The MS/MS analyses were conducted using collision energy profiles that were chosen 

based on the mass-to-charge ratio (m/z) and the charge state of the peptide. 

Database Searching: Raw mass spectrometry data were processed into peak list files 

using Proteome Discoverer (ThermoScientific; v2.2). The raw data file was processed and 

searched using the Sequest search algorithm (Eng et al.; PMID 24226387) against the 

current Haemophilus influenzae database from Uniprot (HI; 4957 reviewed entries). 
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Appendices 
 

 

 

Appendix 1 (Figures A1.1 – A1.61) 

1H NMR & 13C NMR spectra of all synthesised cmpds (Chapters 2-5) 

 

Appendix 2 (Figures A2.1 – A2.2) 

1H NMR of cmpds whose synthesis was attempted 

 

Appendix 3 (Figures A3.1 – A3.4) 

 Additional information relevant to Chapter 3 

- MS analysis for detection of the 11 – LgtC covalent adduct 
- Monitoring of the reaction of keto-based WH fragments with cysteine by 1H 

NMR 

 

Appendix 4 (Figures A4.1 – A4.2) 

 Additional information relevant to Chapter 4 

- 1H NMR spectra of collected fractions after distillation of Propynol ethoxylate 

- Additional analysis on monosaccharide 11 (see 4.9)  

 

Appendix 5 (Figure A5.1 – A5.4) 

  Additional information relevant to Chapter 5 

- Viability test 

- Labelling in cell lysates with deAc probes  

- 2-step labelling 
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Figure A1.1. 13C NMR of cmpd 1 in D2O 



 

274 

 

 

Figure A1.2. 13C NMR of cmpd 2 in D2O 

 



 

275 

 

 

Figure A1.3. 1H NMR of cmpd 5 in D2O 
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Figure A1.4. 1H NMR of cmpd 6 in D2O 
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Figure A1.5.1H NMR of cmpd 8 in CDCl3 
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Figure A1.6.13C NMR of cmpd 8 in CDCl3 
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Figure A1.7. 1H NMR of cmpd 8s in CDCl3 
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Figure A1.8. 13C NMR of cmpd 8s in CDCl3 
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Figure A1.9. 1H NMR of cmpd 9 in CDCl3 
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Figure A1.10.13C NMR of cmpd 9 in CDCl3 
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Figure A1.11. 1H NMR of cmpd 10 in D2O 
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Figure A1.12. 13C NMR of cmpd 10 in D2O 
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Figure A1.13. 1H NMR of cmpd 10s in D2O 
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Figure A1.14. 13C NMR of cmpd 10s in D2O 
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Figure A1.15. 1H NMR of cmpd 11 in MeOD 



 

288 

 

 

Figure A1.16. 13C NMR of cmpd 11 in MeOD 
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Figure A1.17. 1H NMR of cmpd 12-α in CDCl3 
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Figure A1.18. 13C NMR of cmpd 12-α in CDCl3 
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Figure A1.19. 1H NMR of cmpd 12-β in CDCl3 
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Figure A1.20. 13C NMR of cmpd 12-β in CDCl3 
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Figure A1.21. 1H NMR of cmpd 13-α in D2O 



 

294 

 

 

Figure A1.22. 13C NMR of cmpd 13-α in D2O 
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Figure A1.23. 1H NMR of cmpd 13-α in d6-DMSO. Terminal alkyne proton H13 is present at 3.41ppm (triplet) 
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Figure A1.24. 1H NMR of cmpd 13-β in D2O 
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Figure A1.25. 13C NMR of cmpd 13-β in D2O 
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Figure A1.26. 1H NMR of cmpd 14-α in CDCl3 
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Figure A1.27. 13C NMR of cmpd 14-α in CDCl3 
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Figure A1.28. 1H NMR of cmpd 14-β in CDCl3 
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Figure A1.29. 13C NMR of cmpd 14-β in CDCl3 
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Figure A1.30. 1H NMR of cmpd 15-α in D2O 
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Figure A1.31. 13C NMR of cmpd 15-α in D2O 
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Figure A1.32. 1H NMR of cmpd 15-β in D2O 
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Figure A1.33. 13C NMR of cmpd 15-β in D2O 
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Figure A1.34. 1H NMR of cmpd 16 in CDCl3 
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Figure A1.35. 13C NMR of cmpd 16 in CDCl3 
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Figure A1.36. 1H NMR of cmpd 17 in CDCl3 
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Figure A1.37. 13C NMR of cmpd 17 in CDCl3 
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Figure A1.38. 1H NMR of cmpd 18 in DMSO-d6 
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Figure 1A.39. 13C NMR of cmpd 18 in DMSO-d6 (presence of ethanol) 
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Figure A1.40. 1H NMR of cmpd 19 in DMSO-d6 (presence of traces of pyridine) 
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Figure A1.41. 13C NMR of cmpd 19 in DMSO-d6 (presence of traces of pyridine) 
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Figure A1.42. 1H NMR of cmpd 20 in DMSO-d6 
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Figure A1.43. 13C NMR of cmpd 20 in DMSO-d6 
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Figure A1.44. 1H NMR of cmpd 21 in CDCl3 
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Figure A1.45. 13C NMR of cmpd 21 in CDCl3 
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Figure A1.46. 1H NMR of cmpd 22-α in CDCl3 
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Figure A1.47. 13C NMR of cmpd 22-α in CDCl3 
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Figure A1.48. 1H NMR of cmpd 22-β in CDCl3 



 

321 

 

 

Figure A1.49. 13C NMR of cmpd 22-β in CDCl3 
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Figure A1.50. 1H NMR of cmpd 23-α in D2O (presence of acetone, removed after lyophilisation) 
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Figure A1.51. 13C NMR of cmpd 23-α in D2O (presence of acetone, removed after lyophilisation) 
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Figure A1.52. 1H NMR of cmpd 23-β in D2O (presence of acetone, removed after lyophilisation) 
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Figure A1.53. 13C NMR of cmpd 23-β in D2O (presence of acetone, removed after lyophilisation) 
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Figure A1.54. 1H NMR of cmpd 24-α in CDCl3 
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Figure A1.55. 13C NMR of cmpd 24-α in CDCl3 
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Figure A1.56. 1H NMR of cmpd 24-β in CDCl3 
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Figure A1.57. 13C NMR of cmpd 24-β in CDCl3 
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Figure A1.58. 1H NMR of cmpd 25-α in D2O 
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Figure A1.59. 13C NMR of cmpd 25-α in D2O (region at 42.2 ppm has two peaks only visible on the DEPT135 spectrum) 
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Figure A1.60. 1H NMR of cmpd 25-β in D2O 
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Figure A1.61. 13C NMR of cmpd 25-β in D2O 
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Figure A2.1. 1H NMR of mixture of 9 and 9’ in CDCl3 
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Figure A2.2. 1H NMR of 12 analogues with MA WH in place (attempted synthesis) 
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Figure A3.1. MS analysis for detection of potential covalent adduct between 11 and LgtC 
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Figure A3.2. Deconvoluted MS spectrum: mass of LgtC non-modified (no covalent adduct detected) 
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Figure A3.3. Reaction monitoring of chloroketone fragment with cysteine by 1H NMR in buffered D2O 
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Figure A3.4. Reaction monitoring of enone fragment with cysteine by 1H NMR in buffered D2O 
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Figure A4.1.1H NMR of different collected fractions following the distillation of Propynol ethoxylate (in MeOD). A. Crude commercial product (10mL). B. C. and D. 
First, second and third fractions of 1mL, 4mL, and 2mL respectively collected from condensation (fraction 2 was the kept and used). E. washes of glassware with 
acetone (1mL, discarded). F. Content left in the flask after distillation (2mL, discarded) 
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Figure A4.2. Left: Inhibition assay of 11 and 9 against WT LgtC. Right: Inhibition assay of 11 against WT and LgtC mutant. See Fig 2.11 for general conditions  
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Figure A5.1. Viability test of H. influenzae R2866 after 2 hours incubation with glucosamine-based probes, azide 16 and DMSO performed on Agar chocolate plate 
(observed after 48hrs incubation at 37°C) 
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Figure A5.2. H. influenzae R2866 cell lysate protein labelling performed by all four deAc probes. General conditions: The cells are grown to OD600= 0.9 and lysed with 
bug buster (100μL, X1 in PBS, for pellet of 4mL of cell culture) and mixed for 30mins at rt. Resulting cell lysates (9μL) are incubated with 25-α/β / 15-α/β / controls 
(1μL, 5mM stock) for 1 hour at 30°C. See Fig 5.12 for further sample treatment.  
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Figure A5.3. Two-step labelling of H. influenzae R2866 protein in a whole cell experiment performed by precursor probes. General assay conditions: 
12-α/β / 22-α/β / DMSO (10μL, 10mM stock in DMSO) are incubated with H. influenzae R2866 cell pellets (from 4mL of cell culture, suspended in 
90μL of PBS) for 2 hours at 30°C. The cells are washed and lysed (100μL of Bug buster in PBS, 30 mins shaking at rt). Cell lysate are made up to 325μL 
with PBS and incubated with DMSO / 16 (25μL, 10mM stock), CuSO4 (50μL, 2.5mM stock), THPTA (50μL, 12.5mM stock) and sodium ascorbate (50μL, 
50mM stock) for 1 hour 30°C.  The reaction mixture is washed in concentrators. See Fig 4.12 for following sample treatment. Fluorescence scanning 
(left) and Coomassie staining (right). 
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Figure A5.4. Two-step labelling of H. influenzae R2866 protein in a whole cell experiment performed by precursor probes. General assay conditions: 12-α/β / 22-
α/β / DMSO (10μL, 10mM stock in DMSO) are incubated with H. influenzae R2866 cell pellets (from 8mL of cell culture, suspended in 90μL of PBS) for 2 hours at 
30°C. The cells are washed and lysed (100μL of Bug buster in PBS, 30 mins shaking at rt). Cell lysate are made up to 132.5μL with PBS and incubated with DMSO / 16 
(2.5μL, 100mM stock), CuSO4 (5μL, 25mM stock), THPTA (5μL, 125mM stock) and sodium ascorbate (5μL, 500mM stock) for 1 hour 30°C.  The reaction mixture is 
washed in concentrators. See Fig 4.12 for following sample treatment. Fluorescence scanning (left) and Coomassie staining (right). 

 


