ING'S
OPEN (5 ACCESS College
LONDON

King’s Research Portal

Document Version
Peer reviewed version

Link to publication record in King's Research Portal

Citation for published version (APA):

Burnett, B., Neidhardt, A., Cvetkovic, Z., Hacihabiboglu, H., & De Sena, E. (2023). User Expectation of Room
Acoustic Parameters in Virtual Reality Environments. In International Conference on Immersive and 3D Audio
IEEE.

Citing this paper

Please note that where the full-text provided on King's Research Portal is the Author Accepted Manuscript or Post-Print version this may
differ from the final Published version. If citing, it is advised that you check and use the publisher's definitive version for pagination,
volumel/issue, and date of publication details. And where the final published version is provided on the Research Portal, if citing you are
again advised to check the publisher's website for any subsequent corrections.

General rights
Copyright and moral rights for the publications made accessible in the Research Portal are retained by the authors and/or other copyright
owners and it is a condition of accessing publications that users recognize and abide by the legal requirements associated with these rights.

*Users may download and print one copy of any publication from the Research Portal for the purpose of private study or research.
*You may not further distribute the material or use it for any profit-making activity or commercial gain
*You may freely distribute the URL identifying the publication in the Research Portal

Take down policy
If you believe that this document breaches copyright please contact librarypure@kcl.ac.uk providing details, and we will remove access to
the work immediately and investigate your claim.

Download date: 08. Oct. 2023


https://kclpure.kcl.ac.uk/portal/en/publications/f132955b-a454-4e84-9fd3-644d794e9325

User Expectation of Room Acoustic Parameters in
Virtual Reality Environments

Benjamin Burnett
Institute of Sound Recording
University of Surrey
Guildford, UK
benb2514@outlook.com

Hiiseyin Hacihabiboglu
Graduate School of Informatics
METU
Ankara, Turkiye
hhuseyin @metu.edu.tr

Abstract—This paper explores how visual attributes of a
VR scene affect user expectations of room reverberation. A
psychoacoustic experiment was run wherein subjects wore a
VR headset and adjusted two unlabelled sliders controlling the
reverberation time (T60) and the acoustic room size until the
reverberant response was closest to their expectation of how the
room they were seeing should sound. Different visual character-
istics, in particular, room type and size, surface material, and
furnishing were modified to determine how these might affect
their expectations of the reverberant response. Results showed
that visual room size had a significant effect on both the expected
T60, in agreement with previous literature, and on the expected
acoustic room size. Both relations seem to be well-described by
a simple sublinear power law model, which could be used, for
instance, to design reverberation time (T60) and acoustic room
size values that align well with listeners’ expectation for a given
visual room volume. Differences in visual surface materials were
found to have a statistically significant effect on the expected
T60. The level of visual furnishing, on the other hand, only had
a marginally significant effect on the expected T60. The results
also indicate considerable subjective differences in individual
expectations.

Index Terms—virtual reality, room acoustic modelling, arti-
ficial reverberation, perceptual evaluation, reverberation time,
room size

I. INTRODUCTION

The use of audio in virtual reality (VR) applications is
shown to increase the user’s sense of presence, a desirable
quality defined as a sense of ’being there’ [1], [2]. Moreover,
a higher sense of presence is achieved when the auditory
and visual domains are perceptually matched [3], [4]. To this
end, perceptual acoustic matching, in terms of audio design
congruent with the visual environment, is an important aspect
of sound design for VR applications. Consistency between the
senses also contributes to the scene’s plausibility, a quality
whereby a stimulus is in agreement with a user’s expecta-
tions based on experience of equivalent real-world events [5].
To assess perceptual acoustic matching, one can therefore
consider how ’plausible’ the sensory experience is. Optimum
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plausibility is achieved by fulfilling the listener’s expectations,
even though such expectations might not accurately reflect
reality. Previous work has shown that a larger visual room
size leads to the expectation of a longer reverberation time
(T60) and vice versa [6], but it remains unknown how other
visual cues may influence the successful perceptual matching
of artificial reverberation.

This work considers two other visual cues within VR that
are hypothesised to influence users’ expectation of reverbera-
tion: surface materials and the degree of furnishing within the
space. As it is also not known whether and how reverberation
qualities other than T60 require perceptual matching in VR,
this work further investigates the relevance of ‘acoustic size’ as
a parameter in the task of perceptual acoustic matching, where
acoustic size is defined as the size of the modelled space. To
that end, this study employs a scattering delay network (SDN)
[7] room acoustics simulator.

SDN is chosen for this purpose as it is a real-time acoustic
modelling technique that produces spatio-temporally accurate
early reflections, which are known to be relevant for the
perception of room size [8], [9], whilst its late reverberation
provides a close approximation of the image method [10]
according to high level perceptual attributes. This allowed for
real-time rendering of audio within an accurate room model, as
is required in a six-degrees-of-freedom (6DOF) VR environ-
ment. SDN has been shown to result in (a) a higher “natural-
ness” than feedback delay networks (FDNs) [11], convolution
methods and ray-tracing [12], (b) a greater sense of external-
isation than higher-order ambisonics measurements [13], and
(c) a greater sense of immersion in VR environments [14].
Furthermore, it was successfully incorporated in various real-
time binaural rendering applications [13], [15], [16], and it
has since been extended to (a) model outdoor scenes [17], (b)
coupled enclosures [18], and (c) exact modelling of higher-
order reflections [19]. Although the results presented in this
paper may only be applicable to SDN modelling, it is possible



that the findings extend to other reverberation techniques.

The current exploratory study aims to identify how the
expectation of the two reverberation parameters, T60 and
acoustic room size, changes with the visual room size, surface
materials, and room furnishing. These variables are not an
exhaustive list, but investigation into these aims to provide
insight into how the visual room impression modulates user
expectations towards reverberation.

The paper is organised as follows. Section II reviews the
high-level physical features of reverberation and their per-
ception, also considering visual cues, and provides a brief
overview of the SDN room simulator. Section III details the
perceptual experiment, and section IV presents the results.
Section V discusses these results and Section VI concludes
the paper.

II. BACKGROUND

To assess how visual cues might affect the expectation of
reverberation in VR, it is important to understand principles of
room acoustics, in particular, how physical attributes of a room
affect its reverberation. Should these physical attributes be in
some way visible to the listener, then they have a potential
to modulate the user’s expectation of reverberation. Hence,
the first subsection reviews relevant basic principles of room
acoustics, in particular, the relationship between physical at-
tributes of a space and high level attributes of its reverberation.
Furthermore, towards investigating expectations of the listener
regarding reverberation in VR, one needs to understand the
human perception of room reverberation; relevant principles
are therefore outlined in the second subsection. Thirdly, room
perception is said to be a function of both the auditory and
visual senses, and as such the influence of visual and audio-
visual cues on spatial perception are discussed in the third
subsection. Finally, it is necessary to understand the principles
of SDN reverberation in order to interpret the results of the
perceptual experiment conducted in this study. An overview
of SDN is thus given in the fourth subsection.

A. Room properties that affect reverberation

The primary physical attributes contributing to a room’s
reverberation are its size, geometry, and surface absorption.
According to Norris-Eyring’s formula, the reverberation time
(T60), is a function of volume V, surface area .S, and average
absorption « [20]:

T60 = —(——i—— . (D

It can be observed that T60 increases linearly with room size
(volume), and decreases inversely to its surface area. T60 also
decreases with an increase in absorption coefficients [20].

Room geometry determines the profile of early reflections,
which are relevant for the perception of room size [8], [9],
as well as the spectral character of reverberation, as deter-
mined by modal density, i.e. the average number of resonant
frequencies per Hz [21] [7] [22].

Another significant factor contributing to reverberation is
furnishing, as an empty room sounds very different to a

furnished room. The presence of objects like beds, curtains,
or shelves may absorb, diffuse, or reflect sound, and hence
affect parameters such as T60 [23]. Burgess and Utley [23]
used absorption coefficients of light and heavy furnishings
to estimate the difference in reverberation time for a 39 m3
living room, finding a difference of 0.09s (0.35s for the
lightly furnished room, and 0.26s for the heavily furnished
room). Furthermore, in [24] it is shown that the arrangement
of furniture also has an effect on reverberation time.

Other factors that affect reverberation include for instance
temperature [25] and the rigidity of the walls [10], however
these particular factors are ordinarily not visible and so not
relevant when investigating visual VR cues.

From visible room properties that are known to affect
reverberation, this study investigates effects of: (a) room size,
(b) surface materials, and (c) furnishing on the expectation of
reverberation properties.

B. Perception of reverberation

There are a number of established objective metrics of re-
verberation properties, such as reverberation time (T60), early
decay time, sound strength, early energy fraction, late lateral
sound level, interaural cross-correlation (IACC), and clarity
index [26]. The relationship between these objective metrics
and perception of room reverberation is not well understood,
but T60 is considered the most perceptually significant room
acoustics attribute [26]. In fact, a study by Zahorik [27]
suggests that virtual room acoustics is perceived along only
two perceptual axes relating to T60 and TACC.

Of key consideration when assessing reverberation is the
aspect of room size perception, which reverberation cues are
understood to contribute to [28]. T60 has been shown to
strongly affect room size perception, as does source-receiver
distance, more so than the physical volume of a modeled or
measured room [29]. Room size perception has been suggested
to be the result of relations between direct sound, and early and
late reflections and accordingly, using only reverberation time
to intentionally control the auditory impression of room size
would not be sufficient, as this only affects the late reverberant
energy [30].

Colouration is another perceptual feature of reverberation,
which arises as a result of modal distribution, particularly in
the case of artificial reverberators where reflection density is
less than in natural rooms [31].

This study therefore investigates the perceptual expectation
of T60 and acoustic room size. The latter was chosen for
its effect on early reflection profile, and therefore also di-
rect/early/late energy ratios, as well as for affecting the spectral
character of the reverberation.

C. Visual and audiovisual room perception

In the visual perception of a room environment, horizontal
area, height, and colour are known to have an impact on
the perceived spaciousness [32]. Furthermore, shaping room
geometry towards a perfect cuboid while keeping the volume
constant, increases the visually perceived room size [33].



When asked to adjust the size of a virtual room to match
it to the visual size of a previously seen virtual room, users
were very accurate in estimating the relative room size [34].
Therefore, the method of adjusting the relative size of the room
is an appropriate method to study perceived room size.

Spatial perception is thought to be dependent on both
auditory and visual domains, and as such the perception of
reverberation may be affected by visual information. It was
shown to that an image of a reverberant space provides enough
information to synthesise the acoustic character of a given
audio input successfully [35]. When participants had to adjust
the reverberation based on a 2D room image, the result de-
pended heavily on the visual room impression [36]. However,
the adjusted reverberation times often differed from the actual
ones. Moreover, in an evaluation of audiovisual perception of
the source distance and the size of six performance rooms,
visual cues were dominant over auditory cues [37]. In contrast,
Schutte et al. [38] reported that the visual room impression did
not have a significant impact on perceived reverberation, when
participants rated it on a scale from 1 to 10.

Gil-Carvajal et al. [39] reported that when listening to
binaural recordings in real rooms, the auditory image was
not affected in its perceived distance, azimuthal direction
or compactness, when the listening room differed visually
from the recorded room. On the contrary, deviating acoustic
properties had an effect. For example, the perceived distance
decreased, when the listening room was more reverberant than
the recorded room.

Hence, visual room impression seems to play a minor
role with regard to the expected reverberation, if other room
cues are available in addition. In VR, this multi-modal mix
will be created from scratch. Therefore, it is important to
study the role of the visual room impression on reverberation
expectation in VR environments.

D. Scattering Delay Networks

The SDN reverberator [7] models an enclosure using
a minimal topology of scattering nodes connected via
bi-directional delay lines. One node per boundary is placed
at the exact location of first-order reflections for a given
source and listener position, such that first-order reflections
are rendered accurately. Subsequent reflections are calculated
using the same network of delay lines, which results in
an approximation that becomes progressively coarser with
reflection order. Scattering nodes are each characterised
by a reflectiveness coefficient, which determines the ratio
of energy reflected at that node. SDN modelling has been
shown to provide a reverberation quality close to that of
the image method (IM), but with a significantly lower
computational load. This allows for real-time rendering in a
6DOF environment without significantly compromising the
reverberation quality.

III. EXPERIMENT

The aim of the experiment was to identify how the visual
appearance of room size, room furnishing, and surface ma-
terials in a VR room contributes to the expectation of two
acoustic reverberation parameters: T60 and ‘acoustic size’ of
the room, that is the geometric size of the SDN room model.

A. Apparatus

The stereoscopic headset used was the Oculus Quest 2,
locked to 90 Hz refresh rate in order to reduce the likelihood
of motion sickness [40]. No drops in frame rate were reported
and no participant reported any motion sickness. Unity version
2021.3.16f1 was running on a Windows 10 PC with a GTX960
graphics card.

The audio material consisted of speech [41] and percussive
[42] audio samples rendered binaurally in six degrees-of-
freedom using the MIT Kemar head-related transfer function
(HRTF) and SDN. A Unity implementation of the SDN
reverberator was used that allowed real-time adjustment of the
reverberation parameters. The audio was played back through
a pair of Beyerdynamic DT770 pro closed-back headphones,
which were set to the same listening level for each subject.

B. Stimuli generation

The study included a total of twenty-six unique stimuli,
which varied in room type, size, furnishing, surface materials
and audio sample. Original scenes were sourced from the
Unity asset store [43]-[47], but some were altered slightly
to make the scale of objects relative to the user realistic. Any
intrusive furniture items were removed to avoid expectation
of significant occlusion. Nine room sizes were used, varying
from approximately 3m x 4.5m X 2.2m (length x width x
height) to 16 m x 12.8m x 3.2m.

Two of the room types, office and server, were presented
in three sizes, while two other rooms, morgue and bedroom,
were presented with and without furniture. Additionally, two
rooms, server and bedroom, were presented with two different
surface materials. The alternative surface materials of the
server scene were intended to be of a higher average absorption
coefficient (carpet instead of ambiguous flat texture), whereas
the alternative materials for the bedroom were intended to be
less absorbent (smooth, slightly reflective surfaces as opposed
to the original carpet/panelled walls). Each of the 13 unique
visual combinations was played twice — once for each of the
two audio samples, with the exception of the garage scene
which was played three times for each audio sample to check
for intra-subject consistency. The stimuli are summarised in
Table L.

C. Methodology

The user interface (UI) shown in Fig. 1 was presented to
subjects within the Unity environment in the VR headset. Sub-
jects were instructed to adjust two unlabelled sliders until the
reverberant response was closest to their expectation of how
the room they were seeing should sound. The sliders controlled
the reverberation time (T60) and the geometric size of the SDN



VARIABLE CONFIGURATIONS WITHIN THE 13 UNIQUE SCENES. BOLD FONT INDICATES A VARIATION ON THE STANDARD SCENE PRESENTATION, WHERE

TABLE I

THE STANDARD VARIATION IS THE FURNISHED ROOM WITH ORIGINAL MATERIALS AND ORIGINAL SIZE (SCENES 1, 4, 8, 10, AND 13)

Stimulus Type Dimensions Materials Furniture Image
(repeats per L X W X H [m]
audio item) (Volume [m?])
1 Office 3.1 x4.52x%x22 Wooden floorboards/ Yes
(€)) (30.83) green & grey
plasterboard-like walls
2 Office 4.65 X 6.78 X 2.2 Wooden floorboards/ Yes
(1) (69.36) green & grey
plasterboard-like walls
3 Office 6.2 X 9.04 X 2.2 Wooden floorboards/ Yes
(1) (123.31) green & grey *image is stimulus 1 —
plasterboard-like walls the smallest of three sizes
4 Server 16 x 12.8 x 3.2 Floor/walls, different Yes
(1) (655.36) shades of grey — both
flat/ambiguous material
5 Server 10.67 X 8.53 X 3.2 Floor/walls, different Yes
(1) (291.27) shades of grey — both
flat/ambiguous material
6 Server 8 X 6.4 X 3.2 Floor/walls, different Yes
(€)) (163.84) shades of grey — both *image is stimulus 4 —
flat/ambiguous material the largest of three sizes
7 Server 16 x 12.8 x 3.2 Carpeted floor/ Yes
(D) (655.36) green walls
8 Morgue 9.62 X 6.5 X 2.5 Large-tiled floor/ Yes
(@) (156.33) small-tiled walls
9 Morgue 9.62 X 6.5 X 2.5 Large-tiled floor/ No
(€)) (156.33) small-tiled walls
10 Bedroom 46 x4.6x24 Carpeted floor/ dark Yes
(€)) (50.78) wood-panelled walls
11 Bedroom 4.6 x4.6 x2.4 Shiny, off-white Yes
1) (50.78) floor/ slightly shiny,
light-grey walls
12 Bedroom 46 x4.6x24 Carpeted floor/ dark No
(1) (50.78) wood-panelled walls
13 Garage 6.33 X 6 X 2.4 Hard, stone-textured Yes
3) (91.15) floor/ 3 pin-board
walls & 1x corrugated
metal garage-door




reverb model over a continuum in a preset range. Subjects were
also asked to rate the ‘plausibility’ of their answer. This was
meant to elicit the degree to which the subjects felt confident
that their final choice for the two unlabelled sliders resulted in
a plausible acoustic response. However the associated results
were not particularly informative and are not reported here.

The two unlabelled sliders were designed as follows. Due
to the increase in acoustical mean-free-path, an increase in
the room size will produce a greater reverberation time (see
Equation (1)). In a preliminary experiment, the two sliders
were designed to control the wall absorption coefficients and
the acoustic room size, however subjects found it difficult to
complete the task, possibly due to the fact that both sliders had
an effect on T60. The experiment was therefore revised such
that the two unlabelled sliders controlled (a) the reverberation
time T60, and (b) the acoustic room size, except now the
latter also appropriately adjusted the absorption coefficient o
according to Equation (1) such that T60 is kept constant (i.e.
increasing room size would be accompanied by increasing
absorption, such that the T60 stays approximately constant,
and vice-versa).

Slider ranges and linearity were calibrated empirically, and
initial slider positions were always randomised upon loading
a scene. The T60 slider ultimately ranged linearly from 0.05 s
to 1.4s. The size slider ranged linearly from O to 3, and its
value x was used to scale the length (L) and width (W) of
the considered acoustic room model according to L x 2” and
W x2%. L and W were initialised at a minimum size for each
room; the ratio between L and W was thus kept constant and
the smaller of the two dimensions was set to 2m.

Room model height was always kept fixed to the visual
height and never scaled. This was decided after preliminary
testing that revealed that distances to the floor or ceiling that
were particularly large or small led to improper sounding
reverberation. It is thought that only scaling length and width
was acceptable for the current study as room size will typically

Plausibility

Bad Paoaor Fair

—

=

Fig. 1. The user interface presented to subjects within the VR environment,
with the two unlabelled sliders controlling the acoustic parameters (T60 and
room size), along with the plausibility slider.

vary less in height than in width/length. Adjustments of
acoustic room height are left for future research.

This process was repeated for the 30 scenes described in
section III-B, and were presented in a randomised order for
each participant. Prior to this was a familiarisation stage, in
which participants attempted the task once with only the reverb
sliders, and then once for the default versions of all five scene

types.
D. Subjects

Eighteen trained participants took part in the experiment,
all of whom undergraduate students (ages between 18-
25) on an audio engineering course. Subjects were not
compensated for their time but were given the opportunity to
compete in a short VR game with a small prize for the winner.

IV. RESULTS

The data associated to each attribute consisted of 30 sets,
i.e. 15 scenes (the 13 scenes summarised in Table I, in addition
to two repeats for the garage scene) repeated once for each
audio sample.

In order to test for intra-subject consistency, the standard
deviation of each subject was calculated for the three data
points in the garage scene. The results of which are shown
in Fig. 2 for expected reverberation time (T60). Although it
can be observed that some subjects had a larger deviation than
others, it was decided that there was not sufficient evidence to
remove any one of them.

The three sets for the garage scene were then combined into
a single one, giving a total of 26 sets per attribute. Table II
presents the mean expected T60 and acoustic size responses
for each stimulus.

Normality tests (Kolmogorov-Smirnov test with Lilliefors
significance correction, and Shapiro-Wilk test) were then run
for each of the 26 sets. For the expected T60, two of which
failed at the 0.05 significance level. It was still decided to use
ANOVA tests, on the basis that they are robust to moderate
deviation from normal data [48].

A one-way ANOVA test (R? = 0.472) run on the expected
T60 revealed a statistically significant effect of the visual scene
(run across the combined 13 scenes; p < 0.001; F' = 37.110)
and audio sample (p = 0.002; F' = 9.356), but no interaction
between visual scene and audio sample (p = 0.992; F =
0.282). Since a statistically significant difference was observed
between speech and percussive samples, their corresponding
results are presented separately henceforth.

In the case of acoustic room size perception responses,
as many as 22 sets out of 26 failed the normality test at
the 0.05 significance level, indicating a significant deviation
from normal data. For this reason, a non-parametric test was
preferred. An independent-sample Kruskal-Wallis test revealed
a statistically significant effect of the visual scene (also in this
case across the combined 13 scenes; p < 0.001;x?(12) =
188.530). No statistically significant difference was observed
between the audio samples (p = 0.847).



Standard deviation plotted for each participant's T60 responses for the
garage room
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Fig. 2. Bar chart showing Standard deviation of garage scene T60 response
for each participant.

TABLE II
AVERAGE T60 AND ACOUSTIC SIZE RESPONSES FOR EACH STIMULUS

effect offset of -0.071 ([-0.104 -0.037], p < 0.0001) for speech
compared to drums. The slope was not affected by the signal
(p = 0.97). The variation over subjects could be modeled
as a random intercept effect with a standard deviation of
0.095s ([0.065 0.137]) from the estimated average intercept.
Considering this random effect increases R? from 0.244 to
0.664. Thus, the estimated linear mixed effects model explains
about 66% of the changes observed for expected T60.

This means that in the office, listeners expect a reverber-
ance that corresponds to a reverberation time of about 0.27's
(£0.055s) for very small office versions with a standard
deviation of 0.095s (4+0.035s) between listeners, and it in-
creases by 0.16s (£0.065 s) per 100m> volume increase with
the drums sample. With speech, the expected T60 is about
0.07s (£0.03 s) lower. Since the visual height remained the
same when creating the alternative sizes of the room, the
model is equivalently valid for the dependency on visual floor
area, if the visual volume is divided by room height (2.2 m).
Consequently, expected T60 increases by 0.036s (£0.014 s)

A. Effect of visual size on expected reverberation time and
acoustic size

Two rooms, office and server, were presented in three size
variations. The hypothesis was that with visually larger scenes,
subjects expect a greater T60 and acoustic size.

Analysis of the office-data using a linear mixed-effects
model identifies a statistically significant dependency of the
expected T60 on the visual room size with a slope of 0.0016
(95% CI =10.0012 0.0021], p < 0.0001), an average intercept
of 0.275 ([0.215 0.335], p < 0.0001) and an additional fixed-

Scene Visual T60 (mean) Acoustic size (mean) ..

(description) | volume | Drums | Speech | Drums Speech per additional 10m? of floor area.

(1) office 30.83 0.31 0.25 48.3 58.6

(sizel) 14 Effect of Visual Size on Expected T60

(2) office 69.36 0.42 0.32 67.4 81.9 AT

(size2)

(3) office 123.31 0.46 0.40 84.2 117.7 12k x
(size3)

(4) server 655.36 0.70 0.70 188.6 239.3

(sizel) 1

(5) server 291.27 0.65 0.58 206.4 152.2 L

(size2) 3 o8

(6) server 163.84 0.61 0.52 134.5 195.3 ; ’

(size3) F_.‘;

(7) server 655.36 0.58 0.50 295.4 216.1 e 0.6

(sizel / k]

alternative w 04

materials) ’

(8) morgue 156.33 0.74 0.66 125.4 129.4

(furnished) 0.2

(9) morgue 156.33 0.78 0.76 110.1 157.3

(unfurnished) ‘ ‘ ‘ ‘ ‘ ‘ ‘
E;l?r)nibsi‘ird")"m 5078 | 025 0.23 94.3 838 % 100 200 300 400 500 600 700
(T1) bedroom | 5078 | 033 | 030 | 697 1 Room Size [m°]

(furnished / O Office drums - samples O Server drums - samples
alternfmve Office drums - linear model X Server speech - samples
materials) X Office speech - samples Server - linear model, both signals
212% befir](;o;)l 50.78 0.29 0.28 70.7 62.7 Office speech - linear model Non-linear model

unfurnishes

Elll.?r)nidlfgc%)e LIS 0.63 0.57 >34 283 Fig. 3. Linear mixed effects model for the relation between visual room

volume and expected T60 in the office and the server room. In addition, the

black curve visualizes the fitted perceptual model T60czp = a (Vvisual)b
with @ = 0.117 £ 0.032, b = 0.283 + 0.050, and R? = 0.40.

A separate linear mixed effects model was estimated for the
server room-data. It revealed a dependency with an intercept
of 0.558 ([0.470 0.644], p < 0.0001) with a standard deviation
of 0.116 ([0.076 0.178]) for the individual subjects and a slope
of 0.00026 ([0.00012 0.00041], p < 0.0001). Here, the type
of signal did not have a significant effect on the intercept
(p = 0.070) or the slope (p = 0.176). With an R? of 0.399,
the power of the model, shown in Fig. 3. is considerably
lower than for the office. Furthermore, the slope does not even
reach one tenth of that estimated for the office. Expected T60



increases by 0.026s (£0.015 s) with every additional 100 m3
or, because of the constant room height of 3.2m, 0.0083s
(£0.0047 s) with every additional 10 m? of floor area.

Further two linear mixed-effects models analysed the depen-
dency of expected acoustic room size on visual room size in
both rooms. For the office, the model achieved an R? of 0.404.
It exhibits an intercept of 26.7 ([4.63 48.7], p = 0.018) with a
standard deviation of 25.11 ([15.62 40.35]) over the subjects
and slope of 0.46 ([0.26 0.67], p < 0.0001). This means that
the expected size of the SDN room model increases with about
half the increase of the visual room size. Since visual and
acoustic room height were equal, the same relation can be
found for the acoustic and the visual floor area.

For the server room, expected acoustic size rises even slower
with increasing visual size. The intercept is estimated with
115.84 ([68.70 162.97], p < 0.0001) and the slope with 0.10
([0.027 0.180], p = 0.008). In this case, R? is 0.384. The
signal did not significantly influence expected acoustic room
size. Fig. 4 visualises the results.

The three sizes of the server room considered in the
experiment were larger than the three office-versions. It is
open whether the difference in slope is due to different size
or due to other room properties. If the slope decreases with
increasing room size, a non-linear compressing model could
be interesting.

Therefore, models inspired by Stevens’ power law were
estimated. The results are represented by the black curve in
both figures, and correspond to the following equations, which
were obtained using the Matlab Curve Fitting Toolbox:

T6Oea:p =0.114 (Vvisual)O'QSS 7
Vicoustic = 10.04 (Vvisuaz)0'475 7

2)
3)

where Vi;suar 1S the visual volume of the scene (measured
in m?), T60c,, is the listener expectation of T60 (measured
in s), and Vgcoustic 1S the expected acoustic room size (mea-
sured in m?>).

B. Effect of surface material appearance on expected rever-
beration time

Two rooms, the bedroom and server room, were presented
with two different sets of surface materials, one with visually
more reflective materials and the other with visually more
absorbent materials (see Table I). The results of this test are
shown in Fig. 5.

The combination of surface materials was not the same
between the two rooms, so two ANOVA tests were run, one
for each room. For the server room, an ANOVA test using
audio sample and surface material as factors, revealed that
the surface material has a statistically significant effect on
the expected T60 (p = 0.004; F = 8.705; R? = 0.126)".
The same test for the bedroom scene was also significant
(p =0.002; F =10.156; R? = 0.146)".

No posthoc test was necessary, since there are only two categories and the
pair-wise test returns the same significance value as the omnibus test.

Effect of Visual Size on Acoustic Size
700 - X

600 -

500

400

300

200

Estimated Acoustic Room Size [m?3]

100

0 . . . . . . .
400 500 600 700

Room Size [m?]

O  Office drums - samples
X Office speech - samples X
Office - linear model, both signals

Server drums - samples
Server speech - samples
Server - linear model, both signals

Fig. 4. Linear mixed effects model for the relation between visual room
volume and expected acoustic size for the office and the server room. In
addition, the black curve visualizes the fitted perceptual model Vi coustic =
a (Vmsual)b with @ = 10.04 + 7.03, b = 0.475 £ 0.12, and R? = 0.266.
Points in grey indicate outliers which were removed prior to calculation of
the models.

C. Effect of scene furnishing on expected reverberation time

Two rooms, morgue and bedroom, were presented with and
without furniture. The results of this test are shown in Fig. 6.
An ANOVA test restricted to these two rooms was run using
room type, audio sample, and furnishing type as factors, and
revealed that furnishing had a marginally significant effect on
expected T60 (p = 0.051; F = 3.880; R? = 0.655)'. More
specifically, the expected T60 increased from 0.238 £ 0.037 s
for the furnished bedroom to 0.285 + 0.043 s for the unfur-
nished bedroom and from 0.699 + 0.063 s for the furnished
morgue to 0.770 £ 0.079 s for the unfurnished morgue.

V. DISCUSSION
A. Visual size

The results showed that the expected T60 was significantly
affected by the visual size of both the office and the server
room. These indications suggest the visual size impression of
the VR scene modulates the expectation of T60, supporting
previous findings by [6]. However, further work could be done
to reveal the extent of this relationship for a greater range of
stimuli, particularly in the case of varying audio material.

The expectation of acoustic size was also shown to differ
significantly with a change in visual room size. Changing
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acoustic room size affects the early reflection profile, as well
as the spectral character of the reverberation. So these find-
ings indicate an importance in perceptual matching of these
attributes. It is interesting to note that individual responses
varied considerably: some subjects expected larger and some
smaller than the visual room size. However, for the server
room, in particular, the expected size was typically smaller
than the visual size. In all cases where significant effects were
observed, larger visual room size resulted in greater expected
T60 and larger acoustic room size, if measured by the median
subject response.

A model inspired by Stevens’ power law was fitted to the
data of both rooms. This model could be used to design
reverberation time and acoustic room size values that align
well with listeners’ expectations for a given visual room
volume. The reader should note, however, that the model was
fitted using two different rooms with volume ranges that are
not overlapping (31 m?3, 69 m? and 123 m? for the office; and
163m3, 291 m® and 655m?> for the server room), and the
model fitted the data well in part because the slopes were
different for each room (higher slope for the office, and lower
slope for the server room). Although the obtained model aligns
qualitatively with perceptual findings in adjacent fields, it is
possible that the different slopes in the two rooms are caused
by characteristics of the room other than their visual volume,
for example, their furniture, room shape or surface properties.
A larger study is required to examine this hypothesis.

B. Surface materials and furnishing

The visual attribute of surface material had a significant
effect on the expectation of T60 in both scenes where different
surface materials were presented, i.e. server and bedroom.
These findings are preliminary as a limited set of conditions
were included in the study. Further investigations could include
a larger set of test conditions, i.e. surface materials, room
types, and audio material.

A marginally significant difference was also observed for
the expected T60 between furnished and unfurnished rooms.
The difference was small in absolute terms, with the expected
T60 increasing by 0.05s (22% increase) from furnished to
unfurnished bedroom, and by 0.07s (10% increase) from
furnished to unfurnished the morgue. This effect is somewhat
smaller than the 0.09s (34% increase) difference estimated
by Burgess and Utley [23] when measuring the reverberation
time in an actual room with a reduced furniture level (from
0.26 s for the heavily furnished room to 0.35s for the lightly
furnished room).

VI. CONCLUSIONS AND FUTURE WORK

This study identified several relationships between visual
cues and the expectation of reverberation within VR rooms
using SDN reverberation. It was found that visual room size
had a significant effect on expected T60 and acoustic room
size. By taking the considerable subjective differences in
individual expectations into account as random effects, the
models achieved R2 values of 38 to 66 %. The obtained data

suggests that the dependency of T60 and acoustic room size
on visual room size can be modeled based on Stevens’ power
law. However, a larger study is required to confirm this.

It was also observed that variation in surface materials led to
a change in the expectation of T60. The fact that these findings
depend on the room type and audio material in multiple cases
would suggest that further work could examine for the extent
of the effect of these factors on reverberation expectation.
Changes in the amount of furniture in the visual scene led
to a difference in expected T60 too, whereby the expected
reverberation time increased when no furniture was present.
However, the difference was only marginally significant and
corresponded to a small change in absolute terms.

The following steps may be taken to extend this exploratory
study. Firstly, a more complete set of reverberation parame-
ters should be identified based on their perceptual relevance.
For example, lower-level acoustic parameters such as IACC
[27] and clarity index [49], [50] have been suggested to
be indicative of perceived room size and may be controlled
through higher-level parameters such as diffusion [51] or
room shape [52]. The experiment presented in this work
used a single, frequency-independent absorption coefficient
to affect the room’s reverberation. However, to mimic real
world conditions more realistically, future work could explore
the same effect using non-uniform and frequency-dependent
absorption coefficients.

A broader variety of visual attributes could be investigated
too, e.g. more types of surface material, or non-binary degrees
of furnishing. It may also be beneficial to present a full-
factorial experiment whereby all visual factors are presented
in all combinations with each other, allowing for statistical
analysis that considers all factors when explaining the variance
in data, and perhaps also confounding factors such as the type
of room, e.g. bathroom vs bedroom.

Finally, future work will involve performing the experiment
using environments for which there is a known T60 value,
allowing for the comparison between expected and actual
T60 values. This could perhaps be achieved using 360-degree
camera footage of real spaces and comparisons made with
measured room responses.
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