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ABSTRACT
Humans tend to use various nonverbal signals to communicate their
messages to their interaction partners. Previous studies utilised this
channel as an essential clue to develop automatic approaches for
understanding, modelling and synthesizing individual behaviours
in human-human interaction and human-robot interaction settings.
On the other hand, in small-group interactions, an essential aspect
of communication is the dynamic exchange of social signals among
interlocutors. This paper introduces LISI-HHI – Learning to Imitate
Social Human-Human Interaction, a dataset of dyadic human inter-
actions recorded in a wide range of communication scenarios. The
dataset contains multiple modalities simultaneously captured by
high-accuracy sensors, including motion capture, RGB-D cameras,
eye trackers, and microphones. LISI-HHI is designed to be a bench-
mark for HRI and multimodal learning research for modelling intra-
and interpersonal nonverbal signals in social interaction contexts
and investigating how to transfer such models to social robots.

CCS CONCEPTS
• Human-centered computing→ User models.
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Figure 1: Multimodal data featuring in the LISI-HHI dataset.
(SC1: Statistic RGB-D 1, SC2: Statistic RGB-D 2, EC1: Egocen-
tric RGB 1, EG1: Eye gaze of person P1, EC2: Egocentric RGB
2,EG2: Eye gaze of person P2, SC3: Statistic RGB D 3, MC:
motion data)

1 INTRODUCTION
Nonverbal behaviours play essential roles in social interaction. Hu-
mans tend to use various social signals, including facial expressions,
body gestures, eye gaze, and vocal expressions, to communicate
their messages to interaction partners. Vice versa, they interpret
social cues observed from others to understand the interaction con-
text better. Previous studies utilised such social signals as essential
clues to develop automatic approaches for modelling user engage-
ment [5], emotion [24], intention [20], personality [22] as well as
synthesizing individual behaviours [9, 29] in both human-human
interaction (HHI) and human-robot interaction (HRI) settings.

On the other hand, in small-group interaction, an essential aspect
of communication is the dynamic exchange of nonverbal signals

https://doi.org/10.1145/3568294.3580080
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among interlocutors, with the aim of adapting to social norms [15]
and building a common ground [21]. This social factor suggests that
both intra- and interpersonal social signals should be considered
when modelling the interlocutors’ behaviours. The idea has been
implemented in recent works for modelling individual personal-
ity [23] as well as synthesising facial expressions and body gestures
in human-agent or human-robot interaction [12, 27, 28]. Capturing
both intra- and interpersonal social signals enables the learning
framework to better model the interaction context [12, 23, 27]. Con-
sequently, this paper introduces LISI-HHI, a multimodal dataset
of dyadic interactions, to foster the development of recent efforts
in this potential research direction. LISI-HHI consists of multiple
nonverbal modalities captured simultaneously via multiple high-
accuracy sensors (e.g. motion capture system, and eye-tracker sys-
tem). Fig. 1 presents an example from the proposed dataset. To the
best of our knowledge, LISI-HHI is among a few available databases
that cover a high number of modalities, camera views, participants,
and interaction sessions.

2 AVAILABLE HHI DATASETS
Table 1 summarizes publicly available datasets in this domain. The
comparison of available databases, in terms of modalities, are illus-
trated in Table 2. We only review dyadic datasets that contain at
least an audio and a visual channel.

The LISI-HHI dataset complements the previous databases by
incorporating a multi-sensory setup with a novel design of multi-
ple interaction scenarios. Without estimating skeleton data from
RGB images – as implemented in earlier works [1, 4, 23], we used
a motion capture system to capture interlocutors’ motions at a
high frequency. The experiment was set up with eye-trackers to
ensure the accuracy of eye gaze data collected, similarly to pre-
vious works [20, 25]. In contrast with the other motion capture
datasets [2, 18, 20, 25], rather than conducting the experiment
around a table [20, 25] where only hand movements or upper body
motions are collected, we implemented a free-standing setting in
our setup. This configuration enables us to collect whole-body mo-
tion data. Indeed, a free-standing setting provides participants more
freedom to perform body gestures to convey the verbal contents
of their speech. Instead of creating interaction scenarios limited to
a specific context, for instance, agree and disagree discussions [2],
theatrical narratives [18], LISI-HHI covers a wider range of commu-
nication contexts. Importantly, LISI-HHI emphasises daily social
HHI, which has many practical applications in HRI. For instance,
available end-to-end learning frameworks, explained in Section 1,
can be utilised to transfer human nonverbal communication skills to
robots. Putting all together, LISI-HHI dataset aims to serve as a high
accuracy and multimodal dataset for different research domains,
especially social HRI.

3 THE LISI-HHI DATASET
3.1 Device Setup
The experiment was conducted in a motion capture room with
devices set up as in Fig. 2. All sensors are synchronised together so
they could be triggered and stopped simultaneously. The following
describes the measured data and the sensors utilised in the setup:

RGBD cam 3

Person P2

RGBD cam 2

Eye-tracker 2

Motion Capture System

Person P1

RGBD cam 1

MIC

Eye-tracker 1

Figure 2: Data recording setup. We used 3 RGB-D cameras,
2 eye-trackers, 1 microphone, and a motion capture system
with 8 Vicon infrared cameras.

• Motion capture: The system consists of 8 infrared cameras cap-
turing the whole body motion at a frequency of 120 fps. Motion
data 𝐴39×3×𝑇 of each participant consists of 39 joints presented
in 3𝐷 coordinates, 𝑋,𝑌, 𝑍 , over the session time sequence 𝑇 .

• Egocentric camera: The RGB camera attached to the participant’s
eye-tracker provides images at the frequency 30 fps with a reso-
lution of 1080 × 1920.

• Eye-tracker: The eye gaze data is collected at a frequency of 30
fps. The data is presented by coordinate values aligned with RGB
images of the corresponding egocentric camera.

• Static RGB-D camera: 2 RGB-D cameras are implemented to cap-
ture the individual semi-frontal field of view of each interlocutor.
The third RGB-D camera is used for capturing the global side
view. Images are captured at a resolution of 1080 × 1920 (30 fps).

• Audio: An omnidirectional microphone is placed in the middle
of two participants to record their speech.

3.2 Interaction Scenarios
The dataset covers 32 dyads, and each dyad consists of 5 interaction
sessions. With the aim of collecting a diverse set of verbal and
nonverbal behaviours in different interaction contexts, participants
are not given any narrations, and no constraints are put into them
regarding their way of speaking and acting. The following briefly
summarises the designed scenarios:

• Small talk: Two participants are instructed to start the con-
versation by introducing themselves to the other, followed by
a random chit-chat (hobbies, weather, etc.). This session serves
as an ice-breaker where participants can freely talk, discuss and
get familiar with their interacting partners. The data collected
from this task allow us to understand how a social conversation
is initialised and how hand gestures (e.g., beat gestures [17]) are
used in random chit-chat.

• Meal planning: Two interlocutors are required to discuss vari-
ous options and then finalise a 5-course menu for their dinner,
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Table 1: Summary of publicly available multimodal datasets of dyadic interaction.

Dataset Interaction
Setting Participants Interaction

Sessions Duration Modality

MAHNOB Mimicry [1] HHI: 2 40 54 11 hours Audio, video, depth
USC-CreativeIT [18] HHI:2 16 8 8 hours Audio, video, motion data
MULAI [11] HHI:2 26 13 5.9 hours Audio, video, motion data, physiolog-

ical signals
Talking with Hands 16.2M [16] HHI:2 50 50 50 hours Audio, motion data
JESTKOD [2] HHI:2 10 98 4.3 hours Audio, video, motion data
UDIVA [23] HHI:2 147 188 × 5 90.5 hours Audio, video, heart rate

M-MS [4] HHI: 2 21 41 +
22 (only ECG) 16.2 hours Video, audio, ECG

CMU Panoptic [13] HHI: up to 8 - - 5.5 hours Video, audio, depth, motion data
MATRICS [20] HHI: 4 40 10 × 3 9.2 hours Video, audio, depth, motion data, eye-

tracker, head accelerator
Rakovic et. al [8] HHI: 2 6 6 × 4 - Video, motion data, eye-tracker
DAMI-P2C [6] HHI: 2 68 65 21.6 hours Video, audio
MSP-IMPROV [3] HHI: 2 12 6 9 hours Video, audio
MIT Interview [19] HHI: 2 69 138 10.5 hours Video, audio
LISI-HHI HHI: 2 64 32×5 8.3 hours Video, audio, depth, motion data, eye-

tracker

Table 2: Comparisons of available datasets, in term of modal-
ities (SC: Static Camera, EC: Egocentric Camera, LC: Local
Camera field of view, GB: Global Camera field of view, A:
Audio, MC: Motion Capture, EG: Eye Gaze, ECG: Electrocar-
diographic signals)

Dataset SC EC A MC EG ECGLC GB
MAHNOB
Mimicry[1]

✓ ✓ X ✓ X X X

USC-Creative[18] X ✓ X ✓ ✓ X X
MULAI[11] ✓ X X ✓ X X ✓
Talking with Hands
16.2M[16]

X X X ✓ ✓ X X

JESTKOD[2] X ✓ X ✓ ✓ X X
UDIVA[23] ✓ ✓ X ✓ X X X
M-MS[4] X ✓ X ✓ X X ✓
CMU Panoptic[13] X ✓ X ✓ X X X
MATRICS[20] ✓ ✓ ✓ ✓ ✓ ✓ X
Rakovic et. al[8] X X ✓ X ✓ ✓ X
DAMI-P2C[6] ✓ ✓ X ✓ X X X
MSP-IMPROV[3] X ✓ X ✓ X X X
MIT Interview[19] ✓ X X ✓ X X X
LISI-HHI ✓ ✓ ✓ ✓ ✓ ✓ X

taking into consideration their interests and allergies. The sce-
nario provides information about agreement and controversial
behaviours towards completing a 5-course dinner menu [7].

• Tangram game: The game involves a director, who describes
the game cards through their nonverbal gestures, and a follower,
who will predict the cards the director explains. The session en-
courages the director and the follower to perform collaborative

tasks for reproducing the orders of tangram cards. Indeed, the sce-
nario allows us to collect a wide range of iconic and metaphoric
gestures [17] that participants perform to describe the shape of
tangram cards [10].

• Role playing: A customer is looking for a product at a shop.
They ask a seller questions regarding the product specifications,
warranty, etc., followed by negotiating a lower price for that item.
This scenario provides a way to collect joint attention behaviours
displayed by two interlocutors in a negotiation context.

• Way finding: A guest would like to know how to get to a coffee
shop in the area which is familiar to the host. The host is asked
to give detailed directions on how the guest can reach that coffee
shop. This scenario aims to collect pointing and gaze gestures
that the participants perform to navigate the area.

3.3 Data Collection Protocols
The experiment was conducted at a university and was approved
by the King’s College London Research Ethics Committee. We
advertised the study through both internal and external call-for-
participation websites. 170 participants, who showed interest in
this study, were provided the information sheet with a full explana-
tion of research objectives, experiment procedures, the anonymity
of data collected, etc. They were asked to complete a pre-study
questionnaire about their demographic information. After exam-
ining 170 questionnaires, we contacted 62 qualified participants
to get their consent and schedule the experiment. We paired the
participants in such a way that two interlocutors were in the same
age category and in the same gender. It is because previous re-
search [14, 26] suggests that different genders might introduce
variability in behaviours in interpersonal coordination.

For conducting the experiment, 39 optical markers and an eye-
tracker were attached to each participant. It was followed bymotion
capture and eye gaze calibration process. Participants were asked to
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(a) Small talk (b) Meal planning (c) Tangram game

(d) Role playing (e) Way finding

Figure 3: The average velocity distributions of participant 1, who played role as P1 (coloured in blue) and participant 2 assigned
as P2 (coloured in orange). The velocity distributions were calculated based on the motion data collected from 64 participants.

conduct 5 interaction scenarios sequentially. Each interaction ses-
sion was automatically triggered on and off in a fixed time interval.
Experimenters were not allowed to be involved in the interaction
sessions between two participants by any means. The experiment
lasted for around an hour, including the experiment setting time.

3.4 Data Statistics
The dataset is composed of 8.3 hours of recording of dyadic interac-
tions. 64 participants (38 females, 26 males) were assigned into 31
same-gender groups, each group was asked to conduct 5 interaction
sessions. The majority of the participants (62%) were in the age
group 18 to 24. Regarding cultural background, 46% participants
identified themselves as Western people, while 41% participants
reported that they have Asian culture. Most participants were stu-
dents and staff members at universities in the UK, and 59% of them
hold a bachelor’s degree or higher.

Fig. 3 presents a summary of the motion statistics in the LISI-HHI
dataset. We first calculated the average velocity of the whole body
movements and then calculated the frequency of velocity values
over time. Fig. 3 suggests that in all interaction sessions, except
for Tangram game, the motion characteristics of person 𝑃1 and 𝑃2
are almost similar to each other. That could be explained by taking
into consideration the interaction scenarios they involved. In the
four sessions (Small talk, Meal planning, Role playing, and Way
finding), the way 𝑃1 and 𝑃2 use nonverbal gestures to support their
communication are almost similar. Vice versa, in session Tangram
game, 𝑃2 is assigned as a director, who describes the game cards,
while 𝑃1 plays a role as a follower, who predicts the card. Although

body gestures are performed by both 𝑃1 and 𝑃2, 𝑃2 tends to act
as many iconic gestures as possible in a limited time interval to
describe the shape of the game card they are holding. Thus, the
motion characteristic of 𝑃2 seems to be more extensive as compare
to 𝑃1, who predicts the card based on the body gestures of 𝑃2.

4 CONCLUSION AND FUTUREWORK
This paper introduces LISI-HHI, a multimodal dataset of dyadic
social interaction. The dataset consists of multiple nonverbal chan-
nels captured simultaneously from high-accuracy sensors. LISI-HHI
is among a few databases recorded in English that cover multiple
modalities, camera views, participants, and interaction sessions.
The LISI-HHI dataset complements the previous databases by in-
corporating a multi-sensory setup with a novel design of multiple
social interaction scenarios. We envision that LISI-HHI will con-
tribute to the community as a reliable multimodal dataset that can
be beneficial in various research areas, especially multimodal learn-
ing and social HRI. In future work, we will investigate the use of
LISI-HHI to understand the dynamic exchange of social signals
among interlocutors during the interaction. We will also consider a
learning framework to transfer human nonverbal communication
skills modelled from the LISI-HHI dataset into social robots.
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