
 

FLOMEKO 2019, Lisbon, Portugal  Pag. 1 

 
A calibrated physical flow standard for medical 

perfusion imaging 
G. Kok1, N. Pelevic1, A. Chiribiri2, X. Milidonis2, M. Nazir2, M. Capstick3, S. Drost4,      

C. Poelma4, T. Schaeffter5 
  

1VSL B.V., Thijsseweg 11, 2629 JA, Delft, Netherlands 
2School of Biomedical Engineering and Imaging Sciences, King’s College London, London, United Kingdom, 

3ZMT Zurich MedTech AG, Zurich, Switzerland, 
4Laboratory for Aero- and Hydrodynamics, Technische Universiteit Delft, Delft, Netherlands, 

5Physikalisch-Technische Bundesanstalt, Berlin, Germany 
E-mail (corresponding author): gkok@vsl.nl 

 
Abstract 
 
In the medical sector, various imaging methodologies or modalities (e.g. MRI, PET, CT) are used to assess 
the health of various parts of the bodies of patients. One such investigation is the blood flow or perfusion of 
the heart muscle, expressed as the (blood) flow rate normalized by the mass of the volume of interest, with 
unit mL/min/g. Currently there is no physical flow standard for the assessment and validation of myocardial 
perfusion imaging methodologies, resulting in a large proportion of medical diagnoses being inaccurate and 
highly dependent on the scanner type, software used and the clinical operator. In the EMPIR 15HLT05 
PerfusImaging project a phantom simulating myocardial perfusion has recently been developed with which 
imaging modalities can be tested. In this paper the construction and validation of the phantom is described 
which involved several iterations with design updates, computational fluid dynamics simulations, 3D printing of 
the phantom, ultrasound imaging velocimetry and magnetic resonance imaging (MRI). Dynamic contrast-
enhanced MRI was performed to image the passage of a tracer through the phantom and estimate perfusion. 
Two flow models and associated data analysis methods to relate the measurement data with the reference 
flow rates are presented and discussed. 

 
1. Introduction 
 
In the medical sector, various imaging 
methodologies or modalities (e.g. MRI, PET, CT) 
are used to assess the health of various parts of 
the bodies of patients. One such investigation is 
the blood flow or perfusion of the heart muscle, 
expresses as the (blood) flow rate normalized 
(divided) by the mass of the volume of interest, 
with unit mL/min/g. A decreased perfusion of the 
heart muscle or myocardium is an imaging 
biomarker for increased risk for a heart attack and 
can cause chest pain. 
 
Currently there is no physical flow standard for the 
assessment and validation of myocardial perfusion 
imaging methodologies, resulting in a large 
proportion of medical diagnoses being inaccurate 
and highly dependent on the scanner type, software 
used and the clinical operator. In the EMPIR 
15HLT05 PerfusImaging project [1] a phantom 
simulating myocardial perfusion has recently been 
developed with which imaging modalities can be 

tested. The design was based on an earlier, already 
existing phantom made by KCL [2].  
 
In this paper the construction and validation of the 
phantom is described which involved several 
iterations with design updates, computational fluid 
dynamics (CFD) simulations, 3D printing of the 
phantom, ultrasound imaging velocimetry (UIV) 
and MRI measurements involving all partners. 
Dynamic contrast enhanced MRI (DCE-MRI) 
measurements were also performed. Various flow 
models to interpret the data will be discussed. 
 
2. Phantom design 
 
The phantom [3] mimics the complete flow through 
a human heart including the four heart chambers, 
pulmonary volume and the blood flow through the 
heart muscle. The part simulating the tissue of the 
heart muscle or the myocardium is of special 
interest in this study. The arteries in this tissue are 
simulated by more than 200 parallel channels or 
capillaries with cross-sectional area ranging from 1 
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to 7 mm2. Upstream of the channels is a pre-
chamber with a volume of 36 mL. This part was 
produced by 3D printing and is shown in Figure 1. 
The engineering and production of the phantom was 
done by the company Zurich MedTech (ZMT). In 
Figure 2 a schematic drawing of the phantom is 
shown including the location of the MRI imaging 
plane. The flow rates through the aorta (cardiac 
output) can be varied between 2 and 5 L/min and 
the perfusion rate through the myocardium between 
1 and 5 mL/min/g, corresponding to flow rates 
between 85.3 and 426.5 mL/min. In this study, the 
flow rate through the aorta was set around 4 L/min 
and the full range of flow rates through the two 
myocardia were tested. 
 

 
Figure 1: Photograph of the 3D printed myocardium indicating 
the main compartments. 
 

 
Figure 2: Schematic overview of the phantom. The MRI imaging 
locations MRI-A and MRI-B are in reality in the same plane 
(dashed lines). The four heart chambers are denoted by RA, RV, 
LA and LV (right atrium, right ventricle, left atrium, left ventricle). 
 
2.1 CFD simulations 
The design goal was a channel configuration with a 
rotationally symmetric flow profile with maximum 
flow velocity at the centre and linearly decreasing 
flow velocity to -30 % at the outer wall (for channels 
with identical cross sections). While Poiseuille’s law 
for a laminar flow regime suggests a linear increase 
of +30 % in channel length towards the outer wall to 
obtain the desired linear variation in flow velocity, 
the OpenFOAM CFD solver was used by VSL to 
confirm this expectation and to ensure that the flow 

regime would be rotationally symmetric, at least in 
the model. The final design had four inlets from the 
sides to the pre-chamber in which a laminar flow 
element upstream of the channels was installed to 
remove any form of potential pressure gradient and 
turbulence in the cross section (the Reynolds 
number is below 250 in the pre-chamber). In Figure 
3 two plots of the results of the CFD simulation are 
shown. Approximately 4 million cells were used. For 
the large octagonal channels the CFD results are in 
line with the simple analytical Poiseuille model, see 
Table 1. For the smaller square channels with side 
lengths 1.0, 1.2, 1.4 and 1.8 mm, the predicted flow 
rates by CFD are smaller than the analytical ones, 
which is probably due to the mesh size of the CFD 
simulation.  
 

 
 

 
 
Figure 3: Some results of the velocity field calculated by CFD. 
Top: cross-cut along the main axis of the phantom.  
Bottom:  cross cut perpendicular to the axis at the mid-myocardial 
level. The black box indicates the octagonal channels used in 
Table 1. 
 
Table 1: Flow rate per channel as a fraction of the flow in the 
octagonal channels in the box of Figure 3 – bottom. Numbering 
is from top left to bottom right. 

Channel nr. 1 2 3 4 5 6 7 8 

Percentage 70% 78% 89% 100% 100% 89% 78% 70% 
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2.2 PIV measurements 
In order to measure the actual flow rates through the 
channels of the phantom, measurements with 
ultrasound imaging velocimetry (UIV) were 
performed by TU Delft. The earlier version of the 
phantom was based on thin walled straws [2]. The 
current version was 3D printed and had thicker walls 
[3], which turned out to be problematic for the UIV 
measurements. Some indicative results were finally 
obtained suggesting linearly decreasing flow 
velocities with radius, but with an uncertainty higher 
than the target uncertainty of 10 %. In Figure 4 a 
schematic view of the measurement set-up and a 
measurement image are shown.  
 

 
 

 
Figure 4: Top: Schematic drawing of the ultrasound imaging 
velocimetry (modified) set-up, showing the compartment in light 
blue and the ultrasound transducer in grey. FOV indicates field 
of view. Bottom: tracer visualization at the outflow. By correlating 
the intensity within the two red squares in the capillary in the 
centre, the mean flow can be determined.  

 
2.3 Phase contrast MRI measurements 
As alternative to the UIV measurements phase 
contrast (PC) MRI measurements were performed 
with an estimated uncertainty of 10 % for the flow 
velocities. Five flow rates between 85.3 and 426.5 
mL/min were each measured twice, and the results 
were analysed in various ways by KCL and VSL. In 
Figure 5 one such analysis by VSL is shown. The 
channel geometry is slightly different than that of 
Figure 3, but the expected decrease in flow rate is 
the same. The octagonal channels on a horizontal 
line were identified by an algorithm, and the flow 
rates through channels were calculated by 
integrating the velocity field and expressed as a 
percentage relative to the flow rate in channel 5. A 
decrease of 30 ± 10 % with respect to the maximum 

flow rate is visible for all flow rates, be it not 
completely symmetrical between left and right side. 
 

 

 
Figure 5: Top: PC-MRI measurement image with identified 
octagonal channels on a horizontal line used for integration of the 
measured velocity field (except for the most left one).  
Bottom: Relative flow rate distribution over the channels at five 
flow rates as measured by PC-MR, normalized to the flow rate in 
channel nr. 5.  

 
3. DCE-MRI and flow modelling 
3.1 Dynamic Contrast Enhanced MRI protocol 
For clinical measurements of myocardial perfusion 
in patients a so-called Dynamic Contrast Enhanced 
MRI protocol is being used. A bolus of contrast 
agent (CA, e.g. gadolinium) is injected in the patient 
upstream of the heart and this is simulated by 
injecting such a bolus at a specific point in the 
phantom representing the vena cava. The CA 
concentration in the blood is roughly proportional to 
the measured MRI signal. The bolus of CA mixes 
with the blood (or water) and passes through the 
four heart chambers. Then, the MRI signal is 
measured as function of time in (a pipe simulating) 
the aorta, upstream of the myocardium. The 
resulting time series is called the arterial input 
function (AIF). In the same image, the concentration 
inside the myocardium is also visible. After 
conversion from signal intensity to CA 
concentration, the perfusion of the myocardium can 
be estimated. In patients typically three slices of the 
heart are being measured, though one slice at a 
time is used during the analysis phase. In the 
experimental work with the phantom one slice of the 
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phantom has been measured and analysed. To 
reduce the effect of the non-linearity of the 
relationship between CA concentration and MRI 
signal intensity a dual bolus scheme is typically 
used. In this scheme a first ‘pre-bolus’ diluted in 
saline at a ratio 1:9 is injected from which the AIF is 
derived and scaled by a factor 10. Subsequently, a 
second undiluted bolus is injected from which the 
myocardium signal is taken. As the CA 
concentration in the myocardium is much lower (and 
more spread out over time) than in the aorta, the 
MRI signal magnitudes of AIF and myocardium 
measurements are similar, and the effects of non-
linearity and signal saturation are diminished. 
 
In the next sections various ways of analysing the 
data are presented. 
 
3.2 Standard theory 
The standard theory and method for quantification 
of the perfusion assumes a system of volume 𝑉sys 

with one inlet and one outlet, see Figure 6. The AIF 
is measured at the inlet by MRI-A (aorta) and is 
proportional to the CA concentration 𝑐in(𝑡). The 

average CA concentration in 𝑉sys at time 𝑡 equals 

𝑐sys(𝑡) and is measured by MRI-B, the 

measurement of the myocardium. The stationary 
flow rate through the system equals 𝑞in = 𝑞out and 

the quantity of interest is the perfusion 𝑓 =  𝑞in/𝑉sys. 

 
Figure 6: Standard system view used in perfusion quantification 
with DCE-MRI. 

 
Based on a mass balance of CA in the system, the 
following equation can be derived 
 

𝑉sys𝑐sys(𝑡) = ∫ 𝑞in
𝑡

0
𝑐in(𝑠)𝑑𝑠 − ∫ 𝑞out

𝑡

0
𝑐out(𝑠)𝑑𝑠    (1) 

 
Assuming a linear and stationary system with 
impulse response function ℎ(𝑡), 𝑐in(𝑡) = 𝑐sys(𝑡) = 0 

for 𝑡 < 0 s and using 𝑞in = 𝑞out the outlet 
concentration can be written as   
 

𝑐out(𝑡) = ∫ 𝑐in(𝑡 − 𝑠)ℎ(𝑠)𝑑𝑠
𝑡

0
= (𝑐in ∗ ℎ)(𝑡)    (2) 

 
where ∗ denotes the convolution operation. Defining 

𝑅𝑓(𝑡) = 𝑞in/𝑉sys (1 − ∫ ℎ(𝑠)
𝑡

0
𝑑𝑠) and performing 

some mathematical transformations one can derive 
that 
 

 𝑐sys(𝑡) = (𝑐in ∗ 𝑅𝑓)(𝑡).  (3) 

 
Solving convolution Equation (3) for 𝑅𝑓(𝑡) the 

perfusion f follows from 𝑓 =  𝑅𝑓(0) = max (𝑅𝑓(𝑡)). 

 
In practice a correction factor has to be applied for 
the accessible part of the myocardial tissue for the 
CA (‘volume fraction’), or the ‘non-plastic fraction’ in 
the case of a phantom. 
 
Advantages of the standard approach are its 
relative simplicity and the fact that the volume 𝑉sys 

doesn’t need to be known. Possible limitations are 
that the measured concentration by MRI-B is in 
practice (at least for the phantom) rather an outflow 
CA concentration 𝑐out(𝑡) than the system average 

concentration 𝑐sys(𝑡), and interaction between 

different parts of the myocardium is not modelled. 
 
3.3 Alternative model 
An alternative model and method for calculating the 
perfusion is based on Figure 7, where a system with 
a common pre-chamber is shown and two 
subsequent compartments in parallel. Note that this 
model is not limited to three compartments, but can 
be generalized to an arbitrary number of 
compartments. For ease of presentation only three 
compartments are used in this paper. 

 
Figure 7: Alternative system view for perfusion quantification 

with DCE-MRI. The compartment volumes are denoted by 𝑉𝑖, 
compartment average concentrations as function of time are 
denoted by 𝑐sys,𝑖(𝑡), compartment outflow concentrations are 

denoted by 𝑐𝑖(𝑡) and outflow flow rates by 𝑞𝑖 for 𝑖 = 0, 1, 2. 

 
It is again assumed that at location MRI-A the MRI 
signal is proportional to the CA inlet concentration 
𝑐in(𝑡). However, at MRI-B1 and MRI-B2 the signal is 
assumed to be proportional to the respective outlet 
concentrations. The perfusion 𝑓𝑖 in compartment 𝑖 is 

defined by 𝑓𝑖 = 𝑞𝑖/𝑉𝑖, the impulse response function 
for compartment 𝑖 is denoted by ℎ𝑖(𝑡) and the mean 

transit time 𝑇𝑖 of a unit of CA through a compartment 

𝑖 is given by 𝑇𝑖 = ∫ 𝑡 ℎ𝑖(𝑡)𝑑𝑡
∞

0
. From system inlet to 

outlet 𝑖 = 1 or 2 the mean transit time 𝑇0𝑖 is given by 

𝑇0𝑖 = 𝑇0 + 𝑇𝑖 and the impulse response function ℎ0𝑖 
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is given by  ℎ0𝑖 = ℎ0 ∗ ℎ𝑖. The relationships of 
interest for the measured MRI signals are 
 

𝑐𝑖(𝑡) = (𝑐in ∗ ℎ0𝑖)(𝑡),   i = 1, 2    (4) 
 

which is similar to Equation (3).  
 
In order to be able to calculate the perfusions an 
additional hypothesis is needed. The assumption 
made is that there exists a constant tissue delay 
factor 𝑑 for which following relation holds true for 

any compartment 𝑖: 
 

𝑇𝑖 = 𝑑 𝑉𝑖/𝑞𝑖    (5) 
 
From Equation (5) then follows that 𝑓𝑖 = 𝑑/𝑇𝑖. Using 

𝑞in = 𝑞1 + 𝑞2 all perfusions as well as flow rates can 

be calculated when the measurement results 𝑐in(𝑡) 
and 𝑐𝑖(𝑡) are available.  
 
When a dual bolus scheme is being used or when 
there is a significant delay before the CA arrives at 
the myocardium additionally an additional time 
offset 𝜏 has to be used in Equation (5), leading to 

𝑇𝑖 = 𝜏 + 𝑑 𝑉𝑖/𝑞𝑖. Note that this is also the case for 
the standard method. In the assessment of the 
methods discarding 𝜏 and only using the main bolus 
gave better results and these are shown in Table 2. 
 
Advantages of this alternative method are that it 
might be more realistic and thus might yield more 
accurate results, as it models the measurements at 
MRI-Bi as proportional to the compartment outflow 
concentration rather than the compartment’s 
average concentration, and it models a common 
large blood vessel (or phantom pre-chamber) 
upstream of smaller myocardium blood vessels (or 
phantom channels) in parallel. Disadvantages are 
the required knowledge of the (relative) volumes of 
the compartments (which is possible for a phantom 
but very difficult for tissue of patients) and the 
hypothesis of constant tissue delay factor (of which 
the exact value is required if absolute values of 
perfusion are of interest). Another disadvantage is 
that determination of the mean transit time requires 
integration over the complete relevant time domain 
of the signals 𝑐in(𝑡) and 𝑐𝑖(𝑡), which is possible for 
a phantom, but problematic for patients where CA 
may re-enter the aorta and myocardium resulting in 
an undesired ‘second-pass’ perfusion MRI signal. 
Another assumption is that 𝑐0(𝑡) is homogeneous at 
the outlet plane of the initial compartment. (A similar 
assumption is used in the standard method.) 
 
3.4 Comparison of data analysis methods 
The two analysis methods described in section 3.2 
and 3.3 were applied to DCE-MRI data acquired for 

the phantom described in section 2. The target 
quantity was the ratio 𝑟 of perfusion through the 
outer ring to the perfusion through the inner circle, 
i.e. 𝑟 = 𝑓out 𝑓in⁄ , see also Figure 8. 
 

  
Figure 8: Left: Schematic partition of image in two parts of equal 
area. Right: Phantom with local pixel-wise perfusion values 

based on inverse transit times and assuming 𝑑 = 1. 
 

The two segments have equal area. The channels 
close to the outer boundary were taken out in this 
analysis, as measurement results were unreliable in 
this area due to partial volume effects. 
 
The results of the calculations for both methods are 
shown in Table 2. In this case both methods turn out 
to perform equally well and are both in line with the 
reference value based on PC-MRI measurements 
(which are in-line with CFD and analytical 
calculations). 
 
Table 2: Results of the calculations using the standard method 

(𝑟𝐴) and the alternative method (𝑟𝐵). The reference value based 
on PC-MRI measurements is 𝑟𝐴 = 0.87 ± 0.05.  

q0
ref / (mL/min) rA rB 

55 0.89 0.79 

110 0.79 0.82 

165 0.85 0.87 

220 0.91 0.92 

275 0.82 0.85 

 
4. Discussion  
 
The two analysis methods presented in this paper 
both rely on the validity of some additional 
assumptions. One of these assumptions is that the 
CA concentration at the inlets of all channels are 
equal at the same point in time and that the images 
are rotationally symmetric. Inspection of the raw 
MRI images directly shows that this is not the case, 
see Figure 9. Especially at the bottom the MRI 
signal appears to be higher. 
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Figure 9: Raw MRI image of the phantom myocardium at flow 
rate 170 mL/min, showing imperfect rotational symmetry. 

 
As the contrast agent has a higher density than the 
water some stratification seems to happen 
especially in the case of the lowest flow rates. 
Updated designs with passive mixers may improve 
the situation. Another practical issue that was 
encountered was that removing all the air bubbles 
from the phantom was not so straight forward. 
 
The comparison of the performance of the methods 
may be obfuscated by effects such as stratification 
effects as discussed in the last paragraph. In the 
analysis algorithm various parameters need to be 
selected, such as an image base line value, the 
pixels to be included in the analysis and similarly for 
the selection of time points. Each of these choices 
has an effect on the results which in some cases is 
non-negligible. These issues are also encountered 
in medical practice and the phantom can help to 
assess the importance of each parameter. 
 
The goal of the phantom is to make MRI perfusion 
measurements more quantitative and more 
comparable across different MRI manufacturers, 
software settings and operators when measuring 
real patients. Even if the alternative method would 
turn out to perform better in a next version of the 
phantom, its requirements in terms of necessary 
(relative) volume information and measurement 
time range and other assumptions may limit its 
applicability in a medical setting. Application to 
sample patient data is a necessary next step to 
assess the usefulness of the alternative method and 
this will be a next step in our research. 
 
5. Conclusion 
 
In this paper a calibrated physical flow standard for 
medical perfusion imaging was presented, i.e. a 
phantom mimicking a human heart with known flow 
rates through its channels which can be used to 
assess the performance of MRI scanners as well as 
of PET and CT scanners.  

 
Reference values for the flow rates through the 
channels were measured with phase contrast MRI 
with an uncertainty of approximately 10 % and were 
in line with CFD and analytical calculations. PIV 
measurement results were only indicative due to the 
thickness of the 3D-printed material. Overall flow 
rates are being measured with flow meters. 
 
Two models and associated analysis methods were 
presented that can be used to relate dynamic 
contrast enhanced MRI measurements with the 
reference flow rates. The methods performed 
approximately equally well for the phantom 
measurement data. 
 
Current research in the project consists of 
measuring the phantom with different scanners, 
extending the phantom to a multi-compartment 
phantom simulating more faithfully human tissue, 
and applying the alternative data analysis method to 
real patient data in order to assess its usefulness in 
a medical setting. 
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