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This paper introduces a new model to find the velocity-space location of energetic ions generating ion cyclotron emis-
sion (ICE) in plasmas. ICE is thought to be generated due to inverted gradients in the v⊥ direction of the velocity
distribution function or due to anisotropies, i.e., strong gradients in the pitch direction. Here, we invert synthetic ICE
spectra generated from first principles PIC-hybrid computations to find the locations of these ICE-generating ions in
velocity space in terms of a probability distribution function. To this end, we compute 2D ICE weight functions based
on the magnetoacoustic cyclotron instability which reveals the velocity-space sensitivity of ICE measurements. As
an example, we analyze the velocity-space sensitivity of synthetic ICE measurements near the first 15 harmonics for
plasma parameters typical for the Large Helical Device. Further, we investigate the applicability of a least-square subset
search, Tikhonov regularization, and Lasso regularization to obtain the locations in velocity space of the ions generating
the ICE.

I. INTRODUCTION

Ion cyclotron emission (ICE) refers to strongly superther-
mal radiation in the ion cyclotron range of frequencies
(ICRF), typically with well-defined power spectral peaks as-
sociated with harmonics of the local cyclotron frequency of
a minority energetic ion population within the plasma. ICE
has been detected using externally mounted antennas and
probes, and also recently by internal scattering1. It can
exhibit both predominantly electromagnetic or electrostatic
characteristics2,3; in both cases, it appears to be driven by col-
lective relaxation of the energetic ions under the magnetoa-
coustic cyclotron instability (MCI). In tokamaks, MCIs can,
for example, be driven by marginally-trapped fusion prod-
ucts born in the center of the plasma with a radial drift to
the outer edge of the plasma4. The velocity distribution of
the fusion products from the location emitting the ICE con-
tains anisotropies or inverted gradients in the form of a local
maximum in pitch or energy. Such anisotropies and inverted
gradients contain free energy to drive the MCI.

An ICE diagnostic is a passive non-invasive diagnostic. It is
possible to measure characteristics of fast ions and of phenom-
ena producing signals in the ion-cyclotron frequency range
such as compressional Alfvén eigenmodes (CAEs) and global
Alfvén eigenmodes (GAEs) with ICE detectors5–12. The diag-
nostic is compatible with high-radiation environments such as
in ITER, e.g., by using the antennas for electromagnetic wave

a)Also at Centre for Fusion, Space and Astrophysics, University of Warwick,
Coventry, CV4 7AL, United Kingdom

heating in the ion cyclotron range of frequencies (ICRF) as
receivers3,13.

ICE refers to the signal generated at integer multiples of
the ion cyclotron frequency of the ion species generating it.
Including the Doppler shift, the resonance condition of the
ICE-generating ions is

ω = nΩs + v∥k∥, (1)

where n is a positive integer, Ωs is the cyclotron frequency for
the ion species s, v∥ is the velocity of the ions parallel to the
magnetic field, and k∥ is the parallel wave number. Typically,
the frequency of the fundamental harmonic is around 10 MHz
depending on the magnetic field and species14.

Studies at JET in the early 1990s discovered a linear re-
lationship between the ICE signal intensity and the neutron
emission rate from DT reactions by comparing ICE from DD
and DT plasmas heated using neutral beam injection (NBI)5.
They concluded that fusion α-particles were responsible for
providing the free energy to generate ICE localized at the
outer midplane edge of the plasma, near the last closed flux
surface. Measurements at LHD also detected ICE from lost
ions at the plasma edge during perpendicular hydrogen NBI
and from ions lost due to toroidicity-induced Alfvén eigen-
mode (TAE) bursts6. Recently, an ICE detector has been
installed at Wendelstein 7-X15. Empirical studies of ICE
have been performed at many different devices, including
JET5,16,17, TFTR18, KSTAR19–21, ASDEX-U14,22, LHD23–28,
JT-60U29–31, DIII-D32–34, and EAST35. Further, beam-heated
plasmas on several tokamaks emit core ICE signals generated
by the MCI driven by the velocity-space inversion of sub-
Alfvénic beam-injected ions14,36. Thus, ICE signals provide
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Velocity-space sensitivity and inversions of synthetic ion cyclotron emission 2

helpful information for diagnosing fast-ion behavior.
We want to infer the location of the source of the ICE in

velocity space from measured ICE signals. Research over
the last decade has inferred 2D fast-ion velocity distribution
functions for diagnostics such as FIDA spectroscopy37–44,
collective Thomson scattering (CTS)45, neutron emission
spectrometry (NES)46,47, γ-ray spectrometry (GRS)46,47, and
scintillator-based fast-ion loss detectors (FILDs)48,49 at toka-
maks such as ASDEX Upgrade, JET, EAST, DIII-D, and
MAST. For these diagnostics, the 2D fast-ion velocity distri-
bution function is determined from measurements by solving
an inverse problem. The technique is called ‘velocity-space
tomography.’ In addition to 2D velocity distribution func-
tions, velocity-space tomography has inferred 1D velocity dis-
tribution functions of FIDA50 measurements, synthetic ICE
measurements51, and 3D phase-space distributions of all en-
ergetic particle orbits based on FIDA measurements52. Such
inversions require knowledge of the velocity-space sensitiv-
ity of the diagnostics, which is encoded in weight functions.
Weight functions have been developed for most of the above-
mentioned diagnostics, including FIDA53,54, neutral particle
analyzers (NPA)54, CTS55, FILDs56, GRS57,58, NES59–63, and
3 MeV proton diagnostics64.

The conceptual framework, interpretation, and practical im-
plementation of the 2D ICE weight function formalism to ob-
tain the locations of the ions generating the ICE in velocity
space from ICE signals are developed in this paper. In section
2, we describe our simulation code, and it is argued, based
on results from ICE experiments and simulations, that ICE
weight functions can be computed for ICE arising from a sin-
gle ring-beam fast ion distribution function. In section 3, a
new model for the inference of the location of the ICE source
is presented. In section 4, the generation of the 2D weight
functions is explained. In section 5, the velocity-space sen-
sitivity quantified by ICE weight functions is interpreted. In
section 6, the locations of the ions generating the ICE in veloc-
ity space are obtained by applying a subset search, Tikhonov
regularization, and Lasso regularization to synthetic ICE sig-
nals. In section 7, a conclusion and future outlook are given.

II. MODELLING OF ICE

Our investigations are based on numerical solutions of the
Maxwell-Lorentz system of equations. We track the velocity-
space trajectories, including the gyromotion, of millions of
kinetic energetic and thermal ions, alongside the three com-
ponents of the evolving electric and magnetic fields, with a
massless electron fluid using a nonlinear 1D3V PIC-hybrid
particle-in-cell code. This coupling of the ions, fluid elec-
trons, and fields is achieved through the Lorentz force and
Maxwell’s equations in Darwin’s approximation65. Notably,
the model is quasineutral and this approach bypasses the need
to resolve the Debye length. This hybrid-PIC approach has
previously been used successfully for the interpretation of ICE
spectra from plasmas in the LHD heliotron-stellarator, ad-
dressing physics issues including super-Alfvénic versus sub-
Alfvénic ion populations driving ICE28, dependence of ICE

spectra on local plasma density66, and the role of trace fusion-
born ions67; see also Refs.27,68,69.

ICE is thought to be generated by inverted gradients in ve-
locity space or anisotropies. Often a ring distribution is used
to model ICE70. We use a ring distribution as a proxy for more
complicated distributions functions such as those simulated
with TRANSP, see, e.g., Ref.36. It is then investigated if this
ring distribution drives ICE by solving a dispersion relation or
Maxwell-Vlasov equations, and this rests on the identification
of a subset of energetic ions. Additionally, the emission loca-
tion or resonance condition needs to be identified. When sev-
eral peaks are present, this is usually inferred from the spectral
spacing taken to correspond to the fundamental cyclotron fre-
quency of the emitting species under the assumption of drive
by a single species at a given location. Disambiguation of ICE
has been achieved in the presence of one single spectral peak;
see, for example, refs.14,31, and in the presence of multiple en-
ergetic ion species; see, for example, refs.71–74. Once a likely
emission location with an inversion or a strong anisotropy has
been identified, a particle-in-cell (PIC) simulation in the lo-
cal approximation can be set up to study the fast collisionless
relaxation of energetic ions under the MCI75,76 from which
the linear phase is compared with theory2,77, synthetic spectra
are calculated, and the non-linear phase investigated by higher
order spectral methods76,78. It is important to note that, in ex-
periment, a detector will have a finite acceptance cone for the
propagation angles of the fast Alfvén waves, i.e., a range of ks,
whereas our simulations assume just one angle is measured.
Thus, our hybrid simulations do not have an exact one-to-one
correspondence with experimental ICE measurements.

Also, a detector will likely have some wavenumber sensi-
tivity depending on the emission location and on the detector
geometry. The power spectra in the hybrid PIC simulations
are calculated by integrating over the magnitude of k at one
fixed wavevector direction. However, the intensity is highly
localised in (w,k)-space through the MCI, when the resonance
occurs predominantly on the fast Alfvén wave branch. There-
fore, it is possible from the simulations to identify which re-
gions in terms of the magnitude of k contribute the most to the
power spectrum and where they are localised such as on the
fast Alfvén branch66,79. The simulated power spectrum may
be different from a measured one due to the frequency and
wavenumber response function of the detector. We assume
here the ideal case of identical wavenumber sensitivity for all
wavenumbers.

Complementary to comparing measured ICE spectra to
simulated ICE spectra, obtained in the nonlinear saturated
regime from PIC-type computations, one may also compare
the time evolution of measured ICE spectra to linear growth
rates obtained from MCI theory. Such an approach was first
applied80 for TFTR (for sub-Alfvénic MCI with finite k∥) and
more recently in ASDEX Upgrade core ICE driven by sub-
Alfvénic energetic deuterons in deuterium plasmas14 and by
sub-Alfvénic fast hydrogen in helium plasmas36. In these
studies at ASDEX Upgrade, TRANSP simulations of NBI
show three peaks at the full, half, and third of the injection
energy. In the modelling, the growth rates were evaluated
using cold ring distributions located at the full-energy beam
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Velocity-space sensitivity and inversions of synthetic ion cyclotron emission 3

peak in velocity space. The propagation angle of the ICE was
constrained by maximising growth rate and avoiding strong
wave reabsorption in the plasma. Recent PIC simulations have
shown that several energetic ion populations can simultane-
ously drive the MCI and also interact with it. This is true
for beam-driven MCI and the beam ions interacting with the
MCI27 but also for beam ions driving the MCI interacting with
an energetic thermal ion population (100 keV helium ash α-
particles)81. Therefore, this questions the relaxation of sin-
gle ring distributions for NBI studies. However, the beam de-
position profile is energy dependent, so two fast ion popula-
tions may not reach their maximum density at the same radial
position82, thereby minimising such interactions. If one is in-
terested in finding where in velocity space instability occurs,
it will usually be dictated by the maximum energy compo-
nent, provided an inverted gradient in velocity space exists in
that region. Therefore, as indicated by simulations, ICE in the
presence of beam interaction will still be strongly driven, pos-
sibly affecting the spectral properties, but not as much if the
beam density profiles peak at different locations. This moti-
vates the calculation of weight functions arising from a single
ring distribution of fast ions in this work.

The physical parameters correspond to those of the LHD
edge given in refs.51,67: the magnitude of the background
magnetic field is B0 = 1.75 T, electron density ne = 0.9×1019

m−3, and thermal electron and deuteron temperatures Te =
800 eV and TD = 900 eV. The hybrid PIC simulations68,69,83

initialise the background thermal deuterons and ring dis-
tributed protons on a 1D grid consisting of 2048 cells using a
quiet start for the thermal deuterons. Each ion species is repre-
sented by 500 macroparticles per cell. This approach assumes
that the physics embodied in the PIC-hybrid simulations dom-
inates the generation of the observed ICE signals, and this ap-
pears to be well grounded75. We note, however, that further
experimental validation on the role of the spatial eigenfunc-
tion is still needed. These simulations are followed through
the linear phase of the MCI and then deeply into its non-linear
saturated phase. The energetic protons are initialized uni-
formly and randomly in space with velocities following a cold
ring distribution fCR(v∥,v⊥) = nHδ

(

v∥−u∥
)

δ (v⊥−u⊥) to
generate the inversion with u⊥ = [0.6 : 0.1 : 2.6] vA and
u∥ = [−2.6 : 0.1 : 2.6] vA, where vA = 0.9×107 m s−1 is the
Alfvén speed at the emission location. Carrying out a full
scan over (u∥,u⊥) equates to scanning over (v∥,v⊥) and for
convenience we use the latter variables from here on. The
calculations are carried over 60 proton gyroperiods, ensuring
saturation of the MCI across every simulation for a relative
energetic proton density nH/ne = 1.75×10−3. The relaxation
of the energetic protons through the MCI generates excitations
of the magnetic fields at multiple cyclotron harmonics on the
fast-Alfvén branch. The spatiotemporal fast Fourier transform
of the perturbed magnetic field δBz (x, t) calculated over the
whole grid and simulation duration provides the 2D disper-
sion relation δBz (k,ω) where k and ω are the wavenumber
and frequency. One-dimensional power spectra are obtained
by summing over wavenumber-space. The power spectra con-
sist of 900 points spanning the first 15 hydrogen harmonics.

III. A MODEL FOR FINDING PROBABILITIES OF ICE
EMISSION IN VELOCITY SPACE

The relation between the signal s ∈ R
m as measured by a

given diagnostic and the corresponding velocity distribution
f ∈R

n in velocity-space tomography is typically modelled as
the matrix-vector equation

Wf = sexact + e (2)

for a weight function matrix W ∈ R
m×n unique for the diag-

nostic and Gaussian white noise vector e. The signal vector
sexact is the true signal, and s = sexact + e the measured sig-
nal including noise. The weight function matrix contains the
sensitivities of the diagnostic in velocity space for every mea-
sured data point.

Previous work on ICE weight functions computed the 1D
weight functions to find the location of the source of the ICE
described by the velocity distribution function f = f (v⊥)
from ICE signals by solving the inverse problem in Eq. (2)51.
It has since been shown that the ICE signal can be Doppler-
shifted due to the parallel velocities of the ions67. Hence, we
here include the parallel velocities and compute the 2D weight
functions used to obtain the locations of the ions generating
the ICE in velocity space under the same conditions.

A. The inverse problem for ICE

Typically, velocity-space tomography is viewed as the in-
ference of a 2D velocity distribution function f from a sig-
nal s. For example, consider a Maxwellian distribution f .
The noise free signal of the diagnostic is then s = Wf .
However, a Maxwellian distribution has no inverted velocity-
space gradients or anisotropy, so it will not generate an ICE
signal. ICE requires a highly non-Maxwellian subpopula-
tion often modelled as a cold ring distribution fCR(v∥,v⊥) =

nHδ
(

v∥−u∥
)

δ (v⊥−u⊥) corresponding to a single point in
velocity space70. The goal of ICE reconstructions is to infer
the location of the ICE-generating cold ring distribution from
the ICE signal and not the entire fast-ion velocity distribution
function.

The probability density function p
(

v∥,v⊥ | ps(ω)
)

of the
velocities of the ICE-generating ions with velocity compo-
nents (v∥,v⊥) is related to the probability that the source of the
ICE occupied a given location in velocity space at the time of
emission. The latter probability is contained in the ICE prob-
ability density function ps(ω). Thus, the question becomes:
given a measured ICE signal ps(ω), what is the probability
that ps(ω) originated from certain v∥ and v⊥?

From Bayes’ theorem, the probability density function
p
(

v∥,v⊥ | ps(ω)
)

satisfies

p
(

v∥,v⊥ | ps(ω)
)

=
p
(

ps(ω) | v∥,v⊥
)

p
(

v∥,v⊥
)

p(ps(ω))
, (3)

where | means ‘given’. The sought quantity is the posterior
p
(

v∥,v⊥ | ps(ω)
)

giving the probability of the source loca-
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Velocity-space sensitivity and inversions of synthetic ion cyclotron emission 4

tion being at the coordinates (v∥,v⊥) given the measured sig-
nal ps(ω). This, in turn, is given by the product of the like-
lihood p

(

ps(ω) | v∥,v⊥
)

and the prior p
(

v∥,v⊥
)

. The likeli-
hood states the probability of observing such a signal ps(ω)
given the signal originated from ions at (v∥,v⊥). The prior
states the probability of the signal being generated from this
location in velocity space before having any measurements
(our prior belief). The occurrence of a specific event given a
point estimate of v∥ and v⊥ is obtained by maximizing the pos-
terior p

(

v∥,v⊥ | ps(ω)
)

as determined by maximum a poste-
riori (MAP) estimation. Thus,

max
v∥,v⊥

p
(

v∥,v⊥ | ps(ω)
)

= max
v∥,v⊥

p
(

ps(ω) | v∥,v⊥
)

p
(

v∥,v⊥
)

p(ps(ω))
.

(4)
Let f be the vector containing the locations of the ions gen-

erating the ICE in velocity space, i.e., a 1D array reshaped
from the 2D velocity distribution of the ions generating the
ICE, and s the measured ICE signal. Furthermore, assume

the noise in s is independent and normally distributed. Based
on the forward model Wf = s, the likelihood then satisfies

p
(

ps(ω) | v∥,v⊥
)

∝ exp

(

−
1
2
∥Wf −s∥2

2

)

. (5)

Suppose the prior follows a multivariate Gaussian distribution,
so

p
(

v∥,v⊥
)

∝ exp

(

−
1
2

λ ∥f∥2
2

)

, (6)

where λ > 0 is a width-scaling for the distribution. Substitut-
ing Eqs. (5) and (6) in Eq. (4), we obtain

max
v∥,v⊥

p
(

v∥,v⊥ | ps(ω)
)

∝ max
f

[

exp

(

−
1
2
∥Wf −s∥2

2 −
1
2

λ ∥f∥2
2

)]

(7)
Since the maximum is attained if and only if the negative log-
arithm is minimized, we may write

max
v∥,v⊥

p
(

v∥,v⊥ | ps(ω)
)

= min
v∥,v⊥

{

− log
(

p
(

ps(ω) | v∥,v⊥
))

− log
(

p
(

v∥,v⊥
))}

(8)

⇔

max
v∥,v⊥

p
(

v∥,v⊥ | ps(ω)
)

= min
f

{

1
2
∥Wf −s∥2

2 +
1
2

λ ∥f∥2
2

}

. (9)

Equation (9) is the 0th-order Tikhonov regularization formu-
lation used to great success in computing the 2D velocity
distributions for the diagnostics mentioned in the introduc-
tion. Thus, the interpretation of the velocity distribution of
the ions generating the ICE as a probability density function
p
(

v∥,v⊥ | ps(ω)
)

given the ICE emission probability density
function ps(ω) is equivalent to solving the equation Wf = s

using 0th-order Tikhonov regularization.

IV. 2D ICE WEIGHT FUNCTIONS

The physics relating an ICE signal to the location of its
driving source in 2D velocity space is contained in the weight
function matrix W . The weight function matrix is obtained by
computing 1D power spectra for a range of v∥ and v⊥ which
are then subsequently combined appropriately as explained in
this section. Recall that a power spectrum contains the signal
intensities for all frequencies for a given v∥ and v⊥. Collecting
the power spectra from low to high v⊥ for a given v∥ produces
a set of 1D weight function as illustrated in Fig. 1 for v∥ = 0vA
computed for an ICE detector at LHD, as was done in previous
work51. The 1D weight functions provide the detector sensi-
tivity at a given frequency for a given parallel velocity, which
was assumed to be zero.

To obtain the weight function matrix to be used for recon-
structions, the power spectra are stacked as shown in Fig. 2.

The result is the matrix Wi jk. The i index corresponds to v∥,
the j index to v⊥, and the k index to ω (not to be confused
with the wavenumber k). Cross-sections across the frequency
dimension of Wi jk result in 2D weight functions in v∥ and v⊥.
The dashed line in Fig. 2 indicates a cross-section of the 3D
array for v∥ = 0 vA, showing the 1D power spectrum from Fig.
1. The horizontal cross sections are the 2D weight functions.

The v∥-resolution is 0.1 vA, and the frequency resolution is
ΩH/60 ≈ 0.6 MHz. The frequency range of ω is 0 to 15 ΩH,
where ΩH is the fundamental hydrogen cyclotron frequency.
This frequency range equals that used in prior work on ICE
weight functions51. Each signal peak around the harmonics
contains around 10-15 frequency measurements correspond-
ing to 6−9 MHz.

V. CHARACTERISTICS OF 2D ICE WEIGHT FUNCTIONS
IN v∥ AND v⊥

In this section we discuss the characteristics of the 2D ICE
weight function formalism to infer the probability density
function of the ICE-generating ions in velocity space. This
development includes analysis of the characteristics of the 2D
ICE weight functions in the spectral vicinity of harmonics and
for increasing harmonic number.

Fig. 3 shows the 2D ICE weight functions at several fre-
quencies close to the fourth harmonic. ICE weight functions

T
hi

s 
is

 th
e 

au
th

or
’s

 p
ee

r 
re

vi
ew

ed
, a

cc
ep

te
d 

m
an

us
cr

ip
t. 

H
ow

ev
er

, t
he

 o
nl

in
e 

ve
rs

io
n 

of
 r

ec
or

d 
w

ill
 b

e 
di

ffe
re

nt
 fr

om
 th

is
 v

er
si

on
 o

nc
e 

it 
ha

s 
be

en
 c

op
ye

di
te

d 
an

d 
ty

pe
se

t.

P
L

E
A

S
E

 C
IT

E
 T

H
IS

 A
R

T
IC

L
E

 A
S

 D
O

I:
 1

0
.1

0
6
3
/5

.0
1
5
7
1
2
6



Velocity-space sensitivity and inversions of synthetic ion cyclotron emission 5

FIG. 1. (a) Power spectra computed for v∥ = 0 vA and v⊥ ∈ [0.6,2.6]
vA and combined into one figure computed for an MCI at LHD. (b)
An example power spectrum for v⊥ = 1.20 vA and v∥ = 0 vA. (c) A
1D weight function in v⊥ for v∥ = 0 vA.

FIG. 2. The 3D weight function matrix Wi jk is obtained by stacking
the 1D power spectra according to the location of the ring distribu-
tion f (v∥,v⊥). The intersection of the black square with the cube
indicated by a dashed line is a cross section of the 3D matrix at a
specific v∥. Each vertical line corresponds to a power spectrum, as
indicated by the vertical central line.

quantify the expected signal given an ion at a location (v∥,v⊥).
The high-sensitivity areas occur in bands wide in v∥ and nar-
row in v⊥. At 3.83 ΩH, the sensitivity is largest for positive
v∥. The closer the frequency is to the fourth harmonic, the
smaller v∥ of the most sensitive region, until right at the fourth
harmonic where the sensitivity is largest for v∥ = 0. The same
pattern is seen for frequencies larger than the fourth harmonic,
where v∥ of the most sensitive region increases in the negative
direction with the frequency shift. This is due to the Doppler
shift term k∥v∥ in the resonance condition

ω = nΩH + k∥v∥. (10)

The sensitivity patterns illustrated in Fig. 3 occur for every
harmonic. Fig. 4 illustrates examples of higher harmonics.
For v⊥ ∈ [0.6vA,2.6vA], the number of high-sensitivity bands
increases by 1 every second harmonic with no high-sensitivity
band occurring at the first harmonic. Thus, for lower frequen-
cies, only specific v⊥ can contribute to the signal generation.
For higher frequencies, several bands in v∥ with different val-
ues of v⊥ can contribute to the signal generation. Further, the
width of the bands decreases with increasing harmonic num-
ber, and they occur for lower values of v⊥.

VI. INVERSION METHODS FOR ICE

The goal of ICE reconstructions is to infer the velocity-
space location of the ICE-generating ions from an ICE sig-
nal. This is achieved by solving the inverse problem in
Wf = s, and the resulting 2D probability distribution of the
location of ICE emission f is called a ‘reconstruction’. A
regular least-square inversion fails since the problem is ill-
posed. Here, we illustrate three different techniques to com-
pute reconstructions: (i) 0th-order Tikhonov regularization,
(ii) a least-square subset search, and (iii) Lasso regularization.
In the following, we consider values of v∥ ∈ [−2.6vA,2.6vA]
and v⊥ ∈ [0.6vA,2.6vA]. The grid discretizes velocity space
into single pixels of size approximately 0.1 vA × 0.1 vA. To
avoid performing inverse crime when reconstructing the 2D
velocity-space distributions of the ICE-generating ions, a finer
grid is used to create the ICE signals in the forward model; see
Ref [80] p. 139 ff. for details. This grid is five times as fine,
i.e., 0.02 vA × 0.02 vA.

In the following calculations, it is assumed that ICE is likely
to be generated at only one or a few locations in velocity
space. This is well motivated, as current theory suggests the
primary generation mechanism of ICE is given by a cold ring
distribution84, cf. the discussion in Section II.

A. Tikhonov regularization

As shown above in Eq. (9), 0th-order Tikhonov regulariza-
tion solves the problem

f∗ = argmin
f

∥Wf −s∥2
2 +λ ∥f∥2

2 (11)
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Velocity-space sensitivity and inversions of synthetic ion cyclotron emission 6

FIG. 3. 2D weight functions in v∥ and v⊥ around the fourth hydrogen harmonic. The high-sensitivity regions are indicated by a bright yellow
colour. Note the movement of the center of the highest sensitivity region for v⊥ ≈ 1.5 vA from around v∥ ≈ 2.0vA at 3.83ΩH to v∥ = 0vA at
4ΩH to v∥ ≈−1.5vA at 4.17ΩH. Note also how the second band occurs for progressively lower v⊥ as the frequency increases.

FIG. 4. 2D weight functions for the ω = 4 ΩH,6 ΩH, and 8 ΩH. Note that the number of sensitivity bands increases by one every second
harmonics. The width of the bands in v⊥ decrease for higher harmonics.

for some non-negative value of the regularization parameter
λ , where the factors of 1/2 have been removed. The noise e

in the measured signal s = sexact + e influences the accuracy
of the reconstruction f∗. The weight function matrix W de-
termines how much the noise affects the reconstruction. An
upper bound on the error in the reconstruction is

∥δf∥2

∥f∥2
≤ κ (W )

∥δs∥2

∥s∥2
, (12)

where κ(W )= s1/sn is the condition number defined in terms
of the largest and smallest singular values s1 and sn of W . For
our weight function matrix, κ(W ) ≈ 104, so the problem is
not well-conditioned, but it is also not terribly ill-conditioned.
For other inverse problems such as velocity-space tomogra-
phy of CTS or FIDA signals, κ(W ) > 1015 indicating a sig-
nificant need for regularization. However, in the case of ICE
generated by an MCI at LHD, observation-relevant noise lev-
els of around 10% might not impact the reconstruction f∗ to
a significant degree due to the relatively low value of κ(W ).
The insignificant influence of the noise in the reconstruction
is reflected in some synthetic signals having λ ≈ 10−7 as the
optimal regularization parameter.

Characteristics of the solution are reflected in the singular
vectors vi of the singular value decomposition (SVD) of W 85.
For any matrix W ∈ R

m×n, the SVD can be written as

W =UΣV T =
r

∑
i=1

uiσiv
T
i , (13)

where r ≤ min(m,n) is the rank of W , U ∈ R
m×m and V ∈

R
n×n are unitary matrices, and Σ ∈R

m×n is a rectangular ma-
trix with positive real numbers σi, i = 1, . . . ,r, on the diagonal
(m = n). These numbers, called the ‘singular values’, satisfy
σ1 ≥ σ2 ≥ ·· · ≥ σr. The matrices U and V contain the left
and right singular vectors,

U = (u1,u2, . . . ,um) , V = (v1,v2, . . . ,vn) . (14)

Without any regularization, the naïve solution to Eq. (2) can
be written in terms of the SVD components as

f =W †s=
n

∑
i=1

uT
i s

σi

vi, (15)

where W † is the Moore-Penrose pseudo-inverse of W . Sev-
eral regularization methods can be written as a filtered SVD
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Velocity-space sensitivity and inversions of synthetic ion cyclotron emission 7

expansion of the form

freg =
n

∑
i=1

ϕi

uT
i s

σi

vi, (16)

where ϕi are the filter factors of the given regularization
method. For 0th-order Tikhonov regularization, the filter fac-
tors in terms of the regularization parameter λ are

ϕ
[λ ]
i =

σ2
i

σ2
i +λ 2

≈

{

1, for σi ≫ λ ,

σ2
i /λ 2, for σi ≪ λ .

(17)

Thus, for all i such that the singular values σi are larger than λ ,
the SVD components contribute almost fully to the solution.
For all i such that the singular values σi are much smaller than
λ , the SVD components are damped and do not contribute as
much to the solution. Hence, the right singular vectors vi cor-
responding to the largest singular values contribute the most to
a Tikhonov-regularized solution. The characteristics of these
vectors will therefore be reflected in the solutions found.

The first nine right singular vectors are shown in Fig. 5.
Observe that the first five have areas spanning a wide range of
v∥ and v⊥ with approximately equal intensity within the given
range. The right singular vectors numbered six to nine have
clear bands in the v∥ direction for a small range of v⊥. These
properties indicate that the sensitivity in v⊥ is good and the
sensitivity in v∥ worse. Thus, we expect to do better in find-
ing the location of the ICE-generating ions in the v⊥-direction
than in the v∥-direction.

B. The least-square subset search

Since we are looking for a particular location in velocity
space rather than for an entire distribution function, it might
be feasible to simply compare synthetic data from all possi-
ble locations in velocity space with the actual data. For ICE-
generating ions at any location in velocity space, we can cal-
culate the corresponding ICE signal using the forward model
in Eq. (2). Thus, we compute a signal σ [i] for every pos-
sible location of ICE emission in velocity space ϕ [i] (not to
be confused with the singular values and filter factors defined
above) and store it in an array Dσ = [σ [1], . . . ,σ [N]], where
the superscript ‘[i]’ indicates the number in the array, while
also storing the corresponding velocity distributions in the ar-
ray Dϕ = [ϕ [1], . . . ,ϕ [N]]. The number N is the total number
of simulated ICE signals and velocity distributions. The ele-
ments in the arrays satisfy Wϕ [i] = σ [i].

Consider then the subset V ⊆ Dϕ ⊕ Dσ consisting of all
physically relevant (σ [i],ϕ [i])-pairs. A measured ICE signal
s = sexact + e consisting of the underlying exact signal sexact

and noise vector e being additive white and Gaussian with
e ∼ N

(

0,η2I
)

is then compared against the first entry of all
elements in V by calculating

∆2(s,σ
[i])≡

∥

∥

∥
s−σ [i]

∥

∥

∥

2

2
(18)

for all i. The signal σ∗[i] with lowest ∆2 is chosen to be sexact.
The corresponding distribution ϕ∗[i] used to generate σ∗[i] is

then considered to contain the location of the ions that gen-
erated the signal. If the exact signal is not in the subset, the
closest match is chosen by minimizing ∆2.

Several challenges are associated with this technique: (i)
the noise e may corrupt the measured signal s so the best-
fitting signal σ∗[i] suggested by the least-square subset search
is incorrect, (ii) if ICE originates from more than one location,
the subset may be too large to be stored on a server, and (iii)
computations may take too long due to the large size of the
subset. We suggest ways to overcome these challenges below.

For the least-square subset search, it is impractical to assign
locations in velocity space continuous probabilities. Thus, we
need only consider a subset. Since the primary goal of ICE
reconstructions is to infer the location of the ions generating
the ICE in velocity space, we may assume that the values of
a pixel are binary: ‘0’ indicates that no part of the ICE signal
was generated from this location in velocity space, and ‘1’
indicates that this location of velocity space generated part of
or all of the ICE signal.

To avoid dependency of the synthetic ICE signals σ [i] and
measured ICE signals s on the intensity of the pixels in dis-
cretized velocity space, σ [i] and s are normalized before be-
ing stored. This also removes any experimental calibration er-
rors. Thus, in the synthetic data generation, a power spectrum
σ [i] =Wϕ [i] is first generated using the fine discretization of
velocity space, then noise added, and the spectrum normal-
ized.

C. Lasso regularization

Letting the regularization term in Eq. (9) be the one-norm
instead of the Euclidean norm, we obtain the so-called ‘Lasso’
regularization86,

f∗ = argmin
f

∥Wf −s∥2
2 +λ ∥f∥1 . (19)

Note that Eq. (19) is a MAP estimate with a Laplace prior on
f , so the model for finding probabilities of ICE emission in
velocity space derived in Section III holds. If the regulariza-
tion parameter λ is sufficiently large, some of the entries in
f are driven to zero. Thus, the Lasso regularization promotes
sparsity in the solution. This is especially desirable when re-
constructing ICE-generating distributions localized to a sin-
gle pixel. This regularization method sometimes avoids the
jitter in the Tikhonov-regularized solutions, as shown below.
Lasso-regularized solutions are determined using the imple-
mentation of Lasso in MATLAB.

VII. RECONSTRUCTIONS OF THE LOCATIONS OF THE
IONS GENERATING THE ICE IN VELOCITY SPACE

To generate the arrays for one ring beam least-square subset
searches, a single non-zero pixel with a value of 1 was placed
at each grid point in velocity space. The corresponding sig-
nal was then generated by computing Wϕ [i] = σ [i] and the
normalized ϕ [i] and σ [i] stored in Dϕ and Dσ .
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Velocity-space sensitivity and inversions of synthetic ion cyclotron emission 8

FIG. 5. The first nine right singular vectors vi from the SVD of W . They reflect the dominant components of the regularized solution found
using Tikhonov regularization. Observe the large areas with the same sensitivity for the first five vectors and the bands in the v∥-direction for
the singular vectors numbered six to nine. These properties reflect the sensitivity of the regularized solutions in v∥ and v⊥.

We want to determine how well the least-square subset
search, Tikhonov regularization, and Lasso regularization can
reconstruct a given one ring beam distribution for a synthetic
ICE signal with 10% noise. The reconstructions found by the
three different techniques are compared to the ground truth
source location of ICE emission. Further, they are multiplied
with W to obtain the signal for the reconstructed solution to
locate deviations from the noise-free signal corresponding to
the ground truth distribution.

We begin by considering a velocity distribution consisting
of a single pixel in velocity space; see the first row in Fig. 6
for an example of a ground truth and the corresponding ICE
signal. Ten percent noise is added to the ICE signal. The three
techniques are then used to determine the locations of the ions
generating the ICE in velocity space.

From the ICE signal with added noise, the least-square sub-
set search is able to perfectly reconstruct the ground truth; see
the second row in Fig. 6. The small differences in the database
solution compared to the ground truth occur due to the dif-
ferent grid sizes used to generate the signals in the database
compared to the grid used to generate the ground truth signal
to avoid performing inverse crime.

The optimal reconstruction from 0th-order Tikhonov reg-
ularization is also close to the ground truth distribution. A
few non-zero pixels with low intensities adjacent to the cor-
rect location in velocity space which should not be a part of
the velocity distribution occur. However, the correct location
of the ground truth distribution is found and clearly indicated
in the figure by the high-intensity pixel; see the third row of
Fig. 6. The occurrence of a number of pixels with low intensi-
ties, which we call ’jitter’, occurs for all ICE Tikhonov recon-
structions to a smaller or larger degree. The amount of jitter
depends on the complexity of the ground truth distribution as
demonstrated below. However, as is clear from Fig. 6, the sig-

nal corresponding to the reconstruction found using Tikhonov
regularization is almost identical to the ground truth.

The optimal reconstruction using Lasso regularization is
quite similar to the Tikhonov or the least-square subset re-
constructions: for a sufficiently large value of λ , only the true
location in the velocity distribution remains. However, it is
clear that the Lasso solution is more sparse than the Tikhonov
solution.

A. Noise investigation

Two investigations were performed to identify the impact
of different noise levels in the signal on the accuracy of the
reconstructions: for a ring distribution of size 0.5× 0.2 vA,
(i) 0th-order Tikhonov regularization and Lasso regularization
were performed for the corresponding ICE signal with 1-10%
noise added, and (ii) reconstructions with all three methods
for 0-100% noise added; see Figs. 7 and 8.

Fig. 7 shows the investigated ground truth signal and the
∆2 value for Tikhonov regularization, the subset search, and
Lasso regularization as a function of the noise percentage. The
subset Dϕ consists in this case of every one ring distribution
in velocity space with size 0.5×0.2 vA. The subset search is
the preferred reconstruction method up to around 60% noise,
where it then remains on par with Tikhonov regularization.
The correct central locations are found by the subset search for
at least up to 10% noise. The best reconstructions found using
Tikhonov and Lasso regularization for 1-5% noise compare to
the reconstruction found using the subset search with around
30% noise.

As shown in Fig. 8, close to perfect reconstructions with a
small amount of jitter are found for the lowest levels of noise,
whereas more jitter occurs for 10% noise, indicating a larger
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Velocity-space sensitivity and inversions of synthetic ion cyclotron emission 9

FIG. 6. The velocity-space distribution of ICE-generating ions shown to the left in the first row was used to generate the ICE signal to its right.
The same signal with 10% noise was then used to compute the reconstructions using the least-square subset search (second row), 0th-order
Tikhonov regularization (third row), and Lasso regularization (fourth row). The signals for the three different techniques are plotted in the
second column as a grey signal on top of the black ground truth signal.

0

1

FIG. 7. The least-square subset search is superior to Tikhonov and Lasso regularization for up to around 60% noise and is able to find the exact
locations of the ions generating the ICE for at least up to 10% noise in the ICE signal. The reconstructions found using 0th-order Tikhonov
regularization and Lasso regularization are almost identical up to 30% noise as indicated by the almost identical value of ∆2 for 0-30% noise.
Lasso regularization remains the worst technique for all other noise levels.

uncertainty of the extent of the velocity distribution. Note that
only Tikhonov solutions are shown, as the Lasso solutions are
almost identical; see also the ∆2 values for both methods in
Fig. 7. The jitter is mostly spread in v∥, which is in line
with the interpretation from the SVD; see Fig. 5. The central
location of the distribution in velocity space is clear for all
noise levels in the range of 1-10% indicated by the highest
intensity pixels.

B. Reconstructions of Gaussian distributions in v∥ and v⊥

A natural follow-up to the above investigations is how well
distributions with shapes other than rectangular and no longer
binary but with values in the interval [0,1] can be recon-

structed by the subset search, Tikhonov regularization, and
Lasso regularization. Here, we consider distributions with
Gaussian blobs specified by a central location (µv∥

,µv⊥) in
velocity space and the standard deviations σv∥

and σv⊥ . Fur-
ther, the quality of the reconstructions from each method for
Gaussian distributions indicates the quality of reconstructions
of other shapes.

The Gaussian blob shown in Fig. 9 has standard deviations
of σv∥

= 0.2vA and σv⊥ = 0.1vA. A 1-pixel subset search can
identify the central location of a single Gaussian distribution;
see the top row in Fig. 9. The subset search can identify the
correct central location for such a distribution anywhere in ve-
locity space. Also, the distribution can be of any size, and the
subset search correctly finds the location in velocity space. A
solution found using Tikhonov regularization produces results
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Velocity-space sensitivity and inversions of synthetic ion cyclotron emission 10

FIG. 8. The reconstructions from the ground truth ICE emission location shown in Fig. 7 using 0th-order Tikhonov regularization as a function
of the noise percentage in the signal (1-10%). Lasso regularization produces almost identical reconstructions and are therefore not illustrated.

similar to those shown above for rectangular signals; see the
middle row of Fig. 9. In the Tikhonov solution, the high-
est intensity pixels are located at the central locations of the
Gaussian blob with jitter mostly within the original distribu-
tion. The dominant error in the solution is in the v∥ direction
as predicted from the SVD; see Fig. 5. The same conclusions
hold for the solution found using Lasso regularization. In con-
clusion, all three techniques successfully identify the location
of the ions generating the ICE in all velocity space for a single
Gaussian blob of any size.

We conclude that the solutions from the subset search,
Tikhonov regularization, and Lasso regularization behave
similarly, independent of the shape of the velocity-space dis-
tributions of the ions generating the ICE: the subset search
finds the pixel at the central locations of the distributions, and
similarly for Tikhonov regularization and Lasso regularization
but with small amounts of erroneously placed jitter.

VIII. DISCUSSION AND CONCLUSION

Prior work has computed and validated the weight func-
tions needed to reconstruct the 2D fast-ion velocity distribu-
tion function for measurements from diagnostics such as CTS,
FIDA, GRS, NES, and FILDs. However, the recently devel-
oped weight functions and reconstructions for ICE were lim-
ited to 1D in v⊥, assuming v∥ = 0.

In this study, we computed the 2D weight functions for edge
ICE caused by the MCI for conditions at LHD using a non-
linear 1D3V PIC-hybrid code. We compute power spectra for
a specific value of v∥ in the range -2.6 to 2.6 vA and v⊥ in the
range 0.6 to 2.6 vA. In the simulations, we assume emission
from one radial location (slab geometry and no gradients in
B,ne, and Te), from one wavevector direction, and no detec-
tor response functions while still retaining the full interaction
between the fields and the kinetic ions. The weight functions
are obtained by stacking the power spectra appropriately to
obtain ascending values of v⊥ and v∥ in the first and second
dimensions and the angular frequency ω in the third dimen-
sion. The result is a 3D array with 2D weight functions for
every frequency.

The weight functions exhibit a particular pattern for fre-
quencies close to the cyclotron harmonics. For frequencies
below the harmonics, the highest signal sensitivities occur for
positive v∥. Conversely, for frequencies above the harmon-
ics, the highest signal intensities occur for negative v∥. At the
frequency of the harmonic, ions with v∥ = 0 have the highest
sensitivity. This effect is due to the Doppler shift. Also, the
sensitivities occur in horizontal bands in v⊥ so only some spe-
cific values of v⊥ contribute to the measured signal. Tikhonov
and Lasso-regularized reconstructions have good resolution in
v⊥ for this reason.

Reconstructions can be performed for synthetic velocity
distributions for the ions generating the ICE using a least-
square subset search, 0th-order Tikhonov regularization, and
Lasso regularization for noise realizations at least up to 10%.
The least-square subset search is able to correctly identify the
central locations of the distributions independent of the level
of noise added, but the drawback is the requirement of large
storage space if the subset is to consist of anything but single-
pixel functions generating the ICE.

Tikhonov and Lasso reconstructions are accurate for local-
ized distributions in velocity space. With increasing size of the
distributions, the reconstructions are corrupted by erroneous
jitter occurring at incorrect locations in velocity space. Still,
Tikhonov and Lasso reconstructions have high resolution in
v⊥ and contain high-intensity pixels in the signal locations of
the distributions in velocity space.

We performed our simulations for edge ICE at LHD. Thus,
extending the results to other machines requires new simu-
lations to obtain the 2D weight functions. Therefore, future
work should investigate whether it is possible to reproduce
the results of this study for synthetic ICE signals at other ma-
chines. However, this study indicates the feasibility of the
ICE diagnostic for use at both current and future machines
to diagnose fast-ion behaviour. Thus, our results support the
proposal to include the ICE diagnostic at ITER, where it could
contribute to integrated data analysis for alpha particle distri-
bution functions87.
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FIG. 9. The subset least-square search (top row), 0th-order Tikhonov regularization (middle row), and Lasso regularization (bottom row)
solutions for a Gaussian distribution. The ground truths are shown on the left, the reconstructions in the middle, and the signals for the
reconstructions on the right. The subset search finds the correct central location of the Gaussian blob. Tikhonov and Lasso regularization also
finds the correct location of the distribution with some jitter.
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Appendix A: Code Description

We employed the hybrid particle-in-cell (PIC) simulation
code PROMETHEUS++68 in our simulations. This code in-
corporates a one-space-dimension and three-velocity-space-
dimensions (1D3V) scheme and solves the Vlasov equation
for an arbitrary number of ion species. It does this self-

consistently with the electric and magnetic fields and an elec-
tron fluid.

PROMETHEUS++ calculates and iterates the Lorentz force
for an extensive array of macroparticles representing the dif-
ferent ion populations. These iterative calculations offer an
effective method to track the dynamic behaviour of the ion
species. Simultaneously, the code utilises a fixed grid to com-
pute solutions for Maxwell’s equations under the Darwin ap-
proximation. This approach maintains the full-ion gyromo-
tion, thus facilitating the study of resonant wave-particle in-
teractions such as ICE in the linear and non-linear phases.

Furthermore, PROMETHEUS++ is capable of simulating a
variety of waves. These encompass fluid waves, such as fast
Alfvén and whistler waves, and kinetic waves, including ion
Bernstein modes and ion cyclotron modes in weakly magne-
tised plasmas where the cyclotron frequency is significantly
smaller than the plasma frequency, i.e., ΩH ≪ ωp.

The model is based on quasineutrality, where the electron
density ne equals the summed product of the charge number Zl

and density nl for each of the N ion species l. This relationship
is expressed as

ne =
N

∑
l=1

Zlnl . (A1)

The kinetic ions in the model are subject to the macroscopic
Lorentz force. We represent this by assigning each macropar-
ticle, labelled as p (omitting the species index l for simplicity,
and assuming p runs from 1 to Nl), with an ion mass mp and
charge qp:

dxp

dt
= vp

mp

dvp

dt
= qp (E+vp ×B)

(A2)
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Within the model, the ion densities nl and macroscopic ve-
locities ul are deposited on the grid using the cloud-in-cell
scheme88,89.

The model defines the charge-weighted mean ion velocity
Vi as

Vi =
∑

N
l=1 Zlnlul

∑
N
l=1 Zlnl

. (A3)

Next, we consider the massless fluid electron momentum
equation, which includes Ve and Te - representing the electron
bulk velocity and temperature, respectively - and an isother-
mal pressure law, pe = neTe. From this, we derive the gener-
alised Ohm’s law for the electric field E:

∂

∂ t
nemeVe =−ene (E+Ve ×B)−∇pe, (A4)

which simplifies to

E =−Ve ×B−
∇pe

ene

(A5)

since ∂nemeVe/∂ t = 0. Furthermore, we observe that ∇ ·B =
0 implies that Bx = 0, where x represents the distance along
the 1D slab-geometry spatial domain. We then use Faraday’s
law to solve for B:

∂B

∂ t
=−∇×E. (A6)

Simultaneously, we apply Ampère’s law within the Darwin
approximation65:

∇×B = µ0J = µ0ene (Vi −Ve) , (A7)

which, when combined with the massless electron momen-
tum equation, leads to the generalised Ohm’s law expressed
in terms of Vi and B90, i.e.,

E =−Vi ×B+
1

µ0ene

(∇×B)×B−
∇pe

ene

. (A8)
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