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#### Abstract

In [7] we introduced a non-associative non-commutative linear logic extended by multimodalities, called subexponentials, licensing local application of structural rules. Here, we further explore this system, considering its classical one-sided multi-succedent classical version, following the exponentialfree calculi of [9] and [14], where the intuitionistic calculus is shown to embed faithfully into the classical fragment.


## 1 Introduction

Following the work of Ajdukiewicz [2] and Bar-Hillel [5] on categorial grammars, Lambek introduced two versions of non-commutative logical calculi intended to capture grammaticality in natural languages: the associative version [22] and the non-associative version [23]. In [1] Abrusci showed that the associative Lambek calculus corresponds to a non-commutative version of multiplicative intuitionistic linear logic [17].

Classical linear logic [17] is a resource conscious logic, in the sense that formulae are consumed when used during proofs, unless marked with the modalities ? and ! (called exponentials). Formulae marked with such exponentials behave classically, so that classical and intuitionistic logics' behaviours can be captured in linear logic. As it turns out, exponentials are not canonical, in the sense that even having the same scheme for introduction rules, marking the exponentials with different labels (e.g. ! $!^{i}, ?^{i}$ for $i$ in a set of labels) does not preserve equivalence, that is, $!^{i} F \not \equiv!^{j} F$ and $?^{i} F \nexists^{?^{j}} F$ if $i \neq j$. This allows for the introduction of a (possibly infinite) set of connectives, called subexponentials.

Extensions of linear logic/Lambek calculi with subexponentials are considered in [19, 20, 7]. In [19] a cut-admissible framework for subexponentials in a non-commutative intuitionistic linear logic was
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introduced. A classical version of this system was presented in [20], showing that, via an appropriate embedding, one can view the 'classical' system as a conservative extension of the 'intuitionistic' system.

In [7] we extended the work in [19] by proposing $\mathrm{acLL}_{\Sigma}$, a non-associative analogue of the previous system. In the present work, we introduce the cut-admissible calculus $\mathrm{CacLL}_{\Sigma}$ for classical nonassociative non-commutative multi-modal linear logic and show that this is conservative over $\mathrm{acLL}_{\Sigma}$.

It should be noted that such conservativity results are quite unusual, as they do not hold for richer logics which enjoy more structural rules for arbitrary formulae. For example, while classical logic can be adequately represented in the intuitionistic logic via e.g. Göedel-Gentzen double-negation translation [4, 15], it is easy to see that the other direction has no truth-preserving propositional encodings. In fact, if there were a faithful translation from (propositional) intuitionistic logic into (propositional) classical logic, there would exist a finite matricial decision procedure (e.g. a truth table) for propositional intuitionistic logic. The crucial difference between classical logic and substructural ones is that derivability, in a classical system, of intuitionistically invalid principles requires, besides tertium non datur, also structural rules. Such principles include, e.g., Peirce's law or Grishin axiom $(A \rightarrow(B \vee C) \Rightarrow(A \rightarrow B) \vee C)$.

In the substructural setting, the discussion on the conservativity of 'classical' systems over 'intuitionistic' systems dates back to Schellinx's observation of the analogous result for linear logic with an appropriate choice of connectives [31] (see also [24]). More specifically, Schellinx proved that fragments of classical linear logic in the language of intuitionistic linear logic are conservative if and only if they do not include the constant 0 , or do not include the linear implication.

This asymmetry is broken if (full powered) subexponentials are added to the system: in [10] Chaudhuri showed that the conservativity result holds for linear logic with subexponentials.

In systems not considering the additive constant 0 , conservativity is maintained in the absence of other substructural features. For example, in associative non-commutative setting (without subexponentials) an embedding of a 'classical' substructural system over an 'intuitionistic' one was discussed in [30]. The same holds if subexponentials are added to the scene (see [20]). Finally, in the non-associative noncommutative setting, De Groote and Lamarche showed the analogous result with exactly the binary multiplicative connectives [14].

The present work combines all the aforementioned results, proving that conservativity of 'classical' over the 'intuitionistic' holds in the substructural non-associative non-commutative multimodal framework, when the additive constant 0 is not present. This is a relevant outcome, since conservativity results allow transferring linguistic applications of the intutionistic system to the classical one: both positive (derivability for correct sentences) and negative (non-derivability for incorrect ones) information is preserved. Moreover, if the types for words in a categorial grammar are formulae in the intuitionistic system, then the intuitionistic system is sufficient for all derivations we might need. Therefore, possible new applications of the classical system in linguistics (that is, applications for which the intuitionistic system is insufficient) would necessarily require using of essentially 'classical' types, i.e., formulae which are not translations of intuitionistic ones. We leave the search for such possible applications for further research.

The motivation of the present paper is in the line of De Groote and Lamarche [14]. As noticed above, in the pure substructural setting the classical system is richer than the intuitonistic one. Symmetries latent in the intuitionistic presentation are now fully observed. Thus, considering a classical counterpart of the intuitionistic system $\operatorname{acLL} L_{\Sigma}$ becomes a theoretical requirement.

The calculi $\operatorname{acLL}_{\Sigma}$ and $\mathrm{CacLL}_{\Sigma}$, being non-associative systems, require quite sophisticated structure in sequents. Namely, sequents involve not just sets, multisets, or sequences, but tree-like structures of for-
mulae. This shows some connection to Display Logic [6, 12], which also describe various substructural logics via complex structures of sequents and 'display postulates' for different variations of associativity and commutativity. We plan to investigate these connections in future work.

The rest of the paper is organized as follows. Section 2 brings a short introduction to linear logic and subexponentials, presents the system $\mathrm{CacLL}_{\Sigma}$ for classical non-associative non-commutative multimodal linear logic together with a proof of cut-admissibility of the system. Section 3 presents the embedding of $a c L L_{\Sigma}$ into $\mathrm{CacLL}_{\Sigma}$, showing that one can view the 'classical' system as a conservative extension of the 'intuitionistic' system. It is also shown that, as in [31, 20], adding the zero constant is enough for destroying the conservativity. Section 4 concludes the paper by pointing some future directions, including a discussion about a focused system. Indeed, since the structural rules are circular, $\mathrm{CacLL}_{\Sigma}$ is not adequate for proof search. But they can be "tamed" by eliminating the application of structural rules over structures, and restricting the application of the structural subexponential rules to neutral formulae, in the same way as done in [16] for contraction.

## 2 The Classical System

Classical linear logic (LL [17]) is a resource conscious logic, in the sense that formulae are consumed when used during proofs, unless marked with the exponential ? (whose dual is !). Formulae marked with ? behave classically, i.e., they can be contracted and weakened during proofs. Propositional LL connectives include the additive conjunction \& and disjunction $\oplus$ and their multiplicative versions $\otimes$ and 8 , together with their units:

Note that $(\cdot)^{\perp}$ (negation) has atomic scope. For an arbitrary formula $F, F^{\perp}$ denotes the result of moving negation inward until it has atomic scope. We shall refer to atomic $(A)$ and negated atomic $\left(A^{\perp}\right)$ formulae as literals. The connectives in the first line denote the de Morgan dual of the connectives in the second line. Hence, for atoms $A, B$, the expression $(\perp \&(A \otimes(!B)))^{\perp}$ denotes $1 \oplus\left(A^{\perp} \gamma\left(? B^{\perp}\right)\right)$.

As is usual for non-associative systems, we consider binary trees of formulae. To 'classicalize', we choose a one-sided sequent and a singular involutive 'tight' negation.
Definition 1 (Structured sequents). Structures include the empty structure $\varnothing$, formulae, or pairs containing structures:

$$
\Gamma::=\varnothing|F|(\Gamma, \Gamma) .
$$

Structures are considered up to the following equivalences, which wipe out empty substructures inside a bigger structure: $(\varnothing, \Gamma)$ and $(\Gamma, \varnothing)$ are the same as $\Gamma$. Thus, any non-empty structure may be regarded as a rooted binary tree whose leaves are labelled with formulae.

A context with several holes, $\Gamma\} \ldots\}$ is obtained from a structure by replacing designated occurrences of formulae with empty placeholders. Given a context with holes, we write $\Gamma\left\{\Delta_{1}\right\} \ldots\left\{\Delta_{n}\right\}$ for the structure which is obtained from $\Gamma\left\} \ldots\left\}\right.\right.$ by replacing the placeholders with structures $\Delta_{1}, \ldots, \Delta_{n}$ (in the given order).

Propositional rules

$$
\begin{gathered}
\stackrel{\Rightarrow \Gamma, G \Rightarrow \Delta, F}{\Rightarrow((\Gamma, \Delta), F \otimes G)} \otimes \quad \frac{\Gamma\{(F, G)\}}{\Rightarrow \Gamma\{F \ngtr G\}} \\
\frac{\Rightarrow \Gamma\left\{F_{i}\right\}}{\Rightarrow \Gamma\left\{F_{1} \oplus F_{2}\right\}} \oplus_{i} \\
\frac{\Rightarrow \Gamma\left\{F_{1}\right\} \Rightarrow \Gamma\left\{F_{2}\right\}}{\Rightarrow \Gamma\left\{F_{1} \& F_{2}\right\}} \& \\
\Rightarrow \Gamma\} \\
\Rightarrow \Gamma\{\perp\} \\
\Rightarrow 1 \\
\hline \Rightarrow \Gamma\{\top\} \\
\\
\end{gathered}
$$

Structural Rules

$$
\frac{\Rightarrow(\Delta, \Gamma)}{\Rightarrow(\Gamma, \Delta)} \mathrm{E} \quad \frac{\Rightarrow(\Gamma,(\Delta, \Pi))}{\Rightarrow((\Gamma, \Delta), \Pi)} \mathrm{A} 1 \quad \frac{\Rightarrow((\Gamma, \Delta), \Pi)}{\Rightarrow(\Gamma,(\Delta, \Pi))} \mathrm{A} 2
$$

Initial and cut rules

$$
\overline{\Rightarrow\left(A, A^{\perp}\right)} \text { init } \quad \frac{\Rightarrow(\Gamma, A) \Rightarrow\left(A^{\perp}, \Delta\right)}{\Rightarrow(\Gamma, \Delta)} \text { cut }
$$

Figure 1: Structured system for classical non-associative non-commutative linear logic (CNL).

Some of the $\Delta_{i}$ are allowed to be empty. In this case, the corresponding placeholder is just removed: $(\varnothing, \Gamma)$ and $(\Gamma, \varnothing)$ are replaced by $\Gamma$, and this operation is performed recursively.
$A$ structured sequent (or simply sequent) has the form $\Rightarrow \Gamma$ where $\Gamma$ is a non-empty structure.
The rules for the structured system for classical non-associative non-commutative linear logic are depicted in Figure 1. This is an extension of the system presented in [14] with the additive connectives.

The structural rules need some clarification. At the first glance, they look like the rules of commutativity (exchange) and associativity, which could have ruined the whole idea of building a non-associative non-commutative logic. It is important to notice, however, that these rules allow exchange and associativity only on the top level: e.g., one cannot obtain $\Rightarrow((\Gamma, \Delta), \Psi)$ from $\Rightarrow((\Delta, \Gamma), \Psi)$. This means that the structural rules are a non-associative analogue of cyclic shifts (as in cyclic linear logic [32]). The level of structural flexibility provided by these rules is discussed below in Section 2.1,

Similar to modal connectives, the exponentials !,? in LL are not canonical [13], in the sense that if $i \neq j$ then $!^{i} F \not \equiv!^{j} F$ and $?^{i} F \not \equiv ?^{j} F$. Intuitively, this means that we can mark the exponential with labels taken from a set $I$ organized in a pre-order $\leq$ (i.e., reflexive and transitive), obtaining (possibly infinitely-many) exponentials ( $!^{i}, ?^{i}$ for $\left.i \in I\right)$. Also as in multi-modal systems, the pre-order determines the provability relation: for a general formula $F,!^{b} F$ implies $!^{a} F$ iff $a \leq b$.

Originally [29], subexponentials could assume only weakening and contraction axioms:

$$
\mathrm{C}:!^{i} F \multimap!^{i} F \otimes!^{i} F \quad \mathrm{~W}:!^{i} F \multimap 1
$$

In [19, 20], non-commutative systems allowing commutative subexponentials were presented:

$$
\mathrm{E}:\left(!^{i} F\right) \otimes G \equiv G \otimes\left(!^{i} F\right)
$$

In [7], we went one step further and presented a non-commutative, non-associative linear logic based system with the possibility of assuming associativity

$$
\mathrm{A} 1: \quad!^{i} F \otimes(G \otimes H) \equiv\left(!^{i} F \otimes G\right) \otimes H \quad \text { A2 : } \quad(G \otimes H) \otimes!^{i} F \equiv G \otimes\left(H \otimes!^{i} F\right)
$$

as well as commutativity and other structural properties. In this paper, we present the classical version of this system.

We start by presenting an adaption of simply dependent multimodal linear logics (SDML) appearing in [25] to the non-associative/commutative case. The language of non-commutative SDML is that of (propositional) linear logic with subexponentials [20].

Definition 2 (SDML). Let $\mathcal{A}$ be a set of axioms. A (non-associative non-commutative) simply dependent multimodal logical system (SDML) is given by a triple $\Sigma=(I, \preccurlyeq, f)$, where I is a set of indices, $(I, \preccurlyeq)$ is a pre-order, and $f$ is a mapping from I to $2^{\mathcal{A}}$.

If $\Sigma$ is a SDML, then the logic described by $\Sigma$ has the modalities $!^{i}, ?^{i}$ for every $i \in I$, with the rules of non-associative non-commutative linear logic, together with rules for the axioms $f(i)$ and the interaction axioms $!^{j} A \multimap!^{i} A$ for every $i, j \in I$ with $i \leqslant j$.

Finally, every SDML is assumed to be upwardly closed w.r.t. $\leq$, that is, if $i \leq j$ then $f(i) \subseteq f(j)$ for all $i, j \in I$

The structured system $\operatorname{CacLL}_{\Sigma}$ is determined by the system CNL and the rules in Figure 2 , $\mathrm{CacLL}_{\Sigma}$ is the logic described by the SDML determined by $\Sigma$, with $\mathcal{A}=\{\mathrm{C}, \mathrm{W}, \mathrm{A} 1, \mathrm{~A} 2, \mathrm{E}\}$ where, in the subexponential rule for $\mathrm{S} \in \mathcal{A}$, the respective $s \in I$ is such that $\mathrm{S} \in f(s)$ (e.g. the subexponential symbol $e$ indicates that $\mathrm{E} \in f(e)$ ). We will denote by ? ${ }^{\mathrm{Ax}} \Delta$ the fact that the structure $\Delta$ contains only formulae with top-level as leaves, each of them assuming the axiom $A x$.

As an economic notation, we will write $\uparrow i$ for the upset of the index $i$, i.e., the set $\{j \in I: i \leqslant j\}$. We extend this notation to structures in the following way. Let $\Gamma$ be a structure containing only questionmarked formulae as leaves. If such formulae admit the multiset partition

$$
\left\{?^{j} F \in \Gamma: i \leqslant j\right\} \cup\left\{?^{k} F \in \Gamma: i \nless k \text { and } \mathrm{W} \in f(k)\right\}
$$

then $\Gamma^{\uparrow i}$ is the structure obtained from $\Gamma$ by erasing the formulae in the second component of the partition (equivalently, the substructure of $\Gamma$ formed with all and only formulae of the first component of the partition). Otherwise, $\Gamma^{\uparrow i}$ is undefined.

Example 2.1. Let $\Gamma=\left(?^{i} A,\left(?^{j} B, ?^{k} C\right)\right)$ be represented below left, $i \leq j$ but $i \npreceq k$, and $\mathrm{W} \in f(k)$. Then $\Gamma^{\mathfrak{i}}=\left(?^{i} A, ?^{j} B\right)$ is depicted below right


Observe that, if $\mathrm{W} \notin f(k)$, then $\Gamma^{\dagger i}$ cannot be built. In this case, any derivation of $\Rightarrow\left(\Gamma,!^{i} C\right)$ cannot start with an application of the promotion rule, similarly to how promotion in LL cannot be applied in the presence of non-classical contexts.

Notice that $\Gamma$, in general, cannot be uniquely computed from $\Gamma^{\uparrow i}$. Indeed, when going from $\Gamma^{\dagger i}$ to $\Gamma$, one may non-deterministically add formulae of the form $?^{k} C$, where $\mathrm{W} \in f(k)$. Thus, an application of the prom rule may implicitly contain several applications of the weakening rule ?W.

[^1]Subexponential rules

$$
\frac{\Rightarrow\left(\Gamma^{\uparrow i}, F\right)}{\Rightarrow\left(\Gamma,!^{i} F\right)} \text { prom } \quad \frac{\Rightarrow \Gamma\{F\}}{\Rightarrow \Gamma\left\{?^{i} F\right\}} \text { der }
$$

Subexponential Structural rules

$$
\begin{gathered}
\frac{\Rightarrow\left(\left(\left(\Delta_{1}, \Delta_{2}\right), \Delta_{3}\right), ?^{a 1} \Gamma\right)}{\Rightarrow\left(\left(\Delta_{1},\left(\Delta_{2}, \Delta_{3}\right)\right), ?^{a 1} \Gamma\right)} ? \mathrm{~A} 1 \quad \frac{\Rightarrow\left(\left(\Delta_{1},\left(\Delta_{2}, \Delta_{3}\right)\right), ?^{a 2} \Gamma\right)}{\Rightarrow\left(\left(\left(\Delta_{1}, \Delta_{2}\right), \Delta_{3}\right), ?^{a 2} \Gamma\right)} ? \mathrm{~A} 2 \quad \frac{\Rightarrow\left(\left(\Delta_{2}, \Delta_{1}\right), ?^{e} \Gamma\right)}{\Rightarrow\left(\left(\Delta_{1}, \Delta_{2}\right), ?^{e} \Gamma\right)} \text { ?E } \\
\frac{\Rightarrow \Gamma\}}{\Rightarrow \Gamma\left\{?^{w} \Delta\right\}} ? \mathrm{~W} \quad \frac{\Rightarrow \Gamma\left\{?^{c} \Delta\right\} \ldots\left\{?^{c} \Delta\right\}}{\Rightarrow \Gamma\left\} \ldots\left\{?^{c} \Delta\right\} \ldots\}\right.} ? \mathrm{C}
\end{gathered}
$$

Figure 2: Structured system $\operatorname{CacLL}_{\Sigma}$ for the logic described by $\Sigma$.

### 2.1 Structural Equivalence

The structural rules of $C a c L L_{\Sigma}$ make structures very flexible. This flexibility may be pinned by choosing a more sophisticated structures for sequents than rooted binary trees. This corresponds to the move from linearly to circularly ordered sequences of formulae, which is used in the associative case [32]. In the non-associative situation, this transformation is a bit trickier. Namely, following [14], we may represent (non-empty) structures as acyclic graphs (unrooted trees) where each vertex has degree 1 or 3 . Vertices of degree 1 are leaves, and they are labelled by individual formulae. Vertices of degree 3 are inner nodes. For each inner node, the cyclic order of its neighbors is maintained. Such graphs with cyclic order on inner nodes are called unrooted cyclically-ordered-neigbor 3-regular trees with leaves [14].

There are many structures equivalent to any given structure, but if we designate a subtree to appear in a particular position then there is a unique representation. This can intuitively described as a keychain with many layers: selecting one for opening a door changes the arrangement of the keys, but not their position in the keychain. In this paper, we choose to present all proofs in terms of sequents, and we choose the first right branch of the structure as this designated position. This is equivalent to flipping the structure around to put a formula into spot, in the same way we would select a key in a keychain.

This works due to the following definitions and technical lemmas (the proofs are in the accompanying technical report [8]).

Definition 3. We define ~, called structural equivalence, between two structures to be the reflexive, symmetric, transitive closure of

$$
\begin{gathered}
(\Gamma, \Delta) \sim(\Delta, \Gamma) \\
(\Gamma,(\Delta, \Pi)) \sim((\Gamma, \Delta), \Pi)
\end{gathered}
$$

That is, $\Theta \sim \Xi$ if and only if $\Xi$ is achievable from $\Theta$ using only the structural rules $(\mathrm{E}),(\mathrm{A} 1)$, and (A2).
Note that for the tree representation in [14], this corresponds to choosing a particular edge in the graph. We formalize this by defining the following.
Definition 4. For a context with a hole $\Gamma\}$, we define the designated structure $\widetilde{\Gamma\{*\}}$ inductively by the following:

$$
\begin{aligned}
\widetilde{(\Gamma\{*\}, \Delta)} & : \equiv \overline{(\Delta, \Gamma\{*\})} \\
\widetilde{(\Gamma,(\Delta, \Pi\{*\}))} & : \equiv \overline{((\Gamma, \Delta), \Pi\{*\})} \\
\widetilde{(\Gamma,(\Delta\{*\}, \Pi))} & : \equiv \widetilde{((\Pi, \Gamma), \Delta\{*\})} \\
\widetilde{(\Gamma, *)} & : \equiv \Gamma
\end{aligned}
$$

To ensure that this definition is complete, we also specify the empty case $\tilde{*}: \equiv \cdot$. We call the overline in the notation $\widetilde{\Gamma\{*\}}$ the designator.

Observe that the designator is well defined. Indeed, first note that the left hand sides are cumulatively exhaustive. If $*$ is on the left, it is handled by the first case. If it is on the right, it is either immediately to the right or it is on the right side's left or right branch. These are handled by the fourth, second, and third cases respectively. Note also that the left hand sides are mutually exclusive. Finally, note that recursive application of this definition terminates, because each case places $*$ on the right branch and the depth of * on the right decreases in every subsequent case.

The following lemma shows that this definition indeed gives us an equivalent structure that puts the designated subtree on the right.

Lemma 2.1 (Correctness of Designator). For any structure $\Theta\{\Xi\}$ with distinguished subtree, we have

$$
(\widetilde{\Theta\{*\}}, \Xi) \sim \Theta\{\Xi\}
$$

While the above lemma says that we can designate any substructure as the one that should appear on the right, the following says that this happens uniquely.

Lemma 2.2. If $\Theta\{*\} \sim \Xi\{*\}$, then $\widetilde{\Theta\{*\}} \equiv \widetilde{\Xi\{*\}}$.
Corollary 2.1 (Uniqueness). If $(\Gamma, \Pi) \sim(\Delta, \Pi)$ both contain a distinguished occurrence of $\Pi$, then $\Gamma \equiv \Delta$ (and thus $(\Gamma, \Pi) \equiv(\Delta, \Pi)$ as well).

Finally we present another helpful technical lemma which's proof is a straightforward induction on the definition of the designator.

Lemma 2.3 (Independent Substructure Preservation). If $\Delta$ is a substructure of $\Gamma\{\Delta\}\{*\}$ (that does not


Finally, from now on derivations will be considered modulo designator, in the sense that the operations for determining the designator are not really performed: they should be seen simply as a handy representation of formulae, and not as syntactic manipulations over them. Under this view, we write

$$
\underset{\underset{\Rightarrow}{\Rightarrow \Delta}}{\Rightarrow \Delta} \quad \text { for } \quad \Gamma \sim \Delta
$$

only as a convenient representation, not a formal inference rule.

### 2.2 Cut Elimination

We end this section by presenting the sketch of the proof of admissibility of the cut rule in $\operatorname{CacLL}_{\Sigma}$. The complete proof is in [8].

Theorem 2.1. If a sequent $\Rightarrow \Gamma$ is provable in $\mathrm{CacLL}_{\Sigma}$, then there is a proof in which the cut rule is not applied.

Proof. We prove cut elimination in a standard syntactic way. Following e.g. [20] we introduce the following (mix) rule, and simultaneously eliminate (cut) and (mix).

$$
\frac{\Rightarrow\left(\Gamma,!^{c} A^{\perp}\right) \Rightarrow\left(?^{c} A, \Delta\left\{?^{c} A\right\} \cdots\left\{9^{c} A\right\}\right)}{\Rightarrow(\Gamma, \Delta\{ \} \cdots\{ \})} \text { mix }
$$

Note that (mix) is equivalent to a (cut) followed by (possibly several) applications of (C), which can be applied since we assume that $\mathrm{C} \in f(c)$.

It is sufficient to prove the claim for one application of (cut) or (mix), and we prove this restricted claim jointly for (cut) and (mix) by nested induction on $\kappa$, first on the complexity of the (cut) formula, and then on $\delta$ the depth of the (cut) or (mix) application. Here, we include the $?^{c}$ in the cut formula complexity in the case of (mix).

In each considered case we modify the proof to either remove the (cut) or (mix), decrease the complexity of the cut formula, or decrease the depth while maintaining the complexity.

## 3 Embedding

Embedding a classical system with involutive negation into its intuitionistic version is often a matter of finding a "good translation" (such as Gentzen-Gödel's double negation [15]). The other way around may be tricky, though, sometimes even impossible without collapsing provability to the target logic.

In this section, we will show an embedding of the intuitionistic system acLL $\mathbb{2}^{2}$ into the classical system $\mathrm{CacLL}_{\Sigma}$, with the same SDML signature.

Consider the translation $\uparrow$ on formulae defined below.

$$
\begin{aligned}
\widehat{p} & : \equiv p & \widehat{A \otimes B} & : \equiv \widehat{A} \otimes \widehat{B} \\
\widehat{A \rightarrow B} & : \equiv \widehat{A^{\perp}} \oslash \widehat{B} & \widehat{B \leftarrow A} & : \equiv \widehat{B} \gtrdot \widehat{A^{\perp}} \\
\widehat{A \& B} & : \equiv \widehat{A} \& \widehat{B} & \widehat{A \oplus B} & : \equiv \widehat{A} \oplus \widehat{B} \\
\widehat{!_{i}^{A}} \widehat{A} & : \equiv!\frac{1}{A} & \widehat{1} & : \equiv 1 \\
\widehat{\top} & : \equiv \top & &
\end{aligned}
$$

This translation is extended this to structures by the following:

$$
\left(\widehat{\Gamma, \Delta)}{ }^{\perp}: \equiv\left(\widehat{\Delta}^{\perp}, \widehat{\Gamma}^{\perp}\right)\right.
$$

[^2]Note both that the order is reversed by the tight negation and also that we will only every need the negative translation for structures.

We will show this embedding is faithful if no subexponentials license associativity.
Theorem 3.1. If for all labels $i$ in the signature $\Sigma$ we have $f(i) \subseteq\{\mathrm{C}, \mathrm{W}, \mathrm{E}\}$, then an $\mathrm{acLL}_{\Sigma}$ sequent $\Gamma \Rightarrow A$ is provable iff $\Rightarrow\left(\widehat{\Gamma}^{\perp}, \widehat{A}\right)$ is provable in $\mathrm{CacLL}_{\Sigma}$.

We start with the easier direction, showing that this embedding is sound. The embedding is sound, even with the inclusion of associativity.
Lemma 3.1 (Soundness). If an acLL ${ }_{\Sigma}$ sequent $\Gamma \Rightarrow A$ is provable, then $\Rightarrow\left(\widehat{\Gamma}^{\perp}, \widehat{A}\right)$ is provable in $\operatorname{CacLL}_{\Sigma}$.
Proof. We prove this directly be induction on proofs by showing that the translations of each $\mathrm{acLL}_{\Sigma}$ rule is a valid $\mathrm{CaCLL}_{\Sigma}$ partial proof. Consider the bottom rule of a proof. We will show some key cases, please refer to [8] for the full proof.

$$
\begin{aligned}
& \begin{array}{l}
\quad \begin{array}{l}
\Rightarrow\left(\widehat{\Gamma}^{\perp}\left\{\widehat{B}^{\perp}\right\}, C\right) \\
\Rightarrow\left(\widehat{\bar{\Delta}}^{\perp}, \widehat{A}\right) \\
\left.\Rightarrow\left(\widehat{\Gamma}^{\perp}\{*\}, C\right), \widehat{B}^{\perp}\right)
\end{array}
\end{array} \\
& \Rightarrow\left(\left(\left(\overline{\left.\widehat{\Gamma}^{\perp}\{*\}, C\right)}, \widehat{\Delta}^{\perp}\right), \widehat{A} \otimes \widehat{B}^{\perp}\right) ~ \mathrm{~A} 1\right. \\
& \frac{\Delta \Rightarrow A \quad \Gamma\{B\} \Rightarrow C}{\Gamma\{(B \leftarrow A, \Delta)\} \Rightarrow C} \leftarrow L \\
& \begin{array}{l}
\Rightarrow\left(\left(\widehat{\Gamma}^{\perp}\{*\}, C\right),\left(\widehat{\Delta}^{\perp}, \widehat{A} \otimes \widehat{B}^{\perp}\right)\right) \\
\Rightarrow\left(\widehat{\Gamma}^{\perp}\left\{\left(\widehat{\Delta}^{\perp}, \widehat{A} \otimes \widehat{B}^{\perp}\right)\right\}, C\right)
\end{array} \\
& \xlongequal{\Rightarrow\left(\widehat{\Gamma}^{\perp}\left\{\left(?^{e} \widehat{\Delta}^{\perp}, \widehat{\Pi}^{\perp}\right)\right\}, \widehat{C}\right)} \sim \\
& \Rightarrow\left(\begin{array}{l}
\left.\left(\widehat{\Gamma}^{\perp}\{*\}, \widehat{C}\right),\left(?^{e} \widehat{\Delta}^{\perp}, \widehat{\Pi}^{\perp}\right)\right) \\
A 1, E, A 1]
\end{array}\right.
\end{aligned}
$$

We now prove the more surprising direction, that the embedding of the intuitionistic system into the classical system is complete.

We start by proposing a counter on formulae, which is an extension of the counter defined in [18], in its turn an extension of the counter in [30].
Definition 5. For a $\operatorname{CacLL}_{\Sigma}$ formula $A$, we define the integer number $\downarrow(A)$ by induction as follows.

$$
\begin{aligned}
& \text { Һ(p) := } 0
\end{aligned}
$$

$$
\begin{aligned}
& \dagger(\bar{p}):=1 \\
& \mathfrak{\natural}(A \otimes B):=\quad \natural(A)+\natural(B) \\
& \text { Ł(1) }:=0 \\
& \mathfrak{q}(A \oplus B)=\mathfrak{b}(A \& B):=\quad \text { ( }(A) \\
& \text { 奴 } \perp \text { ) := } 1 \\
& \mathfrak{b}\left(?^{i} A\right)=\mathrm{b}\left(!^{i} A\right) \quad:=\quad \natural(A)
\end{aligned}
$$

and extend to structures by

$$
\mathfrak{h}((\Gamma, \Delta)):=দ(\Gamma)+\mathfrak{h}(\Delta)
$$

We need this counter for the following technical lemmas, which are easily proven by straightforward induction.

Lemma 3.2. For any $\operatorname{acLL}_{\Sigma}$ formula $C$, we have $\bigsqcup(\widehat{C})=0$ and $\bigsqcup\left(\widehat{C}^{\perp}\right)=1$.
Corollary 3.1. A formula cannot be both of the form $\widehat{A}$ and $\widehat{B}^{\perp}$.
Lemma 3.3. Let $\Rightarrow \Gamma$ be a provable sequent with $n$ formulae where every formula is of the form $\widehat{C}$ or $\widehat{C}^{\perp}$. Then $\sum_{A \in \Gamma} দ(A)=n-1$.
Definition 6. We say that a sequent with exactly one formula of the form $\widehat{C}$ and the rest of the form $\widehat{C}^{\perp}$ is intuitionistically polarizable. We call the formula of the form $\widehat{C}$ the positive formula.

Lemma 3.4 (Intuitionistic Polarization). If a sequent with all formulae are of the form $\widehat{C}$ or $\widehat{C}^{\perp}$ is provable, then exactly one of the formulae is of the form $\widehat{C}$, i.e. it is intuitionistically polarizable.

Proof. Let $n$ be the number of formulae in $\Gamma$. Since by previous lemmas $\bigsqcup(\widehat{C})=0, ~ \vdash\left(\widehat{C}^{\perp}\right)=1$, and $\sum_{A \in \Gamma} \natural(A)=n-1$, there are exactly $n-1$ formulae of the form $\widehat{C}^{\perp}$.

Remark 3.1. Note that any intuitionistically polarizable sequent is structurally equivalent to a unique sequent of the form $\left(\widehat{\Gamma}^{\perp}, \widehat{C}\right)$.

We now sketch the proof of completeness. The full proof can be found in [8].
Lemma 3.5 (Completeness). Let $\Sigma$ be a subexponential signature where all labels $i$ have $f(i) \subseteq\{\mathrm{C}, \mathrm{W}, \mathrm{E}\}$ and let $\Gamma \Rightarrow A$ be an acLL $\Sigma_{\Sigma}$ sequent. If $\Rightarrow\left(\widehat{\Gamma}^{\perp}, \widehat{A}\right)$ is provable in $\operatorname{CacLL}_{\Sigma}$, then $\Gamma \Rightarrow A$ is provable in $a c L L_{\Sigma}$.

Proof. We prove the theorem by induction on the length of $\operatorname{CacLL}_{\Sigma}$ proofs. If the first nonstructural rule is $(\otimes)$, we must consider the following subcases.

$$
\begin{aligned}
& \begin{array}{l}
\Rightarrow\left(\widehat{\Gamma}^{\perp}, \widehat{A}\right) \Rightarrow\left(\widehat{\Delta}^{\perp}, \widehat{B}\right) \\
\Rightarrow\left(\left(\widehat{\Delta}^{\perp}, \widehat{\Gamma}^{\perp}\right), \widehat{A} \otimes \widehat{B}\right) \\
\Rightarrow\left(\left(\widehat{\Delta}^{\perp}, \widehat{\Gamma}^{\perp}\right), \widehat{A} \otimes \widehat{B}\right)
\end{array} \quad \leadsto \quad \frac{\Gamma \Rightarrow A \quad \Delta \Rightarrow B}{\Gamma, \Delta \Rightarrow A \otimes B} \otimes R \quad \text {, } \\
& \Rightarrow\left(\widehat{\Gamma}^{\perp}\left\{\widehat{B}^{\perp}\right\}, \widehat{C}\right) \sim \\
& \Rightarrow\left(\widehat{\Delta}^{\perp}, \widehat{A}\right) \Rightarrow\left(\begin{array}{|c|}
\left(\widehat{\Gamma}^{\perp}\{*\}, \widehat{C}\right), \widehat{B}^{\perp}
\end{array}\right) \otimes \\
& \left.\xlongequal\left[\Rightarrow\left(\left(\widehat{\Gamma}^{\perp}\{*\}, \widehat{C}\right), \widehat{\Delta}^{\perp}\right), \widehat{A} \otimes \widehat{B}^{\perp}\right)\right]{\Rightarrow\left(\widehat{\Gamma}^{\perp}\left\{\widehat{\Delta}^{\perp}, \widehat{A} \otimes \widehat{B}^{\perp}\right\}, \widehat{C}\right)} \sim \quad \leadsto \quad \frac{\Delta \Rightarrow A \quad \Gamma\{B\} \Rightarrow C}{\Gamma\{B \leftarrow A, \Delta\} \Rightarrow C} \leftarrow L \\
& \Rightarrow\left(\widehat{\Gamma}^{\perp}\left\{\widehat{B}^{\perp}\right\}, \widehat{C}\right) \sim \\
& \Rightarrow\left(\overline{\left(\widehat{\Gamma}^{\perp}\{*\}, \widehat{C}\right),}, \widehat{B}^{\perp}\right) \Rightarrow\left(\widehat{\Delta}^{\perp}, \widehat{A}\right), ~ \otimes \\
& \xlongequal[\Rightarrow\left(\left(\widehat{\Delta}^{\perp},\left(\widehat{\Gamma}^{\perp}\{*\}, \widehat{C}\right)\right), \widehat{B}^{\perp} \otimes \widehat{A}\right)]{\Rightarrow\left(\widehat{\Gamma}^{\perp}\left\{\widehat{B}^{\perp} \otimes \widehat{A}, \widehat{\Delta}^{\perp}\right\}, \widehat{C}\right)} \sim \quad \leadsto \quad \frac{\Delta \Rightarrow A \quad \Gamma\{B\} \Rightarrow C}{\Gamma\{\Delta, A \rightarrow B\} \Rightarrow C} \leftarrow L
\end{aligned}
$$

There are two remaining ways that $\otimes$ can appear in the translation of a sequent and be principal.

$$
\begin{aligned}
& \frac{\Rightarrow\left(\left(\left(\widehat{\Gamma}^{\perp}\{*\}, \widehat{C}\right), \widehat{\Delta}^{\perp}\right), \widehat{B}^{\perp} \otimes \widehat{A}\right)}{\Rightarrow\left(\widehat{\Gamma}^{\perp}\left\{\widehat{\Delta}^{\perp}, \widehat{B}^{\perp} \otimes \widehat{A}\right\}, \widehat{C}\right)} \sim \quad \begin{array}{l}
\Rightarrow\left(\left(\widehat{\Delta}^{\perp},\left(\widehat{\Gamma}^{\perp}\{*\}, \widehat{C}\right)\right), \widehat{A} \otimes \widehat{B}^{\perp}\right) \\
\Rightarrow\left(\widehat{\Gamma}^{\perp}\left\{\widehat{A} \otimes \widehat{B}^{\perp}, \widehat{\Delta}^{\perp}\right\}, \widehat{C}\right)
\end{array}
\end{aligned}
$$

However, the premises are not intuitionistically polarizable, and therefore cannot be provable; in other words, these cases are impossible.

Most interestingly we have subexponentially licensed structural rules. The positive formula in the sequent cannot be of the form $?^{i} A$, and is thus not part of the active substructure of any subexponential structural rules. Hence, by the independent substructure lemma, we can make the following transformations, where $\widetilde{\Gamma\{*\}}^{r}$ indicates reversing $\Gamma\{*\}$, designating, and reversing back.

$$
\begin{aligned}
& \Rightarrow \overline{\left(\bar{\Gamma}^{\perp}\left\{q^{c} \widehat{\Delta}^{ \pm}\right\}\left\{q^{c} \widehat{\Delta}^{ \pm}\right\}\{*\}, \widehat{C}\right)} \sim
\end{aligned}
$$

We finish this section with two observations regarding some of our choices on rules and notation. First, it should be clear now the necessity of the top level structural rules in the system CNL. Since we expect completeness over the intuitionistic system, translations of provable sequents should themselves be provable. For example, $A \rightarrow B \Rightarrow A \rightarrow B$ translates corresponds to the one sided sequent $\Rightarrow\left(B^{\perp} \otimes\right.$ $\left.A, A^{\perp} \gamma B\right)$, whose proof requires top level exchange.

$$
\begin{gathered}
\frac{\Rightarrow\left(A^{\perp}, A\right)}{} \text { init } \overline{\Rightarrow\left(\left(A^{\perp}, B\right), B^{\perp} \otimes A\right)} \\
\frac{\overrightarrow{\Rightarrow\left(B^{\perp} \otimes A,\left(A^{\perp}, B\right)\right)}}{\Rightarrow\left(B^{\perp} \otimes A, A^{\perp} \otimes B\right)}
\end{gathered} \text { init }^{\Rightarrow} \otimes
$$

In non-associative systems, currying requires application of associativity. Loosely, the deduction theorem is a top level currying, and this is captured by the admission of top level associativity in the classical system. We see this behavior in the proof of the translation of $B \Rightarrow(A \rightarrow A \otimes B)$, i.e. $\Rightarrow\left(B^{\perp}, A^{\perp} \gamma(A \otimes B)\right)$. This cannot be proven without top level associativity.

$$
\begin{gathered}
\frac{\Rightarrow\left(B^{\perp}, B\right)}{} \text { init } \overline{\Rightarrow\left(\left(B^{\perp}, A\right)\right.} \text { init } \\
\frac{\left.\Rightarrow\left(B^{\perp}\right), A \otimes B\right)}{\Rightarrow\left(B^{\perp},\left(A^{\perp}, A \otimes B\right)\right)} \mathrm{A} 2 \\
\Rightarrow\left(B^{\perp}, A^{\perp} \gamma(A \otimes B)\right)
\end{gathered}
$$

Finally, we would like to note that in our classical system we follow the right-handed presentation $\Rightarrow \Gamma$, which is traditional in logic. It is also possible to consider the dual, left-handed presentation $\Gamma^{\perp} \Rightarrow$,
as in Buszkowski [9], which is perhaps closer to the notation in type-logical, formal linguistics. An intuitionistic sequent $\Gamma \Rightarrow A$ would be translated into the left-handed classical system as $\left(A^{\perp}, \Gamma\right) \Rightarrow$. This translation is also conservative.

### 3.1 Incompleteness with Associativity

Our completeness excludes subexponentials licensing associativity. To see why, consider the formula

$$
\left((a \otimes b) \otimes!^{a} c\right) \rightarrow\left(a \otimes\left(b \otimes!^{a} c\right)\right)
$$

which encodes the converse to the rule (A2) of acLL ${ }_{\Sigma}$. An exhaustive search finds that there is no cut-free proof of this in $\operatorname{acL} L_{\Sigma}$, but its translation has the following proof in $\mathrm{CacLL}_{\Sigma}$.

### 3.2 Extending $\operatorname{acLL}_{\Sigma}$

We can recapture associativity by adding in more rules to the 'intuitionistic' system $\operatorname{acLL} L_{\Sigma}$. While $\mathrm{acLL}_{\Sigma}$ has two subexponential labels for associativity and two subexponential rules for associativity, we consider an expanded system, still with two labels for associativity, but with six rules.
Definition 7. Let $\mathrm{acLL}_{\Sigma}^{+}$be the logic containing all the rules of $\mathrm{acLL}_{\Sigma}$ except ( A 1 ) and ( A 2 ) with the addition of the following six subexponential associativity rules.

$$
\begin{array}{lll}
\frac{\Gamma\left\{\left(\left(!^{a 1} \Delta_{1}, \Delta_{2}\right), \Delta_{3}\right)\right\} \Rightarrow G}{\Gamma\left\{\left(!^{a 1} \Delta_{1},\left(\Delta_{2}, \Delta_{3}\right)\right)\right\} \Rightarrow G} \mathrm{~A} 1 \mathrm{~L} & \frac{\Gamma\left\{\left(\Delta_{1},\left(!^{a 1} \Delta_{2}, \Delta_{3}\right)\right)\right\} \Rightarrow G}{\Gamma\left\{\left(\left(\Delta_{1},!^{a 1} \Delta_{2}\right), \Delta_{3}\right)\right\} \Rightarrow G} \mathrm{~A} 1 \mathrm{M} & \frac{\Gamma\left\{\left(\left(\Delta_{1}, \Delta_{2}\right),!^{a 1} \Delta_{3}\right)\right\} \Rightarrow G}{\Gamma\left\{\left(\Delta_{1},\left(\Delta_{2},!^{a 1} \Delta_{3}\right)\right)\right\} \Rightarrow G} \text { A1R } \\
\frac{\Gamma\left\{\left(!^{a 2} \Delta_{1},\left(\Delta_{2}, \Delta_{3}\right)\right)\right\} \Rightarrow G}{\Gamma\left\{\left(\left(!^{a 2} \Delta_{1}, \Delta_{2}\right), \Delta_{3}\right)\right\} \Rightarrow G} \text { A2L } & \frac{\Gamma\left\{\left(\left(\Delta_{1},!^{!2} \Delta_{2}\right), \Delta_{3}\right)\right\} \Rightarrow G}{\Gamma\left\{\left(\Delta_{1},\left(!^{a 2} \Delta_{2}, \Delta_{3}\right)\right)\right\} \Rightarrow G} \text { A2M } & \frac{\Gamma\left\{\left(\Delta_{1},\left(\Delta_{2},!^{a 2} \Delta_{3}\right)\right)\right\} \Rightarrow G}{\Gamma\left\{\left(\left(\Delta_{1}, \Delta_{2}\right),!^{a 2} \Delta_{3}\right)\right\} \Rightarrow G} \text { A2R }
\end{array}
$$

Note that the rules (A1L) and (A2R) of $\operatorname{acLL}_{\Sigma}^{+}$are exactly the rules (A1) and (A2) of $a c L L_{\Sigma}$, respectively, so $\mathrm{acLL}_{\Sigma}^{+}$is a stronger system.

The proof of the next theorem is exactly as in the previous completeness theorem, with the addition of a case for the rules (A1) and (A2), and it is shown in [8].
Theorem 3.2 (Completeness with Associativity). Let $\Gamma \Rightarrow A$ be an $\mathrm{acLL}_{\Sigma}^{+}$sequent (whose signature may include A 1 and A 2$)$. If $\Rightarrow\left(\widehat{\Gamma}^{\perp}, \widehat{A}\right)$ is provable in $\mathrm{CacLL}_{\Sigma}$, then $\Gamma \Rightarrow A$ is provable in $\mathrm{acLL}_{\Sigma}^{+}$.

### 3.3 Incompleteness with Additive Constants

If we extend $\operatorname{acLL}_{\Sigma}$ with the 0 constant, governed by the following rule, we lose completeness.

$$
\overline{\Gamma\{0\} \Rightarrow C} 0 L
$$

Adapting a counterexample of [20], who themselves adapt a counterexample of [31], we consider the following sequent.

$$
!^{a}((r \leftarrow(0 \rightarrow q)) \leftarrow p),(s \leftarrow p) \rightarrow 0 \Rightarrow r
$$

By exhaustive proof search, we find that this is not provable in the extended intuitionistic system. However, the translation, with $\widehat{0}: \equiv 0$, has the following proof in CacLLs.

## 4 Conclusion and future work

Regarding proof theoretic aspects of $\mathrm{CacLL}_{\Sigma}$, the circularity of both the structural rules over structures and subexponentials may cause meaningless steps in derivations. The focusing discipline [3] is determined by the alternation of focused and unfocused phases in the proof construction. In the unfocused phase, inference rules can be applied eagerly and no backtracking is necessary; in the focused phase, on the other hand, either context restrictions apply, or choices within inference rules can lead to failures for which one may need to backtrack. These phases are totally determined by the polarities of formulae: provability is preserved when applying right/left rules for negative/positive formulae respectively, but not necessarily in other cases.

In the near future, we plan to propose a focused system for CacLL $\Sigma$. We start by observing that, since derivations will be considered modulo designator, the (circular) structural rules in Figure 1 can be dropped. The only other point of circularity comes from the subexponential structural rules. For the remaining linear logic connectives, polarization and focusing is well understood. Weakening can be absorbed into the rules and it seems possible to restrict contraction to "neutral" structures such as proposed in [16], meaning that it can be applied only before focusing on a formula. The only point of atention would be associativity, and this is under investigation at the moment.

Also, our subexponential extension of the Lambek non-associative calculus NL [23] makes it possible to use local associativity, controlled by appropriate subexponentials, instead of the global associativity. The usefulness of this more fine-grained control of associativity is best seen in the linguistic examples considered in [7] that involve both non-associativity and associativity, such as, "The superhero whom Hawkeye killed was incredible".

A dual approach to combining associative and non-associative features is the (associative) Lambek calculus with brackets, developed by Morrill [27, 28] and Moortgat [26]. In that approach the underlying system is associative and bracket modalities control local non-associativity. In the setting without subexponentials, Kurtonina [21] showed that the Lambek non-associative calculus NL [23] can be conservatively embedded in the calculus with brackets, which is a conservative extension of the Lambek associative calculus L [22] by construction. In the presence of subexponentials, the exact relationship between the two approaches remains to be investigated.

We end with some discussion about complexity. Even when enriched by subexponentials, classical non-associative non-commutative linear logic remains conservative over intuitionistic non-associative non-commutative linear logic, for certain choices of rules or fragments of the language.

Conservativity allows one to port the undecidability result of [7] which adapts a result of Chvalovský [11]. This in particular would give undecidability of $\mathrm{CacLL}_{\Sigma}$ in full generality.

However, since strictly more is expressible in $\mathrm{CacLL}_{\Sigma}$ than $\mathrm{acLL}_{\Sigma}$, decidability results, as in Buszkowski's work [9], would be stronger and would have implications in the reverse direction.

Further, Buszkowski [9] also shows that classical non-associative non-commutative multiplicative linear logic generates context-free grammars as a categorial grammar. From the intuitionistic direction, subexponentials are useful tools for modeling certain linguistic phenomena, including specifically associative subexponentials in non-associative systems [7]. There is much left to explore regarding the application of subexponentials to linguistic analysis in classical systems.
Acknowledgment. We would like to thank Dale Miller for his suggestion that we investigate the classical version of our calculus in [7], which motivated the present work.

## References

[1] V. Michele Abrusci. A comparison between Lambek syntactic calculus and intuitionistic linear logic. Zeitschr. math. Logik Grundl. Math. (Math. Logic Q.), 36:11-15, 1990.
[2] Kazimierz Ajdukiewicz. Die syntaktische Konnexität. Studia Philosophica, 1:1-27, 1935.
[3] Jean-Marc Andreoli. Logic programming with focusing proofs in linear logic. J. Log. Comput., 2(3):297347, 1992. doi:10.1093/logcom/2.3.297
[4] Jeremy Avigad and Solomon Feferman. Gödel's functional ("Dialectica") interpretation. In Sam Buss, editor, Handbook of Proof Theory, pages 337-405. Elsevier, 1998.
[5] Yehoshua Bar-Hillel. A quasi-arithmetical notation for syntactic description. Language, 29:47-58, 1953.
[6] Nuel Belnap. Display logic. J. Philos. Log., 11(4):375-417, 1982. doi:10.1007/BF00284976
[7] Eben Blaisdell, Max Kanovich, Stepan L. Kuznetsov, Elaine Pimentel, and Andre Scedrov. Non-associative, non-commutative multi-modal linear logic. In Jasmin Blanchette, Laura Kovács, and Dirk Pattinson, editors, Automated Reasoning - 11th International Joint Conference, IJCAR 2022, Haifa, Israel, August 8-10, 2022, Proceedings, volume 13385 of Lecture Notes in Computer Science, pages 449-467. Springer, 2022. doi: 10.1007/978-3-031-10769-6_27.
[8] Eben Blaisdell, Max Kanovich, Stepan L. Kuznetsov, Elaine Pimentel, and Andre Scedrov. Explorations in subexponential non-associative non-commutative linear logic (extended version), 2023. arXiv:2307.03059
[9] Wojciech Buszkowski. On classical nonassociative Lambek calculus. In Maxime Amblard, Philippe de Groote, Sylvain Pogodalla, and Christian Retoré, editors, Logical Aspects of Computational Linguistics. Celebrating 20 Years of LACL (1996-2016) - 9th International Conference, LACL 2016, Nancy, France, December 5-7, 2016, Proceedings, volume 10054 of Lecture Notes in Computer Science, pages 68-84, 2016. doi:10.1007/978-3-662-53826-5_5
[10] Kaustuv Chaudhuri. Classical and intuitionistic subexponential logics are equally expressive. In Anuj Dawar and Helmut Veith, editors, Computer Science Logic, 24th International Workshop, CSL 2010, 19th Annual Conference of the EACSL, Brno, Czech Republic, August 23-27, 2010. Proceedings, volume 6247 of Lecture Notes in Computer Science, pages 185-199. Springer, 2010. doi:10.1007/978-3-642-15205-4_17.
[11] Karel Chvalovský. Undecidability of consequence relation in full non-associative Lambek calculus. J. Symb. Logic, 80(2):567-586, 2015.
[12] Ranald Clouston, Jeremy E. Dawson, Rajeev Goré, and Alwen Tiu. Annotation-free sequent calculi for full intuitionistic linear logic. In Simona Ronchi Della Rocca, editor, Computer Science Logic 2013 (CSL 2013), CSL 2013, September 2-5, 2013, Torino, Italy, volume 23 of LIPIcs, pages 197-214. Schloss Dagstuhl -Leibniz-Zentrum für Informatik, 2013. doi:10.4230/LIPIcs.CSL.2013.197.
[13] Vincent Danos, Jean-Baptiste Joinet, and Harold Schellinx. The structure of exponentials: Uncovering the dynamics of linear logic proofs. In Georg Gottlob, Alexander Leitsch, and Daniele Mundici, editors, Kurt Gödel Colloquium, volume 713 of $L N C S$, pages 159-171. Springer, 1993.
[14] Philippe de Groote and François Lamarche. Classical non-associative Lambek calculus. Stud Logica, 71(3):355-388, 2002. doi:10.1023/A: 1020520915016
[15] Gilda Ferreira and Paulo Oliva. On various negative translations. In Steffen van Bakel, Stefano Berardi, and Ulrich Berger, editors, Proceedings Third International Workshop on Classical Logic and Computation, CLEGC 2010, Brno, Czech Republic, 21-22 August 2010, volume 47 of EPTCS, pages 21-33, 2010. doi:10.4204/EPTCS.47.4.
[16] Alexander Gheorghiu and Sonia Marin. Focused proof-search in the logic of bunched implications. In Stefan Kiefer and Christine Tasson, editors, Foundations of Software Science and Computation Structures - 24th International Conference, FOSSACS 2021, Held as Part of the European Joint Conferences on Theory and Practice of Software, ETAPS 2021, Luxembourg City, Luxembourg, March 27 - April 1, 2021, Proceedings, volume 12650 of Lecture Notes in Computer Science, pages 247-267. Springer, 2021. doi: 10.1007/978-3-030-71995-1_13
[17] Jean-Yves Girard. Linear logic. Theoret. Comput. Sci., 50:1-102, 1987. doi: 10.1016/0304-3975(87)90045-4.
[18] Max I. Kanovich, Stepan L. Kuznetsov, Glyn Morrill, and Andre Scedrov. A polynomial-time algorithm for the Lambek calculus with brackets of bounded order. In Dale Miller, editor, 2nd International Conference on Formal Structures for Computation and Deduction, FSCD 2017, September 3-9, 2017, Oxford, UK, volume 84 of LIPIcs, pages 22:1-22:17. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2017. doi:10.4230/LIPIcs.FSCD.2017.22
[19] Max I. Kanovich, Stepan L. Kuznetsov, Vivek Nigam, and Andre Scedrov. A logical framework with commutative and non-commutative subexponentials. In Didier Galmiche, Stephan Schulz, and Roberto Sebastiani, editors, Automated Reasoning - 9th International Joint Conference, IJCAR 2018, Held as Part of the Federated Logic Conference, FloC 2018, Oxford, UK, July 14-17, 2018, Proceedings, volume 10900 of Lecture Notes in Computer Science, pages 228-245. Springer, 2018. doi:10.1007/978-3-319-94205-6_16
[20] Max I. Kanovich, Stepan L. Kuznetsov, Vivek Nigam, and Andre Scedrov. Subexponentials in non-commutative linear logic. Math. Struct. Comput. Sci., 29(8):1217-1249, 2019. doi:10.1017/S0960129518000117
[21] Natasha Kurtonina. Frames and labels. A modal analysis of categorial inference. PhD thesis, Universiteit Utrecht, ILLC, 1995.
[22] Joachim Lambek. The mathematics of sentence structure. American Mathematical Monthly, 65(3):154-170, 1958.
[23] Joachim Lambek. On the calculus of syntactic types. In R. Jakobson, editor, Structure of Language and Its Mathematical Aspects, pages 166-178. American Mathematical Society, 1961.
[24] Olivier Laurent. Around classical and intuitionistic linear logics. In Anuj Dawar and Erich Grädel, editors, Proceedings of the 33rd Annual ACM/IEEE Symposium on Logic in Computer Science, LICS 2018, Oxford, UK, July 09-12, 2018, pages 629-638. ACM, 2018. doi:10.1145/3209108.3209132
[25] Björn Lellmann, Carlos Olarte, and Elaine Pimentel. A uniform framework for substructural logics with modalities. In $L P A R-21$, pages 435-455, 2017.
[26] Michael Moortgat. Multimodal linguistic inference. Journal of Logic, Language and Information, 5(3-4):349-385, 1996.
[27] Glyn Morrill. Categorial formalisation of relativisation: Pied piping, islands, and extraction sites. Technical Report Technical Report LSI-92-23-R, Universitat Politècnica de Catalunya, 1992.
[28] Glyn Morrill. Parsing/theorem-proving for logical grammar CatLog3. J. Log. Lang. Inf., 28(2):183-216, 2019. doi:10.1007/s10849-018-09277-w.
[29] Vivek Nigam and Dale Miller. A framework for proof systems. J. of Automated Reasoning, 45(2):157-188, 2010. doi:10.1007/s10817-010-9182-1
[30] Mati Pentus. Free monoid completeness of the Lambek calculus allowing empty premises. In Lecture Notes in Logic, editor, Proc. Logic Colloquium '96, volume 12, pages 171-209, 1998.
[31] Harold Schellinx. Some syntactical observations on linear logic. J. Log. Comput., 1(4):537-559, 1991. doi:10.1093/logcom/1.4.537.
[32] David N. Yetter. Quantales and (noncommutative) linear logic. J. Symb. Logic, 55(1):41-64, 1990.


[^0]:    *The work of Kuznetsov was supported within the framework of HSE University Basic Research Program and by the the Theoretical Physics and Mathematics Advancement Foundation "BASIS."
    ${ }^{\dagger}$ Pimentel has received funding from the European Union's Horizon 2020 research and innovation programme under the Marie Skłodowska-Curie grant agreement Number 101007627.

[^1]:    ${ }^{1}$ This requirement is needed for proving cut-admissibility of the correspondent sequent systems (see [13]).

[^2]:    ${ }^{2}$ Please refer to [7] for the rules of the sequent system $\operatorname{acLL} L_{\Sigma}$. In a nutshell, $\mathrm{acLL}_{\Sigma}$ is a two-sided version of $\mathrm{CacLL}_{\Sigma}$, with sequents containing structures as antecedent and a single formula in the succedent. Moreover, the connectives are restricted to: $\&, \oplus, \otimes, \rightarrow, \leftarrow, \mathrm{~T},!^{i}, 1$, where $\rightarrow, \leftarrow$ are the non-commutative linear implications.

