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Abstract 

Particulate suspensions are ubiquitous and diverse; pharmaceutical formulations, biological fluids, 

magma and foodstuffs are just few of numerous examples. In many cases, the flow behaviour 

(rheology) of the suspension is critical to its function. A key rheological property is viscosity; a 

measure of a substance’s resistance to flow. This work aims to understand molecular-level 

mechanisms responsible for determining flow behaviour in moderately dense suspensions; 35% 

particles by volume (i.e., volume fraction 0.35). The industrial application of interest to this thesis 

is catalysis; namely, the ‘washcoat’, a key component in the performance of catalytic converters. A 

typical washcoat formulation is an aqueous suspension, comprising a high surface-area support 

powder, an active catalyst material, together with organic additives and certain salts used to 

optimise properties of the washcoat; including its flow behaviour. Of these components, this work 

investigates ‘salt-specific effects’; i.e. the influence of differing salt-types. Investigation is 

conducted at molecular and macroscopic resolution via simulations and experiments, respectively. 

The research approach probes the constituents of a suspension: the aqueous phase, the particle-

aqueous phase interface, and particle interactions. Molecular dynamics simulations are employed 

as the foundation of this analysis, with experiments - rheology, nuclear magnetic resonance and 

dynamic light scattering - utilised alongside. A final set of rheology experiments is conducted on 

particulate suspensions of 35% volume fraction, in pure water and the aqueous salt solutions of 

interest. At all stages of analysis, results suggest that macroscopic behaviours are a cumulative 

manifestation of phenomena at molecular resolution. However, such phenomena are varied; the 

challenge lies in identifying which mechanisms are relevant to the behaviour of interest, how they 

work together, and how they manifest cumulatively. Towards a mesoscale rheology model for 

aqueous particulate suspensions, results are discussed in terms of input for such a model, which 

would predict rheology as a function of particle loading, ionic strength and possibly other factors, 

in future work. 
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Impact statement 

Interfaces between aqueous salt solutions and crystalline substrates are encountered in a variety 

of engineered, and natural, systems. Examples include geological formations1, 2, particularly those 

utilised for oil and natural gas extraction, battery technologies3, 4, 5, crystal nucleation6, 7, 8, 

functional materials synthesis9, 10 and biomineral structures11, 12. The work of this thesis focuses on 

surface interactions of gamma-alumina, and aqueous salt solutions. Together, these components 

comprise the backbone of ‘washcoat’ formulations, used in the production of catalytic converters. 

In reference to its particle loading, the washcoat can be described as a moderately dense particulate 

suspension, and manageability of its flow behaviour is a key contributor to performance of the final 

product; as with the many industrial uses for suspensions of this description, whose flow behaviour 

is subject to much research. Understanding and manipulating such systems remains challenging, 

despite their varied and important applications. The hypothesis put forward is that molecular 

phenomena - of the aqueous phase, the alumina - aqueous phase interface and between 

approaching particle surfaces - are cumulatively responsible for the macroscopic rheological 

behaviour of such systems. The salt-types considered in aqueous solution are observed to have 

differing influences on macroscopic behaviour. These differences too, are attributed to a 

cumulative outcome of their differing interaction behaviours, mostly water-centric, that are 

observable at molecular resolution. To test the hypothesis, a synergistic simulation-experimental 

approach is implemented. Computational work comprises all-atom molecular dynamics simulation, 

at both equilibrium and non-equilibrium conditions. The experiments include nuclear magnetic 

resonance (NMR), rheology, and dynamic light scattering (DLS). The salts considered range from 

those widely studied, such as monovalent sodium chloride, to complex divalent salts such as barium 

acetate and barium nitrate. Salt-specific effects have been a longstanding area of research. In 

aqueous solution, ions are often discussed in the framework of their ‘neutral’, ‘structure-making’ 

or ‘structure-breaking’ influences on the structural arrangement and mobility of neighbouring 

water molecules. All these influences are sampled and investigated by the cation-anion 

combinations considered herein. 

Within this context of research themes, new results include: (a) quantifying salt-specific effects on 

viscosity and mobility of aqueous salt solutions; (b) a new equation for viscosity prediction (c) 

characterizing interfacial structure and dynamics of pure water and aqueous salt solutions at 

predominantly exposed surfaces of gamma-alumina; (d) quantifying gamma-alumina surface 

interactions, nanoparticle agglomeration and salt-specific trends, and (e) quantifying salt-specific 

effects on the viscosity of moderately dense particulate suspensions of gamma-alumina. A 

discussion is included on possible implementation of results in larger-scale computational 

modelling for direct prediction of particulate suspension rheology. At the time of writing, this 

research is being undertaken by a PhD student funded by the current industrial sponsor (Johnson 

Matthey Plc.) as a continuation of the work presented in this thesis. A further PhD studentship 

funded by the current industrial sponsor will commence shortly, building on the work conducted 

in this thesis using molecular dynamics (MD) simulations. 
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Chapter 1. Introduction: overview and context 

 

Particulate suspensions are ubiquitous; pharmaceutical formulations, biological fluids, magma and 

foodstuffs are just some diverse examples that come to mind. In many cases, their rheological 

behaviour, including viscosity, is integral to their design purpose. An ability to understand, thereby 

predict and control, the viscosity of such substances would therefore have wide-reaching practical 

applications.  

One potential solution would be a computational model, capable of correctly relating the 

mechanisms responsible for determining a suspension’s viscous behaviour. For this purpose, 

identifying and understanding these mechanisms and their interactions, followed by correct 

parameterization, is required. 

This project aims to make steps towards the development of such an approach. The application of 

interest is the catalytic converter washcoat; an aqueous particulate suspension, to be studied 

through the combined results of simulations and experiments, starting from simulations at 

molecular resolution. 

Catalytic converters (Figure 1.1) - commonly utilised in automotive, but also in non-automotive 

(industrial) settings - provide emissions control via surface oxidation/reduction reactions.  

To maximise the surface area on which catalysis can occur, a thin washcoat layer (30–50 μm)13 is 

applied to the internal walls of the monolith catalyst support. The washcoat is an aqueous 

particulate suspension, with high internal porosity, comprising a high surface-area support powder 

(typically gamma (ɣ)-alumina) as the particulate phase. The surface areas of commercially available 

ɣ-alumina types vary, but the approximate range is 80 to 300 m2/g16 - 19. Present in the aqueous 

phase are organic additives, structural stabilisers, chemical promoters and certain salts, used to 

optimise parameters such as pH, conductivity and rheology. The catalytic (typically platinum group) 

Figure 1.1. schematic: the washcoat, within the catalytic converter of an automobile. Sequentially enlarged views. 

A) the location of the catalytic converter within an automobile13. B) catalytic converter, showing typical 

compositions of input and output gas streams14. C) channel structure within the converter and coating (the 

washcoat, green) of the internal surfaces13. D) close-up of the washcoat surface15. 
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Equation 1. Newtonian law of viscosity, where: 

μ = viscosity τ = shear stress �̇� = shear rate 

metals are present at only 1–2 mass %13, but deposited in highly disperse form over the washcoat 

surface. 

Proper management of washcoat rheological properties is paramount during the washcoat 

application process, determining the coating quality (coating thickness, adhesion to the monolith 

substrate) and the resulting catalytic performance20.   

Before moving on, it is worth briefly clarifying the distinction between rheology and viscosity. 

Rheology is the study of flow; of materials, under the influence of applied forces. Specifically of 

interest are the material properties that determine flow behaviour; the relation between the forces 

applied to a material (external action) and the resulting internal action (change of internal structure 

of the material)21. Viscosity - the most commonly sought after rheological quantity22 - is an 

experimentally obtainable measure of a material’s resistance to flow. Viscosity manifests as a 

proportionality coefficient between a material’s shear stress (force per unit area, in the direction 

of flow) and the rate of shear. This relation is shown in Equation 123. Note that the exact definition 

of the shear rate will depend on the geometry in which the fluid sample is confined during shear. 

Further detail and schematics, for the geometries considered in subsequent thesis chapters, are 

provided in Appendix A (page 142). 

𝜏 =  𝜇(�̇�) 

A number of rheological behaviours exist. For materials with invariant viscosity (not affected by 

shear rate), the behaviour is described as ‘Newtonian’. The main ‘non-Newtonian’ behaviours 

comprise shear-thickening and shear-thinning, whereby viscosity increases and decreases, 

respectively, with increasing shear rate. Other varieties of non-Newtonian behaviour also exist. The 

variety and complexities of non-linear dependencies between applied forces and resulting 

deformation result in rheology being dominated by the measurement and interpretation of non-

Newtonian behaviours21. 

As a consequence of its particle volume fraction, the washcoat is a non-Newtonian, shear-thinning 

fluid; shear-thinning is required during washcoat application. Achieving low-viscosity formulations 

places limitations on particle loading, but good adhesion to the substrate is attained, while high-

viscosity formulations produce thicker washcoat layers (meaning fewer deposition stages), but 

adhesion is compromised20. A low viscosity suspension, but with particle volume fraction >40% (to 

maximise the surface area of the washcoat layer) would be desirable24, 25.  

The state of understanding on particulate suspension rheology was reviewed by Mueller et al. 

(2010)26.  Monodisperse particles of varying aspect ratio were considered, covering dilute to highly 

concentrated particle volume fractions in a strictly Newtonian suspending liquid, allowing an 

explanation of bulk rheological behaviour in terms of underlying hydrodynamics and particle 

motions. The microstructural explanation for the changes observed with increasing particle volume 

fraction (ϕ) was summarized in a schematic of five rheology regimes (reproduced in Figure 1.2).  
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Explanations of the observed changes for each regime are given below: 

• (a) At very low ϕ (<   ̴0.05), separation between suspended particles is such that 

interactions are negligible. Particles increase viscosity by causing extra work for the fluid to 

flow around them. Rheology is Newtonian and viscosity increases linearly with particle 

volume fraction (ϕ). 

• (b) At ϕ <   ̴0.25, particles are close enough to interact in hydrodynamic groups; small 

clusters that rotate together, introducing heterogeneity to the viscous behaviour. This 

enhances distortion of the flow lines, increasing viscosity. Rheology is still Newtonian, but 

the viscosity now shows a non-linear increase with particle volume fraction (ϕ). 

• (c) For ϕ >   ̴0.25, shear-thinning is observed. Minimum particle separation becomes small 

enough for local viscous heating to result from squeezing flow between approaching 

particles, lubricating particle passageways and leading to decreased viscosity at high strain 

rates.  

• (d) With further volume fraction increase, chains and networks of touching particles are 

formed. The networks can accommodate stress elastically until the yield stress is reached, 

past which network break-down and shear-thinning behaviour is observed. The magnitude 

of yield stress is likely to be a function of the inter-particle friction coefficients and particle 

size.   

• (e) At the highest particle volume fractions (ϕ >   ̴0.5) rather than complete breakdown of 

networks, particle-free shear planes develop that accommodate the bulk of the strain. Fluid 

in the shear planes is Newtonian, hence shear-thinning becomes less pronounced. 

Of interest to the current work are the rheology regimes c and d), and the associated particle 

volume fraction range; ϕ between 0.25 and 0.5. Note that, although Figure 1.2 depicts spherical 

particles, these microstructural processes also apply to suspensions of non-spherical particles. The 

main difference, for monodisperse suspensions of equivalent particle volume and volume fraction, 

Figure 1.2. Changes in 
particulate suspension 
rheology with increasing 
particle volume fraction 
from (a) to (e). The 
dominant rheology-
controlling 
microstructural 
processes are shown, 
with typical flow curves 
(shear rate vs. shear 
stress; x and y axes, 
respectively) for each 
regime.  
Figure reproduced from 

Mueller et al. (2010)26. 
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is that non-spherical morphologies occupy 

more volume as they rotate in-flow compared 

to spherical ones26. This means a 

comparatively lower typical minimum 

separation distance at a given ϕ and 

subsequently, lower maximum packing 

fractions achievable for suspensions of non-

spherical particles.  

The review of Mueller et al. explains 

particulate suspension rheology in physical, 

microstructural terms. From this it can be 

taken that the most influential 

microstructural change to occur with 

increasing particle volume fraction is the 

decrease in the minimum distance between 

nearest neighbour particles. Particle volume 

fraction, shape, interactions and spatial 

arrangement, together with the nature of the 

bulk flow field are important factors 

influencing particulate suspension 

rheology; in aqueous systems (such as the 

washcoat), non-hydrodynamic inter-

particle forces also become relevant. These are discussed by Jeffrey & Acrivos (1976)27, as part of 

their review of the theory that could be implemented to quantify, possibly eventually predict, the 

rheological properties (including viscosity) of particulate suspensions. Of relevance to the present 

project are the possible electroviscous effects from salts, of the types and concentrations that 

would be present in washcoat formulations. Figure 1.3 (reproduced from Jeffrey & Acrivos) is 

shown below, taken by the authors from an experimental study by Fryling (1963)28, to demonstrate 

substantial changes in viscosity attributed to electroviscous effects (viscous change resulting from 

the effects of salts on particle surface charge). 

The experimental data show the viscosity of a particulate system (50/50 butadiene-styrene 

copolymer latex) of fixed particle volume fraction (0.28), as a function of electrolyte content 

(aqueous potassium nitrate) and shear rate; increasing the electrolyte content of the gelled latex 

reduces the viscosity by up to three orders of magnitude. 

This result is also documented for protein formulations29, 30, for which the addition of salts is one 

of the effective strategies utilized for lowering formulation viscosity. Viscosity reduction in the 

presence of salts is conventionally attributed to break-up of the networks resulting from 

hydrophobic and electrostatic interactions. A charged particle in a salt solution will supposedly be 

surrounded by a screening ‘cloud’ of oppositely charged ions, creating an electrical double layer 

(EDL) of charge capable of storing energy in the manner of a capacitator. Interestingly, it has also 

been proposed that viscosity reduction in concentrated protein solutions (ϕ >   ̴0.25) is achieved 

by compression of the EDL that occurs with increasing ionic strength. This frees up space for particle 

motion (reduction of excluded volume) by reducing electrostatic repulsion from EDL overlap, 

thereby enhancing solution fluidity29.  

Figure 1.3. Brookfield viscosity of a copolymer latex as a 

function of electrolyte content and shear rate at 21.5°C. 
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Contrary to this proposal, for the system of α-alumina particles dispersed in water, Franks & Gan 

(2007)31 attribute stable, low viscosity suspensions to salts and additives that maximise inter-

particle repulsive forces. The possible impact in terms of excluded volume for concentrated 

suspensions is not discussed.  

Returning to the present project, the washcoat typically comprises gamma-alumina particles 

dispersed in an aqueous solution of salts and other additives. The efficacy of salts in viscosity 

reduction of concentrated suspensions may, in essence, be attributed to their disruption of 

molecular networks, with electroviscous and hydrodynamic volume effects of potentially 

secondary importance. What remains unexplained from the above discussion is the how and why 

behind observed viscosity changes being ion species specific. A theory able to identify and correlate 

the contributors to ion-specific mechanisms is still lacking, but is a prerequisite for any model 

attempting accurate viscosity prediction of aqueous particulate suspensions with salts in solution.  

How can the scale-up from particle-particle interactions to understanding, predicting and 

ultimately controlling the viscosity of a suspension be achieved? Broadly speaking, the flow 

behaviour of a substance is the combined product of three factors:32  

1. The substance’s inner (molecular) structure, i.e. the substance itself.  

2. External forces: shear rate or shear stress, together with their strength and duration. 

3. Ambient conditions; temperature and pressure.  

The scope of this project lies predominantly within the first of these factors. In the case of the 

washcoat, the flow behaviour can be attributed to an interplay of: the particle properties (particle 

size and interfacial forces), properties of the suspending medium (solvent, salt and additive types 

and concentrations), and the particle volume fraction. 

Properties of the aqueous and particulate phases are investigated here using classical molecular 

dynamics (MD) simulations, at atomistic resolution, and supporting experiments. Equilibrium and 

non-equilibrium MD simulations can be employed to assess the viscosity of pure fluids31, 32, friction 

at the solid-liquid interface35, 36, effective interactions between particles37, as well as the viscosity 

of complex fluids, such as ionic liquids38.  

With the incorporation of particles however, an atomistic approach to viscosity calculation quickly 

faces computational limitations. The objective of the present work is to provide parameters useful 

for simulations at the mesoscale. The latter, beyond the achievable scope of this project, is the 

domain of future work, investigating particulate suspension rheology with the incorporation of 

particle loading effects. For this purpose, investigations utilising computational fluid dynamics 

(CFD)39, 40, coupled with the discrete element method (DEM)41 - 43 will be incorporating the MD-

derived parameters for particle-particle interactions. Work using this methodology is, at the time 

of writing, being conducted by PhD student Carl Henrik Dahmén, under the supervision of Prof. 

Luca Mazzei at University College London, drawing from results presented in this thesis. The 

coupling of CFD with DEM accounts for the fluid and particles, respectively, as discrete phases, in 

simulating the flow behaviour of particulate suspensions44. This approach will be addressed in more 

detail in the final chapter of this thesis. For completeness, other computational approaches that 

were considered are reviewed briefly below. 

At the lower end of the mesoscale temporal and spatial domain, one of the first approaches is the 

dissipative particle dynamics (DPD) method. This method has been applied to model rheological 

behaviour; the rheology of nanoparticle suspensions in nanotube flow45 and changes to copolymer 
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solutions46 with increasing copolymer concentration, implementing a non-equilibrium approach to 

mimic imposed shear. DPD achieves resolution coarsening through grouping clusters of 

atoms/molecules together in ‘beads’ (e.g. one bead represents 10 water molecules), rather than 

individual representation of each atom. Hydrodynamic behaviour arises from simplified pairwise 

dissipative and random forces acting between the beads. DPD is computationally feasible for 

particles up to few tens of nm. However, washcoat particles are typically in the micron size range 

(typical ɣ-alumina particle size distribution: 1-30 μm), meaning that DPD would face computational 

limitations - calling for a further coarsened computational approach. 

Further up the scale, in the non-colloidal domain, the smoothed particle hydrodynamics (SPH) 

method could be employed. A relatively young entry within the family of CFD, SPH employs particle-

based, rather than conventional mesh-based, spatial discretization47. For cases that can be 

accurately reproduced using mesh-based approaches, this renders SPH less computationally 

efficient, i.e. higher computational cost. This, and other factors attached to its relative youth, 

means that SPH still faces challenges preventing its widespread use48, 49. Nonetheless, work on 

rheology has been accomplished using this approach. In a study of high particle volume fraction 

suspensions under shear50, it was found that the suspending medium in the narrow gaps between 

particles experiences local shear rates much larger than the averaged shear rate applied to the 

whole suspension. These localized zones of high-shear are responsible for the significant shear-

thinning behaviour of the overall suspension. For this study, the key to capturing the flow behaviour 

was the incorporation of short-ranged lubricating forces between the interacting particles. For the 

present project, such information can be obtained from atomistic MD simulations. 

Using ‘ingredients’ relevant to the application of interest - the washcoat - the work presented in 

this thesis aims to understand and quantify salt-specific effects; in aqueous solution and on particle 

interactions within these aqueous solutions, using MD simulations and supporting experiments. 

The outcomes are parameters for the continuation of this work, via computational modelling at the 

mesoscale, to predict viscosity as a function of particle loading, ionic strength and shear rate for 

the system of interest. This assumes the validity of an underlying premise; that ‘molecular-scale’ 

phenomena underpin macroscale observables. This is a premise that the thesis will investigate. The 

respective phases of work presented in Chapters 3-8, the body of this thesis, are depicted 

schematically in Figure 1.4.  

In Chapter 3, the salts of interest are introduced. The dynamic (viscosity, water self-diffusion) and 

structural properties of the aqueous salt solutions, as a function of salt type and concentration, are 

quantified. This is achieved using MD simulation, and experiments are conducted to validate the 

results for dynamic properties of the aqueous solutions, via viscosity measurements and NMR data 

for water self-diffusion. 

The work in Chapter 4 was conducted as an impromptu and independent follow-up investigation 

to the published results of Chapter 3**. A new predictive equation for the viscosity of aqueous salt 

solutions is found, with possible applicability to other solute/solvent systems. The molecular origin 

of viscosity change and its quantitative relation with macroscale properties are identified. All 

equation terms refer to values for physical phenomena, readily obtainable from MD simulations.  

**In the initially submitted thesis, this investigation was presented as ‘Unpublished results’ within Chapter 3, 

but subsequently made into a chapter of its own, following the suggestion of the examiners.  
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In Chapter 5, the focus shifts from aqueous phase to the particulate phase; namely characterizing 

the structure of water, and salt-specific effects, at the two predominantly exposed surfaces of ɣ-

alumina; crystallographic faces [110] and [100]. The work conducted is entirely computational. 

In Chapter 6, particle interactions are simulated in pure water and aqueous salt solutions. 

Interactions are considered as a function of surface separation distance, salt type in the aqueous 

phase and crystallographic surface. Extrapolated implications for particle agglomeration are 

considered. Indirect experimental validation is conducted via DLS measurements of particle 

agglomeration for dilute suspensions of ɣ-alumina particles, in pure water and the relevant 

aqueous salt solutions. 

In Chapter 7, rheology experiments are conducted with particulate suspensions of ɣ-alumina at 

moderately dense concentration; particle volume fraction of 0.35. The flow behaviour of the 

suspensions in aqueous phases of pure water and the salt solutions of interest are characterized 

and the extent of salt-specific effects is examined. The results of previous chapters, and their 

implications for flow behaviour, are considered in interpretation of the findings. 

Chapter 8 presents and discusses data - from the simulations and experiments of Chapters 3-7 - 

that can be used to inform the CFD-DEM simulations of follow-on work, computing viscosity as a 

function of particle loading and ionic strength. At the time of writing, data that have been utilised 

as CFD-DEM equation parameters include aqueous phase viscosities (obtained experimentally and 

via simulation in Chapter 3), and coulomb interaction energies between ɣ-alumina surfaces 

(obtained from MD simulations, Chapter 6). In Chapter 8, these parameters are presented in the 

context of the governing equations in CFD-DEM methodology, together with further thoughts on 

parameterization. Within this context, an overview of the thesis is presented in a concluding 

statement, together with an outlook and recommendations for future work, presented at the end 

of the chapter. 

 

Figure 1.4. Schematic, showing the work flow as planned at the start of the project (Chapters 3, and 5-8). 
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Chapter 2. Classical MD simulations: theory fundamentals 

 

2.1. Introduction 

Classical Molecular Dynamics (MD), utilized in the present work, is a computer simulation method 

enabling atomistic-resolution analysis of ‘many-body’ systems. During MD simulations, system 

evolution is determined by interactions and motions of the atoms and molecules comprising the 

system, and imposed conditions. The beginnings of the simulation methodology arose in the 1950s 

from the work of Berni J. Alder, collaborating with Tom E. Wainwright, describing phase transitions 

for a system of hard spheres51 - 53. Development of the method continued with Aneesur Rahman, 

simulating liquid argon using a Lennard-Jones potential for inter-molecular interactions in 196454. 

From the 1970s onward, application of the method spread from theoretical physics into other areas 

including materials science, biochemistry and biophysics, with the first findings from MD simulation 

of a protein published by McCammon in 197755.   

From initial positions and velocities of all the atoms in a system, the position of each atom as a 

function of time (trajectories) can be computed using Newton’s second law of motion relating 

force, mass, and acceleration (Equation 2.1): 

𝐅i = 𝑚𝑖
d2𝐫i
d𝑡2

 

Equation 2.1. Newton’s equation of motion, in which: 

F i = force acting upon the i-th atom at time t, due to interactions with other atoms 

m i = mass of the i-th atom 

r i (t ) = x i (t ), y i (t ), z i (t ) = position vector of the i-th atom. 

 
The force acting on the ‘i-th’ atom in three dimensions is the negative gradient of the potential 

energy (U), with respect to the atom’s position; obtained from partial derivation (∂) of the potential 

energy in the x, y and z directions (Equation 2.2). 

𝐅i(r1, … , r𝑁) = −∇i𝑈(r1, … , r𝑁) = −(
𝜕𝑈

𝜕𝑥𝑖
,
𝜕𝑈

𝜕𝑦𝑖
,
𝜕𝑈

𝜕𝑧𝑖
) 

Equation 2.2. Force is the spatial derivative of the potential energy. 

Following the calculation of potential energy, the velocity and positions of atoms are updated. The 

trajectories describing dynamic evolution of the system are defined by both position and velocity 

vectors. The simulation process is shown schematically in Figure 2.1.  
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MD simulations can used to investigate phenomena under equilibrium, as well as non-equilibrium, 

conditions. Equilibrium MD (EMD) simulations have been successfully applied to predict various 

thermodynamic57, 58 and structural properties59, and to observe the behavioural evolution of 

various systems, e.g. protein motions56, 60. Once equilibrium conditions are attained, values for the 

system properties of interest may still undergo fluctuations with time, but the fluctuations centre 

around a stable value. In non-equilibrium MD (NEMD) simulations, the system is driven away from 

thermodynamic equilibrium by an externally imposed energy perturbance. This energy can take 

various forms, including kinetic (e.g. imposition of Couette flow to investigate shear viscosity61, 62) 

or thermal (e.g. investigations of thermal conductivity61). It is under this imposed perturbance that 

the properties of interest ‘stabilise’ and are investigated, but, unlike equilibrium systems, constant 

energy input is required to maintain the ‘steady state’ of the system. 

Why MD simulations? MD simulations are a powerful investigation tool, due to a combination of 

factors. Within the system of interest, the position and motion of every atom at every point in time 

is captured, and comes to life with software able to visualise simulation output trajectories. This 

level of resolution and visualisation is challenging, at the least, to capture with experimental 

techniques. For an MD simulation, the conditions - some that would be experimentally inaccessible 

- are known, and can be precisely controlled. By comparing simulations under different conditions, 

the effects of a wide variety of molecular perturbations can be identified. These factors have led to 

a surge in published research conducted using MD simulations63; on their own, and in conjunction 

with other methods and experiments63. 

2.2. Force fields 

In an MD simulation, forces acting between atoms of the system, and the associated potential 

energies, are described by atomic ‘force fields’. A ‘force field’ comprises equations and associated 

Figure 2.1. schematic showing how an MD simulation is performed. This figure is adapted from Figure 2 

of Durrant & McCammon (2011)56, and the reference therein. 
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parameters. The equations express how the parameters are to combine and be related to one 

another in calculating the potential energy of the system.  

Development of a force field is based on experiments and/or quantum mechanical calculations, 

with the aim of reproducing certain molecular geometries, experimental properties or behaviours 

of interest, depending on the intended application of the force field. The result is an abundance of 

published force fields; OPLS64, 65, CHARMM66, 67, AMBER68, 69 and GROMOS70, 71 (all ‘Classical’ force 

fields) are widely-used for simulations of biomolecules. ‘Polarizable’ and ‘Reactive’ force fields also 

exist. A number of force fields exist for liquid water, commonly referred to as ‘water models’, with 

various water-molecule geometries and charge distributions across 3, 4 or 5 atomic sites, e.g. 

TIP3P72 and SPC/E73 (3-site models), TIP4P/200574 (4 sites), TIP5P75 (5 sites). 

The validity of simulation results depends on appropriate force field selection for the physical and 

chemical behaviour of the system being investigated. 

2.2.1. Classical force fields 

Force fields approximate the atomic forces that govern molecular movement, and the resulting 

potential energy contributions. For ‘classical’ force fields, used in the present work, the basic 

formulation for potential energy - ‘the potential’ - comprises interaction terms for bonded and non-

bonded atoms. Terms for the latter incorporate van der Waals forces and long-range electrostatic 

interactions, modelled using the Lennard-Jones potential76, 77 and Coulomb’s law78, 79, respectively. 

A representative formulation implemented by classical force fields is as below80, 81, in Equation 2.3: 

𝑈(𝑟1…𝑟𝑁) = ∑
1

2
𝑘𝑏

𝑏𝑜𝑛𝑑𝑠

(𝑟 − 𝑟0)
2

+ ∑
1

2
𝑘𝑎(휃 − 휃0)

2

𝑎𝑛𝑔𝑙𝑒𝑠

+ ∑
1

2
𝑘𝜙[1 + cos(𝑛𝜙 − 𝜙0)]

𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠

+ ∑
1

2
𝑘𝜓(𝜓 − 𝜓0)

2 + ∑ 4휀𝑖𝑗 [(
𝜎𝑖𝑗

𝑟𝑖𝑗
)

12

− (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

6

]
𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑
𝑎𝑡𝑜𝑚 𝑝𝑎𝑖𝑟𝑠 (𝑖,𝑗)

[𝒗𝒅𝑾]

𝑖𝑚𝑝𝑟𝑜𝑝𝑒𝑟 
𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠

+ ∑
𝑞𝑖𝑞𝑗

4𝜋휀0휀𝑟𝑟𝑖𝑗𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑
𝑎𝑡𝑜𝑚 𝑝𝑎𝑖𝑟𝑠 (𝑖,𝑗)

[𝑬𝒍𝒆𝒄𝒕𝒓𝒐𝒔𝒕𝒂𝒕𝒊𝒄]

 

Equation 2.3: representative formulation for the potential energy of a molecular system, as implemented in 

classical force fields. 
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The equation comprises six terms. The first four terms (bonds, angles, torsions and improper 

torsions) relate to intramolecular, covalently-bonded interactions, i.e. between the atoms within a 

molecule. The last two terms are applicable for non-bonded, intermolecular interactions.  

A break-down of each of the terms of Equation 2.3 is given below. 

Bond stretching term: 

∑
1

2
𝑘𝑏

𝑏𝑜𝑛𝑑𝑠

(𝑟 − 𝑟0)
2 

The bond stretching term yields the potential energy arising from a deviation in covalent bond 

length from an equilibrium value. Bond vibration is described using a harmonic oscillator model; 

two atoms connected by a spring obeying Hooke’s law, where the restoring force is proportional 

to displacement (either stretching or compression) from an equilibrium position. The potential 

energy stored in the deformation of the spring is given as82:  

𝑈(𝑥) =
1

2
𝑘(𝑥)2 

The bond stretching term takes the form of this equation. The variable 𝑥 is set equal to zero at the 

equilibrium position, and is positive for stretching, and negative for compression.  

In the bond stretching term, 𝑟0 denotes the reference (equilibrium) bond length value, i.e. when 

all other terms in the potential energy function are zero.  Deviation from the reference value during 

the simulation is the bond length 𝑟. The force constant of the bond is denoted by 𝑘𝑏 (units: 

energy/distance2) and controls the extent of bond-length oscillation; the higher the value, the more 

energy required to stretch or compress the chemical bond.  

In obtaining force field parameter values, reasonable values for the parameter 𝑟0 are obtainable 

from X-ray diffraction experiments, while spring force constants (𝑘𝑏) can estimated from infrared 

or Raman spectra. 

Angle stretching term: 

∑
1

2
𝑘𝑎(휃 − 휃0)

2

𝑎𝑛𝑔𝑙𝑒𝑠

 

The angle stretching term yields the potential energy arising from deformation of bond angles; the 

angle between three atoms connected via two bonds. Like the bond stretching term, it is also 

usually expressed in harmonic potential form. Angle force constants (𝑘𝑎) are in units of 

energy/radian(or degree)2, with typically lower values than bond stretching force constants. This 

indicates that comparatively less energy is required for a bond angle (휃) to deviate from its 

equilibrium value, 휃0. 
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The use of harmonic functions for bond and angle stretching terms retains fixed connectivity 

between atoms, through implication that bonds cannot be broken. This means that chemical 

reactions, involving bond breakage and formation, cannot be described using classical force fields. 

For systems where chemical processes are expected to play an important role, ‘reactive’ force fields 

such as ReaxFF83, 84 can be utilised, albeit with more parameters, higher computational cost and 

timescale limitations85. 

Torsional (dihedral) term: 

∑
1

2
𝑘𝜙[1 + cos(𝑛𝜙 − 𝜙0)]

𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠

 

In 3-D geometry, the intersection of two planes can be defined by four points in space. Where the 

four points are atoms within a molecule, and both planes pass through the same bond (as per 

Figure 2.2), the interior angle formed by intersection of the two planes is known as a dihedral angle. 

The torsional term expresses potential energy arising from rotations about a dihedral angle. The 

energies involved in this case are significantly lower than for bond stretching and angle bending.  

 

 

 

 

 

Torsional energy is usually represented by a cosine function, approximating the energy differences 

between eclipsed and staggered conformations to model rotations about a bond: 

• 𝑘𝜙 determines the height of the potential energy barrier 

• 𝑛 ‘multiplicity’, defines the number of minima in the energy function between 0 and 2π  

• 𝜙0 is the ‘phase factor’, determining the position of the minima 

• 𝜙 is the torsional angle  

Torsional force field parameters are often derived from quantum mechanics calculations, then 

refined using experimental data such as molecular geometries or vibrational spectra80. 

 

Improper torsions term: 

Figure 2.2. the dihedral angle, 𝜙, defined by the angle between the planes formed by atoms i-j-k, and j-k-l. 

A positive dihedral angle (left) and a negative dihedral angle (right) are shown. Figure adapted from: 

Dubbeldam et al. (2019)86. 
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∑
1

2
𝑘𝜓(𝜓 − 𝜓0)

2

𝑖𝑚𝑝𝑟𝑜𝑝𝑒𝑟 
𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠

 

The harmonic function for improper torsions is implemented specifically to functional groups with 

flat geometry, such as sp2 hybridized carbons in carbonyl groups or aromatic rings, to preserve 

planarity. This term describes the positive contribution to energy (i.e. the energy penalty) for out-

of-plane motions, specified by the force constant parameter 𝑘𝜓. The improper angle, 𝜓, 

corresponds to deviation from planarity (planarity = 𝜓0). 

‘Non-bonded’ terms: 

The last two (fifth and sixth) terms of Equation 2.3 (page 17) calculate interaction energies for atom 

pairs separated by three or more bonds, and between atoms in different molecules. The van der 

Waals component, term five: 

∑ 4휀𝑖𝑗 [(
𝜎𝑖𝑗

𝑟𝑖𝑗
)

12

− (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

6

]
𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑
𝑎𝑡𝑜𝑚 𝑝𝑎𝑖𝑟𝑠 (𝑖,𝑗)

[𝒗𝒅𝑾]

 

is known as the Lennard-Jones 12-6 potential. The depth of the potential energy ‘well’, i.e. the local 

minimum of potential energy for the interaction of two atoms, types 𝑖 and 𝑗, is denoted by 휀𝑖𝑗  

(units: kcal/mol). The separation distance at which the interatomic potential energy becomes zero 

is denoted by 𝜎𝑖𝑗. For convenience, most force fields give the 𝜎 and 휀 parameters for individual 

atom types (e.g. 𝜎𝑖 and 휀𝑖  for atom type 𝑖) together with combination rules to obtain pairwise 

interactions. Lorentz-Berthelot87, 88 combining rules are commonly used for this purpose, whereby 

𝜎𝑖𝑗 =
(𝜎𝑖+𝜎𝑗)

2
  (Lorentz rule) and 휀𝑖𝑗 = √휀𝑖 ∙ 휀𝑗 (Berthelot rule), i.e. arithmetic and geometric 

mean, respectively. 

The power 12 and power 6 terms represent repulsive and attractive interactions, respectively, 

between atom pairs as a function of the interatomic separation distance, 𝑟.  

The final term of Equation 2.3 (page 17) describes electrostatic (i.e. Coulomb) interactions between 

two atomic charges 𝑞𝑖  and 𝑞𝑗, using the Coulomb potential expressed in SI units; 

∑
𝑞𝑖𝑞𝑗

4𝜋휀0휀𝑟𝑟𝑖𝑗𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑
𝑎𝑡𝑜𝑚 𝑝𝑎𝑖𝑟𝑠 (𝑖,𝑗)

[𝑬𝒍𝒆𝒄𝒕𝒓𝒐𝒔𝒕𝒂𝒕𝒊𝒄]

 

where 𝑟𝑖𝑗  is the distance between atomic nuclei 𝑖 and 𝑗, 휀0 is vacuum permittivity, and 휀𝑟  is the 

relative dielectric constant. 
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Summing the contributions to potential energy from each of the terms just described, forces acting 

on each of the system atoms are computed, given the positions of all the other atoms. With each 

simulation time-step, Newton’s equations of motion (Equations 2.1 and 2.2, page 15), solved for 

each atom, determine how the forces affect atomic motions, and the resulting atomic velocities 

and positions. The simulation is advanced in discrete time-steps, typically of femtosecond duration. 

With millions of time-steps, the number of calculations required means that MD simulations are 

typically performed on computer clusters or supercomputers, using parallel processing. 

2.3. Integration methods  

The atomistic MD simulation method produces a dynamic trajectory for a system composed of N 

atoms, by integrating Newton’s equations of motion. Mathematically, this is a system of N coupled, 

second-order, non-linear differential equations. N typically runs into thousands of atoms - for a 

simple simulation of a bulk solvent. Due to the number of atoms and calculation complexity, this 

task cannot be solved exactly, so the equations of motion (Equation 2.2, page 15) have to be solved 

numerically, i.e. by discretizing the trajectory and using an appropriate integration algorithm to 

advance over small time-steps (during which the forces are considered constant): 𝑟𝑖(𝑡0) →

𝑟𝑖(𝑡0 + ∆𝑡) → 𝑟𝑖(𝑡0 + 2∆𝑡) → ⋯ 𝑟𝑖(𝑡0 + 𝑛∆𝑡). Provided that ∆t is small enough, the solution 

is a reasonable approximation. 

Applied to MD simulation, a good integration algorithm should achieve the following80: 

• minimal requirements for force computation; this is the most time-consuming step. Any 

algorithm requiring more than one cycle of evaluation of the forces per time-step will not be 

efficient 

• energy and momentum conservation, and good accuracy 

• time-reversibility (Newton’s second law of motion, as applied to a system of atomic and 

molecular interactions via ‘conservative’ forces) 

• conservation of phase-space volume, i.e. a symplectic integrator 

Of the symplectic integrators available, ‘velocity-Verlet’89 and ‘leapfrog’90 are two of the most 

widely-implemented. 

The velocity-Verlet algorithm yields atomic positions and velocities in the forms of Equations 2.4 

and 2.5, respectively80: 

𝐫𝑖(𝑡0 + ∆𝑡) = 𝐫𝑖(𝑡0) + 𝐯𝑖(𝑡0)∆𝑡 +
1

2
𝐚𝑖(𝑡0)∆𝑡

2        Equation 2.4 

𝐯𝑖(𝑡0 + ∆𝑡) = 𝐯i(𝑡0) +
1

2
[𝐚i(𝑡0) + 𝐚i(𝑡0 + ∆𝑡)]∆𝑡        Equation 2.5 

In the above equations: 

• 𝐫𝑖  = atomic position of atom i 



page 23 

 

page 23 

 

• 𝐯𝑖  = velocity (first derivative of r ), of atom i 

• 𝐚𝑖 = acceleration (second derivative of r ), of atom i 

• ∆𝑡 is the time-step duration 

For leapfrog integration, the equations for updating position and velocity take the forms of 

Equations 2.6 and 2.7, respectively80: 

𝐫i(𝑡0 + ∆𝑡) = 𝐫i(𝑡0) + 𝐯i (𝑡0 +
∆𝑡

2
) ∆𝑡                 Equation 2.6 

𝐯i (𝑡0 +
∆𝑡

2
) = 𝐯i (𝑡0 −

∆𝑡

2
) + 𝐚i(𝑡0)∆𝑡                  Equation 2.7 

Leapfrog integration has similarities to the velocity-Verlet method. However, the positions and 

velocities are updated at staggered time points, in such a way that they ‘leapfrog’ over each other. 

Velocities are calculated at half time-steps, initially at 𝑡0 +
∆𝑡

2
 . The velocities are then used to 

calculate the positions, 𝐫, at time 𝑡0 + ∆𝑡.  

Both algorithms yield similar trajectories and accuracies, and long-term energy drift is minimal 

provided that an appropriate time-step is employed91. However, the velocity-Verlet algorithm 

provides positions and velocities synchronously, and only the initial positions and velocities are 

required for initiation. Leapfrog on the other hand, requires ‘future’ positions in order to find the 

velocity; a more involved process. For the simulations presented in this thesis, the velocity-Verlet 

integration method was chosen, with an integration time-step of 1 femtosecond (fs). 

2.4. Statistical ensembles 

In describing the physics of a molecular system via statistical mechanics, a ‘microstate’ refers to the 

arrangement of each molecule in the system, at a single instant. A macrostate is defined by 

macroscopic properties of the system, such as temperature, pressure, energy, volume, etc. A given 

macrostate can be achieved through various possible microstate combinations, e.g. proteins 

existing in different conformations with similar conformational energies; in this case, their 

structure cannot be represented by a single conformation but rather, an ensemble of 

conformations. 

A statistical ensemble is a virtual collection of systems with differing microscopic conditions 

(microstates) but yielding identical equilibrium macrostates. Averaging properties over this 

collection of systems (i.e. all the possible microstates) yields an ensemble average. There are 

several statistical ensemble types, characterized by varying combinations of thermodynamic 

constraints. Of the ensemble types, the fundamental combination is called the micro-canonical (or 

NVE) ensemble, in which three thermodynamic variables are constrained to constant values: the 

number of system atoms (N), volume (V), and total energy (E). This is an ensemble of ‘closed’ 
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systems, due to the conservation of energy. Other ensemble types include: canonical (NVT), 

isobaric-isothermal (NPT) and grand canonical (μVT). 

For MD simulations, ergodicity is assumed. The ergodic condition states that the average of a 

macroscopic quantity (such as entropy or potential energy) over members of the ensemble, will be 

the same as the average over time (time average) for a single system. This implies that the system, 

left to evolve over a sufficiently long time, will explore all the possible microstates in the phase 

space. 

2.4.1. Thermostats and barostats 

The integration of Equation 2.2 (the potential energy of a molecular system, page 15) yields a 

statistical ensemble of microstates for which the number of atoms, simulation cell volume, and 

total system energy are all maintained constant. This implies that the dynamic trajectory of the 

system is generated in the micro-canonical (NVE) ensemble. While the total energy of the system 

is constant, the kinetic and potential energy contributions are not. This means that such a system 

will undergo temperature fluctuations over the course of attaining equilibrium. Integration errors, 

force fluctuations and truncation inconsistencies may also gradually accumulate to cause slow 

drifts in the total energy. For the purposes of comparing simulation with experiment, it may be 

desirable to simulate our system at a constant temperature or pressure. To address the matters 

just described, thermostats and barostats can be implemented, in conjunction with sampling 

configurations from other statistical ensemble types, i.e. NVT or NPT. Computational results 

presented this thesis are from simulations conducted in the NVT ensemble, where the number of 

atoms, volume, and temperature are taken to be constant, with temperature control achieved 

using the Nosé-Hoover thermostat algorithm. 

2.4.1 a) Thermostats 

A thorough review of the available thermostat algorithms for MD simulations is presented in the 

work of Hünenberger (2005)92. A brief overview of key concepts and algorithms (velocity rescaling, 

Berendsen, Andersen, Nosé-Hoover) is presented below. 

Fundamentally, thermostat algorithms can operate by either directly altering atomic velocities, or 

via modifying the Newtonian equations of motion.  

The temperature, T, of a system is directly connected to its kinetic energy. Modifying atomic 

velocities can therefore be used as a means of controlling T. The most simple implementation of 

this is called ‘velocity rescaling’. All atomic velocities are scaled by a factor of √
𝑇𝐵

𝑇(𝑡)
 ; whereby 𝑇𝐵 is 

the desired temperature, and 𝑇(𝑡) is the instantaneous temperature of the system prior to 

scaling80. The rescaling can be implemented regularly - every Nscale time-steps - or whenever 𝑇(𝑡) 
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goes beyond specified limits. In practice, however, the velocity rescaling methodology is found to 

introduce unrealistic artefacts to system dynamics and energetic properties93, 94. 

The thermostat algorithm of Berendsen95 involves a weak coupling of the system to a heat bath. 

This is achieved by modifying the equation of motion as follows: 

𝐚i =
𝐅𝑖

𝑚i
+

1

2𝝉𝑇
( 
𝑇𝐵

𝑇(𝑡)
− 1)𝐯i                            Equation 2.8 

The additional (last) term in Equation 2.8 acts as a frictional force, and a coupling constant, 𝝉𝑇, 

determines the coupling strength. Temperature control is achieved rapidly, and the method has 

flexibility;  in the limit of infinitely weak coupling, 𝝉𝑇 → ∞, the NVE ensemble is recovered, while 

if 𝝉𝑇 = ∆𝑡 the method is equivalent to velocity scaling. However, the thermostat is not applicable 

to the NVT ensemble, and small values of 𝝉𝑇 can unpredictably affect system dynamics80. Artefacts 

due to the transfer of energy from high frequency to low frequency degrees of freedom have also 

been observed, producing the so-called ‘flying ice cube effect’92. 

Another thermostat algorithm, from Andersen96, also implements coupling of the system to a heat 

bath. The coupling is represented by stochastic forces that act occasionally on randomly selected 

atoms, and the coupling strength determines the frequency of the collisions. At each collision, the 

selected atoms are attributed new velocities, selected from a Maxwell-Boltzmann distribution 

corresponding to the bath temperature, 𝑇𝐵. Contrary to the previous methods, the Andersen 

algorithm does sample the NVT ensemble. However, system dynamics show dependency on the 

coupling strength value, i.e. the collision frequency97, and since the algorithm randomly de-

correlates atomic velocities, it can be an unsuitable choice for investigations of dynamic 

behaviour97. 

A widely-used, more rigorous means of temperature control is the Nosé-Hoover thermostat. The 

original algorithm was proposed by Nosé98, 99, and subsequently developed by Hoover100. 

Temperature control is achieved by modifying the equations of motion (Eq. 4 in Hoover, 1985100), 

which can be expressed as101: 

d𝐯(𝑡)

d𝑡
=
𝐅(𝑡)

𝑚
 −  휁 𝐯(𝑡)                                     Equation 2.9 

The terms in Equation 2.9 are as follows: 

• 
d𝐯(𝑡)

d𝑡
 = acceleration (derivative of velocity) 

• 𝐅(𝑡) = impulse; force acting over a time interval (t) 
• 𝑚 = atomic mass 
• 휁 = thermodynamic friction coefficient 

• 𝐯(𝑡) = displacement (atomic velocity * time) 
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The thermodynamic friction coefficient, 휁, acts to slow down or accelerate motions of the atoms 

until the temperature is equal to the desired value. The thermodynamic friction coefficient evolves 

with time according to a first-order equation (Eq. 5, Hoover100), which can be expressed as101: 

d휁(𝑡)

d𝑡
=
1

𝑄
[ ∑𝑚𝑖𝐯𝑖(𝑡)

2

N

𝑖=1

− (𝑋 + 1)𝑘𝐵𝑇] 

             Equation 2.10 

 

In Equation 2.10, the parameter 𝑄 has the dimension of energy * (time)2, and determines the 

timescale of temperature fluctuation98 via relaxation of the friction dynamics ζ(𝑡). Parameter 𝑋 

represents the number of degrees of freedom; 𝑋 + 1 represents the additional degree of freedom, 

휁. The target temperature and Boltzmann’s constant are denoted by 𝑇 and  𝑘𝐵 , respectively. 

2.5. Constraint algorithms 

During MD simulation, a limiting factor for time-step duration is the frequency of vibration of bonds 

involving hydrogen. As an atom of very light atomic mass, bonds involving hydrogen have a very 

high vibration frequency (around 1014 Hertz, i.e. cycles per second)102. By comparison, 1 

femtosecond (a typical MD simulation time-step) is 10-15 seconds. As the number of time-steps 

available to model a complete bond vibration decreases, the numerical error introduced when 

integrating the equations of motion increases, since there are fewer time steps available to capture 

the turning points of bond vibration. As the cumulative result of ‘missed’ turning points, the bonded 

atoms move further apart from each other than they should, causing the maximum bond length 

sampled to increase beyond the chemically correct value, and the atoms begin to move faster. As 

the atoms move faster, more turning points are missed, causing the bonds to get even longer and 

the atoms to move yet faster. Soon enough, the bonds break and the simulation ‘explodes’102. 

To overcome this problem and optimise stability, algorithms have been developed that can ‘freeze’ 

bonds and angles during an MD simulation. One such algorithm, widely used, is called SHAKE 

(Ryckaert et al., 1977)103. At each time-step, the algorithm resets the specified bonds and angles to 

their equilibrium lengths and angular values. This is done by applying an additional constraint force, 

such that the new positions preserve the desired atom separations. The equations for the 

additional force are solved via an iterative method that typically converges to an accurate solution 

in a few iterations. The desired tolerance (e.g. 10-4 = 1 part in 10000) and maximum number of 

iterations are specified as arguments104. 

For the simulation results presented herein, O-H bond lengths and the H-O-H angle in water 

molecules were maintained rigid during simulations via the SHAKE algorithm. 
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2.6. Force truncation and long-range interactions 

At each simulation time-step, a substantial amount of computation occurs; atomic positions and 

velocities are updated by re-calculating the forces acting upon each of the atoms in the system. 

The computational load is dominated by the calculation of non-bonded interactions, since these 

act between every pair of atoms; for a system comprising N atoms, the number of non-bonded 

terms is proportional to N2.  

To expedite simulation time, reduce computation and save computer memory, force calculations 

can be truncated by imposing a fixed ‘cut-off’ distance. For atom pairs separated by a distance 

greater than the cut-off, the non-bonded interactions are ignored (i.e. not computed). This works 

well for van der Waals interactions, which decay rapidly with distance. However, for the long-

ranged nature of electrostatic (coulomb) interactions, special treatment is required. Such 

interactions can be dealt with by algorithms which divide the computation of electrostatic 

interactions into short and long-range components. A number of ‘long-range solvers’ are available 

for this task, mainly comprising variations on either Ewald summation105 or the ‘Particle-Particle 

Particle-Mesh’ (PPPM)106 techniques. 

The PPPM algorithm works by splitting computation of pair potentials into two parts. The total 

short-range force on an atom, which varies rapidly, is computed in ‘real-space’ by direct particle-

particle (PP) pair force summation, i.e. in normal pairwise fashion. The smoothly decaying potential 

at long-range is computed in reciprocal, or ‘k’ space, approximated by particle-mesh (PM) force 

calculation106, 107. For the latter, atomic charges are mapped to a 3-D mesh and 3-D fast Fourier 

transform algorithms, FFTs, are used to solve Poisson’s equation (finding the electric potential from 

a given charge distribution) on the mesh. The electric fields on the mesh points are then 

interpolated back to the atoms108. In terms of computation, the cost of traditional Ewald 

summation scales as N 3/2, where N is the number of atoms in the system. Due to the FFTs, the 

PPPM solver scales as N  log N and therefore is almost always the faster choice108, 109. 

In the simulations conducted for the present work, long-range interactions were computed using 

the PPPM solver. 

2.7. Periodic boundary conditions 

A system of N atoms can be simulated in isolation, i.e. surrounded by vacuum. In most cases, 

however, bulk properties of a liquid or solid system are the feature of interest, requiring 

implementation of boundary conditions. The use of rigid walls would interfere with bulk physics via 

surface effects - unless the study of such effects is of interest (e.g. liquids in confinement). If not, 

then the simulation requires the use of periodic boundary conditions (PBC). 
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With the implementation of PBC, the simulation space, containing N atoms, is surrounded by an 

infinite number of replica images of itself. Only the N atoms within the original simulation space 

are considered explicitly, but when one of the atoms leaves the space, an ‘image’ atom, of the same 

momentum, enters from the opposite side to replace it. Surrounding a simulation space with its 

periodic images in all directions means that each atom interacts not only with other atoms in the 

space, but also with the image atoms in the adjacent replica domains. Atoms in the simulation 

space thereby encounter forces in the same way as for atoms in an infinite system, the number of 

atoms in the simulation space is conserved, and surface effects are avoided.  

Periodic boundary conditions are implemented together with the minimum image convention, 

whereby the interactions of an atom only with its nearest image are considered. This ensures that 

for each pair of atoms, only one pairwise interaction is calculated, and that an atom can interact 

with only one image of any given atom. For this purpose, a cut-off distance is introduced; not 

exceeding half the length of the simulation space, otherwise interactions of an atom with more 

than one image could occur.  

 

2.8. Gravity 

Thus far, this chapter has presented an overview of the theory fundamentals for atomistic 

molecular dynamics (MD) simulations; using which, the bulk of work in this thesis was produced. 

At this stage it is hopefully apparent that these simulations are at atomistic resolution, and that 

resolving system dynamics and properties at this resolution is computationally intensive. As such, 

the mass and volume of the systems being simulated are limited to infinitesimally small values. Of 

the simulations conducted, the largest systems comprised < 53,000 atoms in a volume of ~ 500,000 

cubic angstroms (~ 5 x 10 ─19 ml, for context). It can be safely stated that any effect from Earth’s 

gravitational constant (9.8 m/s²) would be negligible in the units utilised, and thus was not 

considered for the simulations reported herein.  
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Chapter 3. Investigating the aqueous phase: structural and dynamic 

properties of some aqueous salt solutions  

 
The material presented in this chapter (*except where specified*) has been published as:  
Drecun, O., Striolo, A., Bernardini, C. Structural and dynamic properties of some aqueous salt 
solutions. Physical Chemistry Chemical Physics, 2021, 23(28), 15224-15235.  
 

• Supplementary material relevant to this chapter is compiled in Appendix B (starting on 
page 147). 

 

3.1. INTRODUCTION 

The structural and transport properties of aqueous salt solutions manifest from molecular structure 

and interactions, i.e. the substance itself, externally applied force (e.g. shear rate), and ambient 

conditions; namely temperature and pressure. Molecular structure and interaction mechanisms 

can be probed via theoretical, experimental and computational approaches. Among computational 

approaches, molecular dynamics (MD) simulations at atomistic resolution have been widely 

implemented to elucidate the mechanisms responsible for macroscale experimental observables56, 

110 - 113. 

Of interest here are transport and structural properties of dilute aqueous salt solutions, and the 

influence of salt-specific effects. Salt-specific effects were first addressed by Hofmeister, whose 

series was conceived as a qualitative ranking of ions regarding their ability to solubilize or 

precipitate proteins in aqueous solution114. The concept has since been applied far beyond its initial 

context. The resulting extent of series permutations and terminology115 suggests the only unifying 

conclusion is that of no universal series capable of explaining all observed salt-specific effects.  

In aqueous solutions, observed salt-specific effects have long been associated with the capacity of 

ions to ‘make’ (‘kosmotropic’) or ‘break’ (‘chaotropic’) water hydrogen-bonding structure, mainly 

within the first ion-water coordination shell. This relates to ion solvation entropy - entropy change 

of water molecules due to presence of an ion116, 117 - and the activation energy of disengaging a 

water molecule from the first coordination shell of an ion, compared to that of another water 

molecule118, 119. Parsing contributions to solvation entropy due to the ion and due to water, 

‘kosmotropic’ ions are mostly found to decrease the entropy of water molecules, with the opposite 

effect for ‘chaotropic’ ions. Experimental studies have since honed this interpretation120 - 124, 

suggesting that Hofmeister effects in aqueous solution are the result of direct ion–solvent 

interactions that give rise to extended hydration shells125, 126. 

Considering Hofmeister-type mechanisms in electrolyte solutions, colloids and protein systems, the 

comprehensive review of Salis and Ninham127 suggests that any theory behind accurate modelling 
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of Hofmeister effects requires the inclusion of dispersion forces, while also accounting for the 

chemical nature of interacting species. The latter has, at qualitative level, been implemented 

successfully by the law of matching water affinities (LMWA) to describe ion-ion and ion-charged 

surface site interactions128, 129. The importance of dispersion forces has been emphasized in 

explaining the properties of biological and colloidal systems130; correct correlations between pH, 

the isoelectric point (pI) and the experimentally-observed reversed and direct Hofmeister 

sequences emerge from theory that incorporates the non-linear coupling of ionic dispersion and 

electrostatic forces131. 

Aqueous solutions of ammonium acetate, barium acetate, barium nitrate and sodium chloride, ≤ 1 

molar concentration, at ambient conditions, are the focus of this study (Figure 3.1). Of these, the 

structural and dynamic properties of sodium chloride solutions are the most-documented by both 

MD simulations135 - 142 and experiments143 - 145. Amongst its widespread occurrences, in geological 

settings, sodium chloride is the most common aqueous solute; its thermodynamic properties are 

therefore essential for modelling and interpreting many geological processes142. Ammonium 

acetate is commonly used as a solution buffer (at   p̴H 4.75 or 9.25)146 and acidity regulator, among 

numerous other industrial applications147. Barium, incorporated as barium oxide within the 

washcoat layer of three-way catalytic converters, is an important trap and storage component for 

NO2 in the Lean NOx Trap mechanism148. For this application, a precursor aqueous solution 

incorporating barium, nitrate and acetate ionic species is combined with a suspension of inorganic 

mixed oxides to impregnate the substrate; thermal decomposition to barium oxide occurs during 

subsequent calcination. 

Despite diverse important applications, published data on the structural and dynamic properties of 

these aqueous salt solutions (apart from sodium chloride) are limited. In the present work, viscosity 

and self-diffusion coefficients are quantified using atomistic MD simulations to probe the ion-

induced hydration structure and dynamics at molecular scale, together with rheometry and NMR 

experiments. 

Figure 3.1. Salt (ion-pair) schematics. Left to right: ammonium acetate, barium acetate, barium nitrate, 
sodium chloride. Top panel: ball and stick representation, with implemented atom notations. Lower 
panel: schematics indicate relative atomic sizes. Radii are taken from an empirical system of unified 

atomic-ionic radii, suitable for describing anion-cation contacts in ionic structures132 - 134. 



page 31 

 

page 31 

 

In what follows, new experimental and computational data are presented, testing simulation 

predictions for the properties of interest using existing force-field parameters. Results are 

correlated with physicochemical and thermodynamic properties of the corresponding ions, 

compiled from literature data, to identify the mechanisms through which the salts considered could 

modulate bulk transport properties of their aqueous solutions.  

3.2. SIMULATION DETAILS  

3.2.1. Methods 

All simulations were performed using the freely available software LAMMPS149, (version 16 Mar 

2018). The velocity Verlet algorithm89 was implemented to integrate the equations of motion, with 

a 1fs time step. Simulations were conducted with periodic boundary conditions in the canonical 

ensemble: constant number of particles (N), volume (V) and temperature (T), maintained by the 

Nosé-Hoover thermostat98, 100 (100fs damping parameter). A cubic simulation box containing 

11,089 water molecules was used, with side-length varied between 69.3 - 69.7 Å to attain 

experimental densities. Long-range interactions were treated with the particle-particle-particle-

mesh (pppm) solver106.  

3.2.2. Force fields 

Although initially screening three water models (Appendix B, Fig. S1), the SPC/E model73 was 

utilized, based on yielding satisfactory agreement with experimental properties of interest, modest 

computational cost and broader compatibility compared to the TIP4P/200574 water model. In our 

simulations, O-H bond lengths and the H-O-H angle in each water molecule were maintained rigid 

using the SHAKE algorithm103, as implemented in LAMMPS.  

Force fields parameters developed for use in conjunction with the SPC/E water model were applied 

to simulate ion pairs where possible. The widely used Joung-Cheatham model150 for sodium and 

chloride ions, parameterized for SPC/E water, was therefore implemented, without polarizability. 

For barium nitrate, parameters for the nitrate ion151 have previously been utilized to reproduce ion 

transport properties in aqueous (SPC/E) solutions of sodium and potassium, but not barium, 

nitrate. The parameters were implemented here with those of Mamatkulov et al.152  for the barium 

ion, developed to reproduce the solvation free energy of divalent ions with SPC/E water. For 

ammonium acetate, a recently developed parameter set153 incorporating the acetate ion, 

optimized to reproduce interactions with (TIP3P) water, and physiologically relevant cations, 

including ammonium, was utilized. The new parameterization improves upon limitations of original 

GAFF154 - 157 parameters, namely, the overestimation of anion–cation interactions, leading to an 

excessive number of contact ion pairs in solutions of carboxylate ions (such as acetate). Within the 
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parameterisations implemented, ion pairs are free to associate or dissociate in response to system 

conditions. To quantify the dissociation behaviour, ion-ion radial distribution functions were 

computed (Appendix B, Figure S2). The results suggest that NaCl is readily dissociated at the 

conditions considered, while the other ion pairs show different dissociation tendencies, 

qualitatively consistent with physicochemical properties of these systems. 

Force field parameters as implemented in this work are presented in Appendix B, Table S1. 

Interaction energies are modelled using the Lennard-Jones and Coulomb potentials. Non-bonded 

interactions are truncated at 10 Å, with the exception of aqueous sodium chloride simulations, for 

which non-bonded interactions are truncated at 9 Å. Mixed atom-type interaction potentials are 

calculated from self-interaction parameters using Lorentz-Berthelot combining rules.  

3.2.3. Algorithms 

3.2.3 a) Shear (dynamic) viscosity  

Shear viscosity at 299.15K (26°C) was obtained from non-equilibrium molecular dynamics (NEMD) 

simulations implementing non-Hamiltonian SLLOD equations of motion158 - 160, whereby Couette 

flow is imposed via continuous deformation of a periodic simulation box, changing the tilt factor 

(initially zero; orthogonal) at a constant strain rate. In this algorithm, for each atom, a position-

dependent streaming velocity induced by the changing simulation box shape is subtracted from the 

actual velocity to obtain the thermal velocity, used in the temperature computation.  

Viscosity values are obtained from three independent 12 ns simulations per concentration, for each 

salt type. The first 6ns are dropped from analysis, with the remaining 6 ns used for production. 

Viscosity values, computed every 500 fs, are averaged over the latter 6 ns to yield a mean value for 

each simulation production run. Simulation viscosity values quoted in the manuscript are the mean 

average of three production runs. Viscosity results for pure water, inclusive of block averages and 

error analysis, are reported in Appendix B, Table S2, as a function of simulation time.  This analysis 

was used to establish the simulation time required to achieve reliable data (Appendix B, Tables S3 

and S4). The reported uncertainty in our viscosity calculations is defined as standard deviation from 

the mean average value of the three production runs, and lies within 2%, for all salt types and 

concentrations considered.  

3.2.3 b) Translational self-diffusion, radial distribution functions  

Equilibrium MD simulations were conducted at 299.15K (26°C) to obtain diffusion coefficients for 

both ions and water, and to compute radial distribution functions (RDFs). Simulations were 

conducted for 4.5ns, of which the first 1 ns was used for equilibration; the remaining 3.5ns for 

production. RDFs and mean-square displacements (MSD) were computed using LAMMPS source 

code. 



page 33 

 

page 33 

 

Self-diffusion coefficients (D) were obtained from the slope of MSD-over-time plots using the 

Einstein relation161, 162 with n (dimensionality of the diffusion process) = 3:  

𝑙𝑖𝑚
𝑡→∞

 MSD(𝑡) = 2𝑛𝐷   Equation 3.1 

The uncertainty was calculated as standard deviation from the averages of three independent 

simulations per concentration, for each salt type (example shown in Appendix B, Table S5). 

3.3. EXPERIMENTAL METHODS 

3.3.1. Shear (dynamic) viscosity 

Aqueous salt solutions were prepared by volume, using 50ml volumetric flasks (accuracy ±0.5ml). 

Salts were weighed out using a Kern ABT analytical balance; resolution ±0.1mg. Accuracy of 

concentration values for the prepared solutions is ≤1.32% (percentage difference) from the target 

concentrations (see SI excel file269). For barium nitrate, the maximum concentration prepared was 

0.3M due to its low water solubility at ambient conditions163 - 165. It should be noted that 

ammonium and acetate ions in aqueous solution can undergo hydrolysis to ammonia and acetic 

acid, respectively; the extent of conversion depending on water pH [H+]. Barium, sodium, nitrate 

and chloride ions are insensitive to pH. However, these effects are not considered in the discussion 

of the results reported, nor the simulations conducted and presented herein. 

Viscosity measurements were conducted at 26°C, using an Anton Paar modular compact rheometer 

(MCR 302) with Peltier plate temperature control and cone-plate geometry. Prior to 

measurements, samples were given 2 minutes to thermally equilibrate with the sample plate. 

Measurements were taken over a 60 second duration, with sampling interval of 1s per data point, 

at a fixed shear rate of 300s-1. The results reported are the average of three measurements per 

solution, with a new sample loaded for each measurement. Further experimental details are 

provided in Table 3.1.  

 

 

EXPERIMENTAL COMPONENT: DETAILS 

Rheometer set-up: 
Cone-and-plate geometry: 

RheoCompass™ pre-defined moving profile: 
Measuring cone CP50-1 

Diameter:  
Angle: 

Gap: 

‘low viscosity’ 
 
50mm 
1° 
0.099mm (99 μm) 

Salts  

• Ammonium acetate 

• Barium acetate 

• Barium nitrate 

• Sodium chloride 

Certified AR for Analysis; Fisher Chemical. 
99+%, Fisher Chemical. 
99+%, Fisher Chemical. 
99.9% BP, ACS, PH EUR, FCC; APC Pure. 

Water PURELAB Chorus 2+ Reference Water Purification System, inorganics 
resistivity (25 °C): >15 MΩ•cm. Particle filtration: 0.2 μm. 

TABLE 3.1. Experimental component details for viscosity measurements. 
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3.3.2. Translational self-diffusion 

Self-diffusion measurements were conducted using a Magritek Spinsolve 60 Benchtop NMR 

spectrometer (60 MHz field strength). The Pulsed Field Gradient Spin Echo (PFGSE) technique, 

utilising 1H (proton) nucleus spin diffusion, was implemented. With this technique, the dephasing 

of nuclear spins and attenuation of the magnetic resonance signal, a combined result of 

translational diffusion and the insertion of spatially defined gradient pulses, is used to measure 

molecular motion. 

Spin echo166 is generated by two successive radiofrequency (RF) pulses, typically a 90° (excitation) 

- 180° (refocusing) pair of the same signal intensity and duration. The second pulse refocuses 

(‘echoes’) the magnetization of spins that have de-phased. However, molecular diffusion in the 

interval between gradient pulses means the refocusing will not restore the original spins entirely, 

causing attenuation of the NMR signal. The signal loss is directly dependent on the amplitude and 

duration of the gradient pulse. Signal decay due to diffusion, for constant gradient wave forms and 

in the case of Gaussian diffusion, is given by the Stejskal-Tanner167 equation: 

ln (IG / I0) = -γ 2 G 2 δ 2(Δ – δ/3) D                  Equation 3.2 
 

In Equation 3.2, IG and I0 represent signal intensities in the presence and absence of the gradient 

pulses, respectively; γ is the gyromagnetic ratio and G is the gradient amplitude. Time between 

gradient pulses, and pulse duration, are represented by Δ and δ, respectively; these are user-

defined parameters. The (Δ – δ/3) term is the diffusion time; the diffusion-coefficient is D. 

Parameters Δ and δ were set to 30 ms and 5 ms, respectively; a calibration value of 2.57 x 10-9m2/s 

for water self-diffusion was obtained. User-defined temperature control within the measuring 

compartment was not possible with the NMR instrument used herein. However, the calibration 

value obtained suggests temperature conditions within the compartment between 26-29ºC, 

according to reference data168. The temperature recorded within the sample tube using a 

thermocouple, directly after NMR measurements were completed, was 26ºC. The combined 

influence of the user-set parameters and temperature control on the calibration value should be 

considered; addressing the latter, all samples were left to thermally equilibrate in the measuring 

chamber for 10 minutes prior to measurements, for internal consistency. Although temperature 

uncertainty is greater than desired, we consider the procedure implemented sufficient for the 

objective of achieving relative, rather than absolute, comparison of trends regarding salt-specific 

effects on transport properties in aqueous solutions. The results reported correspond to the 

average of three measurements per sample. 
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3.4. RESULTS  

To facilitate comparison between simulations and experiments, the results are expressed as the 

ratios η/η0 and D/D0, for viscosity and self-diffusion, respectively; reference values η0 and D0 are for 

pure water at 26ºC, atmospheric pressure. Regarding simulations, system size dependence of water 

self-diffusion values - for small systems of 128 to 2048 water molecules - was noted by Yeh and 

Hummer169, whereby the larger systems produce higher D values. The systems considered in the 

current work are much larger (c. 11,000 water molecules), for which system-size effects diminish170. 

The ratio D/D0, considered herein, is independent of system size171. In what follows, results are 

presented both tabulated and graphed, to aid interpretation. Normalized simulation and 

experimental viscosity data are shown in Table 3.2 and Figure 3.2. For simulation results, standard 

deviations are ≤0.68% (as a percentage of the mean viscosity value, from three simulations per salt 

solution). For the experimental data, standard deviations are within 2.13% of the mean viscosity 

value as obtained from three measurements per salt solution. Error bars for all normalized data 

points are plotted in Figure 3.2, but are not clearly visible because they are of the magnitude of the 

data-markers on the graphs. Results for aqueous sodium chloride solutions are within 1.98% of 

corresponding literature values143 available at 25°C from the comprehensive compilation of Ozbek 

et al.143 These are consistent with values found across more recent publications171, 172 (a table 

conveniently summarizing experimental studies of the dynamic viscosity of aqueous sodium 

chloride solutions can be found in Aleksandrov et al.173), and data referenced by NIST175. The data 

of Ozbek et al.141 is normalized and presented alongside the results of Fig. 3.2.  

*As part of the work initially submitted for publication (but not published), viscosity simulations 

and experiments were also conducted at 20°C. This data (at 20°C) is provided in Appendix B, 

Section S1.* 

 

 

 

 

 Ammonium acetate Barium acetate Barium nitrate Sodium chloride 

MOLAR 
CONCENTRATION 

Sim. Exp. Sim. Exp. Sim. Exp. Sim. Exp. 

0.1 1.0245 1.0807 1.0829 1.1269 1.0491 1.0703 1.0203 1.0600 

0.5 (*0.2) 1.1431 1.1717 1.5213 1.4883 1.1034 1.0936 1.1226 1.0947 

1.0 (*0.3) 1.3252 1.2961 2.1977 2.1103 1.1979 1.1183 1.2577 1.1617 

TABLE 3.2. VISCOSITY (ƞ/ƞ0): 

Comparison between simulation (Sim.) and experimental (Exp.) results. 
η0 i.e. viscosity of pure water, mPa s: 0.6882 (simulation), 0.8567 (experimental), at 26°C. 
Molar concentrations for barium nitrate, where different, are shown in parentheses (*). 
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Normalized results for water self-diffusion coefficients at 26°C are shown in Table 3.3 and Figure 

3.3. The statistical range of triplicate simulation results is of magnitude comparable to that of the 

plot data-markers. Standard deviation for simulation results is within 2% of the mean value, and 

≤1.07% for mean values of experimental self-diffusion measurements, taken over three 

measurements per sample. Simulation results for NaCl solutions in Figure 3.3 are shown together 

with (normalized) values from Fuentes-Azcatl et al.,176 at 24.85°C, utilising the same water model 

and ion parameters. Experimental data are sourced from McCall & Douglass177, who conducted 

experiments at 23°C using the proton magnetic resonance spin-echo method.  

 

 Ammonium 
acetate 

Barium acetate Barium nitrate Sodium chloride 

MOLAR 
CONCENTRATION 

Sim. Exp. Sim. Exp. Sim. Exp. Sim. Exp. 

0.1 1.0072 0.9728 0.9386 0.9058 0.9856 0.9883 0.9964 1.0000 

0.5 (*0.3) 0.9170 0.9105 0.7473 0.7354 0.8664 0.9221 0.8917 0.9650 

1.0 0.8087 0.8366 0.5560 0.5689   0.8375 0.9377 

 

Figure 3.2. Viscosity of aqueous salt solutions at 26°C: salt concentration dependence. Experimental data 

from Ozbek et al.143, for aqueous sodium chloride at 25°C, are normalized and included for comparison. 

TABLE 3.3. SELF-DIFFUSION (D/D0): 
Comparison between simulation (Sim.) and experimental (Exp.) results. 

Self-diffusion coefficient of pure water (D0), 10-9m2/s: 2.77 (simulation), 2.57 (experimental), at 26°C. 
Molar concentrations for barium nitrate, where different, are shown in parentheses (*). 
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Figure 3.4 presents ion-water RDFs obtained for the salt solutions at 1M concentration, grouped to 

aid comparison. Results for all salt concentrations, with comparison of fit to nearest available 

literature data, are provided in Appendix B; Figures S3-S6 for ammonium acetate, barium acetate, 

sodium chloride and barium nitrate, respectively.  

Figure 3.3. Water self-diffusion in aqueous salt solutions at 26°C: concentration dependence. Clockwise, from 

top left: ammonium acetate, barium acetate, sodium chloride, barium nitrate. Water self-diffusion reference 

data for aqueous sodium chloride solutions (MD simulation176 and experimental177) are shown for comparison. 

Figure 3.4. Ion-water (OW, HW) RDFs obtained from MD simulations for salt solutions at 1M 

concentration, except barium nitrate (0.3M, which is near its solubility limit at 26°C). 
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3.5. DISCUSSION  
While discrepancies between simulation predictions and experimental results persist in absolute 

terms, the magnitude of relative change predicted, as shown by the normalized results for viscosity 

and self-diffusion coefficients of Figures 3.2 and 3.3, is in good agreement. For all solutions 

considered, viscosity increases with salt concentration. A proportional and opposite trend is seen 

for the self-diffusion coefficients. 

For viscosity, simulation results lie within 8.3% of experimental values; for self-diffusion this 

extends to 12%, notably for sodium chloride. *The simulation predictions show two divergence 

trends. For the experimental results, a steeper gradient up to 0.1 molar is perceptible (in Figures 

3.2 and 3.3). The simulation results are near-enough linear. The second (bigger) divergence shows 

at 1 molar, for sodium chloride in particular: the effects of the salts are somewhat exaggerated. 

Compared to experiments, the simulations therefore marginally underestimate at low 

concentration, and exaggerate at higher concentration. This suggests that a property of the ions 

that adjusts as the salt concentration increases, and linkable to bulk dynamics, is not being 

captured. A property fitting this description would be ion hydration numbers (the correlation with 

bulk dynamics shown in later discussion, and developed into a quantitative expression for viscosity; 

Chapter 4). It is observed in aqueous salt solutions that ion hydration numbers diminish with 

increasing salt concentration: as the solution becomes more crowded with ions, hydration shells 

start being shared. The state of the ions in solution transitions from individual ions (at low 

concentrations), to ion pairs, to ion clusters178. For the simulations with sodium chloride (showing 

biggest discrepancies), the parameters of Joung-Cheatham150 were utilised, with which the authors 

themselves state that: ‘’very limited ion pairing (essentially none) is evident, and there is no 

crystallization, even at very high salt concentrations’’. Of the ion hydration numbers estimated 

from MD simulations (Table S7; Appendix B), those for sodium chloride seem to show little change 

with concentration. For the change in hydration numbers with increasing salt concentration, 

accompanying adjustments of ion polarizability could also be expected. Expressed in parameters, 

the latter could manifest as adjustments of atomic charge and interaction energy. The interaction 

parameters most utilised in MD simulations, however, are fixed. Considering the cumulative effect 

for the simulated system (of the aforementioned deviations from reality for each ion) provides a 

possible explanation of discrepancies between the simulated and experimental results for salt-

specific effects on bulk dynamics.* 

Regarding self-diffusion coefficient predictions from MD simulations, Kim et al. (2012)171 observed 

that all commonly used water models (including SPC/E), simulated with a selection of ‘structure-

making’ and ‘structure-breaking’ salts, predict a decrease of D as salt concentration increases, even 

for salts that experimentally produce an increased values. This was attributed to the form of the 
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interaction potentials for water models, i.e., the use of simple point charge models to treat water 

hydrogen bonding and the Lennard-Jones potential to treat non-bonded van der Waals 

interactions. In the present work, the agreement with experimental trends suggests that salt-

specific effects on dynamics are reasonably reproduced by our simulations, though it is recognised 

that all the salts considered here decrease water self-diffusion, as measured experimentally.   

Both simulation and experimental results presented here show barium acetate as having the 

greatest effect on increasing viscosity and simultaneously reducing the mobility of water molecules, 

as indicated by the decreased self-diffusion coefficients. Sodium chloride produces the weakest 

effects, with ammonium acetate and barium nitrate in between, although analysis for barium 

nitrate is restricted by its low solubility limit.  

RDF results are generally in good agreement with literature data, as shown in Figures S3-S6 of 

Appendix B. Figure S3 shows results from Monte-Carlo (MC) molecular simulations with TIP4P 

water for both acetate and ammonium ions179 and classical MD simulations with SPC/E for the 

acetate ion180. Results of the present work for the acetate ion are near-identical to literature 

simulation data, while slight discrepancies emerge for ammonium. For the latter, comparison with 

quantum-level ab-initio simulation data181 indicate an over-prediction of first-shell number 

densities by MC and MD methods, for interactions with oxygen atoms of water (OW) in particular. 

For barium-water systems, available literature data from experiment152 and classical MD 

simulations152 with SPC/E locate the Ba-OW maxima at 2.75 Å and 2.69 Å, respectively. Using the 

same water model and barium ion parameters yields the corresponding maxima at 2.65 Å, in the 

presence of acetate counter-ions (Figure S4). Ion-water RDFs obtained here for sodium chloride 

appear indistinguishable from classical MD simulation data from the literature (at 24.85°C, 

M=1.3877)182, which were also obtained using SPC/E and Joung-Cheatham ion parameters (see Fig. 

S5). However, compared to results obtained from the Empirical Potential Structural Refinement 

(EPSR) approach182, over-structured first solvation shells predicted by classical MD simulations 

become apparent. For barium nitrate systems, the OW number-density peaks at 3.65 Å from the 

nitrate anion (nitrogen), which agrees with experimental values of 3.5±0.311 Å183. Results are in 

reasonable agreement with literature data shown for the nitrate ion in Fig. S6, sourced from an MD 

study of rotational dynamics in aqueous (SPC/E) nitrate solutions184, albeit for a dilute system 

(0.102 M) of potassium nitrate at 26.85°C. 

Considering the RDFs of Figure 3.4, out of the cations, barium possesses the most radially distant 

first hydration shells with highest number density of both (water) oxygens and hydrogens; out to  

 3̴ and 4 Å, respectively. RDFs of Ba-OW, Ba-HW for barium nitrate and barium acetate are virtually 

identical in terms of peak positions. This suggests that the anion has no significant effect on 
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hydration shell spacing around the cation. The greater height of the first Ba-OW peak in the 

presence of the nitrate (g(Ba-OW)   1̴3) compared to the acetate anion (g(Ba-OW)   ̴10) is possibly due 

partly to the lower concentration of barium nitrate (0.3M, due to solubility limits) and to the 

corresponding decreased ‘competition’ for water binding sites. Considering the anions, in the 

presence of barium, water (OW) structuring around (acetate) methyl carbon is diffuse compared 

to (nitrate) nitrogen; out to   5̴ Å, compared to   4̴.25 Å. The diffuse hydration shells suggest a greater 

orientational freedom of the inhabitant water molecules. Additionally, acetate (carboxylate) 

oxygens appear more neutral to OW compared to nitrate oxygens; g(O-OW)  2̴.75 and 1.75, 

respectively. Three nitrate oxygens (H-bond acceptors) contrast with the acetate possessing two, 

with an additional hydrophobic CH3 group. Considering the above, the greater number density of 

OW around barium in barium nitrate, compared to barium acetate aqueous solution, could be 

therefore partly interpreted as an effect of lesser ‘OW interaction engagement’ from its (nitrate) 

anion counterpart.  

For the ammonium cation, the higher peaks, at closer proximity, for OW compared to HW around 

both the nitrogen and hydrogen atoms, implicate first-shell water molecules as H-bond acceptors 

for ammonium hydrogens. Comparing RDFs for ammonium acetate and barium acetate (at 1M 

concentration), water structuring around acetate (methyl) carbon appears scarcely affected by the 

cation (whether monovalent ammonium or divalent barium). Looking at oxygen (carboxylate) 

atoms of acetate however, occurrence of OW in the transition between first and second hydration 

shells in the presence of ammonium shows a deeper minima (at 3.1 Å), compared to barium. With 

the prior comparison of anion effects between barium nitrate and barium acetate, it would appear, 

at least for the salts presented here, that water-structuring effects of an ion can be affected by its 

accompanying counter-ion; such mutual effects are relevant to phenomena across varied contexts, 

including water structuring185, behaviours of ionic liquids186, 187 and battery performance 

energetics188. For ion hydration shell population densities, it appears that OW around cations 

comprises the biggest share, especially for the large monoatomic cations. A significantly greater 

contrast between OW and HW population densities around cations, than for anions, is also 

apparent, as shown by peak heights. 

To explain the contrasting influences on viscosity and water self-diffusion between sodium chloride 

and barium acetate, an interplay of factors becomes evident when considering the RDFs, and 

visualising the ion combinations as in Fig. 3.1. The RDFs show sodium as the second-most water-

structuring cation after barium, due to its smaller size; both are monoatomic compounds with 

similar charge density. The weakness of sodium chloride therefore appears to stem from the 

chloride anion; furthest-placed first hydration shell, weakly bound, due to a large radius with low 
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charge density. The populous, narrow first hydration shell of divalent barium is the combined effect 

of its large surface area with high charge density. For the acetate counter-ion, observations include 

diffuse hydration shells around a complex spatial arrangement of charges and resulting attraction-

repulsion configurations, compounded by the doubled anion concentration in solution needed to 

attain charge neutrality. Both variants of interaction strength and engagement, together, appear 

to strongly affect the bulk dynamics. In water-structuring terms, barium could be described as 

kosmotropic, as it promotes narrow, densely-populated hydration shells. Conversely, the greater 

orientational freedom of diffusely bound water molecules around the acetate, with its hydrophobic 

(methyl group) and hydrophilic (carboxylate) ‘ends’, yields a chaotropic effect (for approximate 

viscosity Jones-Dole coefficients obtained from the experimental data, see Appendix B, Fig. S7). 

For the acetate anion, a greater ‘local drag’ experienced by bulk water moving past interfacial 

waters could be anticipated. For polyatomic ions, MD simulations have shown that ion translational 

and rotational motions are coupled; to which the dynamics of surrounding water molecules are 

coupled in turn189. Furthermore, for the ions investigated, which included nitrate and acetate, the 

extent of geometric asymmetry was found to influence diffusivity. Nitrate undergoes faster 

rotational jump motion in water, with enhanced diffusivity, compared to acetate; rotational 

diffusivity values obtained were 0.056±0.0024 ps-1 and 0.02±0.003 ps-1, respectively189. Rotational 

dielectric friction of the aqueous nitrate ion, 1.44x10-24 erg s-1, compared to 1.57 x10-24 erg s-1 for 

acetate189, confirms the contribution of charge distribution complexity, as well as geometric  

asymmetry, to hindrance of rotational motion in water.  

For further interpretation of the results, selected physicochemical data for the ions considered are 

compiled in Table 3.4.  

 

 Barium Ammonium Sodium Nitrate Acetate Chloride 

Aqueous ionic radii190, Å 1.36 1.48 1.02 1.79 1.62 1.81 

Experimental molar Gibbs 
energy of hydration (ΔhydG/kJ 

mol-1)190 

-1250 -285 -365 -300 -365 -340 

 
Ion-water coordination number 

8 191 4-5 192 5 193 21194 ̴16 195 

(CH3   ̴10, COO  
 ̴ 5.5-6.5) 

̴6 196 

Topological polar surface 

area197, Å2 

0 1 0 62.9 40.1 0 

‘Complexity’197, 199 0 0 0 18.8 25.5 0 

Enthalpy of formation (kJ mol-

1)198 

-537.6 -132.5 -240.1 -207.4 -486.0 -167.2 

Gibbs free energy of formation 
(kJ mol-1) 198 

-560.8 -79.3 -261.9 -111.3 -369.3 -131.2 

Standard entropy (Jmol -1 K-1) 198 9.6 113.4 59.0 146.4 86.6 56.5 

TABLE 3.4. Ion properties, at ambient conditions, sourced from literature. 
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In light of the over-structuring of all commonly utilised water models for OW-HW interactions (Fig. 

S1; Appendix B) and possible effects on ion-water coordination number predictions, the 

coordination numbers in Table 4 are sourced from experimental and quantum-level simulation 

data. The aqueous ionic radii190 are calculated as the average distance between the ion and the 

nearest water molecules, obtained from diffraction experiments and simulations. Topological polar 

surface area197 is defined as the surface sum over all polar atoms in a molecule.  

The rating for ‘complexity’ is computed using the Bertz/Hendrickson/Ihlenfeldt formula195, and 

provides a rough estimate in terms of the displayed structural features, including symmetry, and 

the elements contained. Similar formulations, incorporating volume, bulkiness and surface area 

parameters have been implemented since for calculating thermodynamic properties of 1:1 

aqueous salt solutions200.  

Also incorporated in Table 3.4 are values for enthalpy of formation, Gibbs energy of formation and  

standard entropy of the aqueous ions198. Data refer to ‘standard state’, i.e. the hypothetical ideal 

solution with molality M = 1mol/kg (mean ionic molality, in the case of a species assumed to 

dissociate at infinite dilution), at 25°C and 1atm. For the case of both barium and acetate ions, 

breaking of water-ion interactions appears energetically unfavourable. For nitrate, the correlation 

of polar surface area and entropy suggests polarizability as another strong influencing mechanism 

on water ordering and interaction strength, in polar solutes. Similar influences have been proposed 

to explain a weaker influence of cations compared to anions on water-ordering, due to the larger 

positive electrostatic potential ‘visible’ to anions at the water molecule surface201. 

The direct effect of ions on water structure, as observed from the RDFs, appears spatially limited 

to a radial zone of 8 Å from the ion-water interface. If so, a question arises as to whether bulk 

transport properties observed at macroscopic scale are simply a multiplication, across orders of 

magnitude, of molecular-scale phenomena, or if cumulative indirect effects emerge which may also 

be part of the picture. To this end, approximating the proportion of total water of the system 

‘engaged’ in the first hydration shell of ions, and perhaps considering the resulting network through 

which remaining ‘un-bound’ waters flow, may be helpful. Using coordination numbers of Table 3.4, 

it can be estimated that, in aqueous solutions of 1 molar concentration, ~20% of total water 

molecules are ‘engaged’ with sodium chloride in first hydration shells; the corresponding ratio 

increases to ~72% of total water molecules for barium acetate (details in Table S6; Appendix B). 

These estimates suggest that the salt-specific effects on macroscopic dynamics observed in Figures 

3.2 and 3.3 arise cumulatively from the direct effect of the ions on their hydration shells. In this 

way, ions with hydration shells containing more water molecules could exert stronger influence on 
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bulk dynamics (whether accelerating or decelerating), depending on charge distribution and ion-

water interaction strengths. 

 

3.6. CONCLUSIONS  

Bulk dynamic properties for the aqueous solutions of four 1:1 and 2:1 salt types have been 

investigated utilising experiments and classical molecular dynamics (MD) simulations. Results for 

aqueous sodium chloride show good agreement with published data. New computational and 

experimental data are reported for aqueous solutions of ammonium acetate202, barium nitrate203 

and barium acetate204 salts, for which scarce data were available in the open literature. Relative to 

the dynamic properties of pure water, atomistic MD simulations with the parameterizations utilized 

here closely predict the experimentally observed trends of salt-specific effects.  

The availability of macroscopic experimental data, together with atomistic details from MD 

simulations, facilitates a discussion of the results that addresses the synergy of various ion 

attributes, discussed above in the context of published data to achieve a ‘holistic’ interpretation. 

Influencing mechanisms, when considering salt-specific effects on macroscopic transport 

properties of aqueous systems, are found to be ion size and charge density (for monoatomic ions), 

but also size and number of component atoms (for multi-atomic ions), their spatial arrangement, 

polarizability and radial accessibility (i.e., ‘visibility’ of component atoms to surrounding water 

molecules at the interface). All these factors are found to be interlinked with interaction strength 

and energetics. In yielding the energetically strong interactions that characterize the ‘strongest 

salts’ of the present work, in terms of slowing the dynamics, polar surface area, charge density and 

charge distribution complexity emerged as the significant ion attributes.  

The findings presented could be useful in interpreting experimental results for other aqueous salt 

solutions, and for formulating aqueous systems within the development of industrial applications, 

including the production of catalytic converters. 
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Chapter 4. Viscosity of aqueous salt solutions: predictive equation, 

mechanism of salt-specific effects identified 

 

• Supplementary material relevant to this chapter is compiled in Appendix C (starting on 
page 163). 

 
4.1. INTRODUCTION 

The work in this chapter takes further the observed positive correlation between salt-specific 

effects on viscosity of aqueous solutions, and the proportion (percentage) of total water within the 

first hydration shell of ions, as found in the work of the previous chapter. Following the publication 

of work presented in the previous chapter, I suspected there might be a further correlation, namely 

in the form of an effect on the energy of the systems. It should be noted that in the MD simulations 

conducted, chemical reactions are not incorporated, so the first hydration shells of the ions are 

structures comprising physical bonds only. For an ion in aqueous solution, its hydration shell, in 

simple physical terms, is a structure that locks the mobility of the solvating water molecules using 

an associated amount of energy. The energy value, in effect, determines the ‘lock strength’. The 

cumulative effect of the hydration structures, therefore, could be expected to show up in values 

for both the viscosity, and potential energy, of the system. Further, it seems possible that the 

viscosity value for an aqueous salt solution is a cumulative manifestation of the potential energy 

contained within the ion hydration shell populations. This chapter shows the path of investigation 

leading to this conclusion, and the final quantitative relation identified. 

 

4.2. METHOD, RESULTS AND DISCUSSION 

The following presentation of results attempts to correlate effects of salt-type and concentration 

with the system energy of each aqueous phase considered, and the viscosity trends observed in 

the previous chapter. Within the ‘output file’ of a classical MD simulation, the total energy of the 

system is typically reported; comprising absolute values of potential, and kinetic, energy. The 

results of two types of simulation setup were reported in Chapter 3; equilibrium simulations (used 

to obtain RDFs and water self-diffusion coefficients) and simulations of shear viscosity (non-

equilibrium MD simulations). The setup of the latter is more involved. Energy values of both the 

equilibrium, and non-equilibrium, simulations were compared, and found to be equivalent. Herein 

therefore, energy values from the equilibrium MD simulations are reported and utilised. The energy 

values from non-equilibrium simulations are included in Appendix C, for reference. 

Equilibrium MD simulations were conducted at 299.15K (26°C). Simulations were of 4.5ns duration. 

System potential and kinetic energies are obtained from the last 1 ns of each simulation. Energy 
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values reported here are the mean average of three simulations per ‘system’ (i.e. aqueous phase). 

For all aqueous phases, relative standard deviation (RSD) was calculated to be < ±1% of the mean 

average energy value.  

The objective is to investigate any quantitative links between the results discussed in Chapter 3 - 

regarding ion-pair characteristics, hydration structures and cumulative implications for bulk 

viscosity - to changes in system energy; this is shown schematically with a preview of some results 

in Figure 4.1, and subsequently probed in further detail. 

Relative to pure water, the effects of salt type and concentration on absolute values of ‘system 

energy’ can be considered two ways; a) changes in the proportional contributions from potential 

and kinetic energy to total system energy, or b) changes in potential and kinetic energy values. Both 

types of change are investigated below.  

In Table 4.1, the proportional change (i.e. change in the proportional contributions) of potential 

and kinetic energy to the total system energy of each aqueous phase are presented; normalised 

relative to the contributions for the system of pure water. For pure water, the total system energy 

comprises contributions of 86.2 % and 13.8 %, from potential energy (PE) and kinetic energy (KE), 

Figure 4.1. Overview schematic of observations discussed in this section. At the highest concentration 

considered for each aqueous phase, the approximate proportion of total water molecules engaged within the 

first hydration shells of the ion pairs is shown. Corresponding changes in the split between potential and 

kinetic contributions to total system energy are also shown, together with the percentage increase of 

viscosity, relative to pure water. Data at 26°C. 
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respectively. Viscosity change for each aqueous phase - normalised relative to the viscosity of pure 

water - is also shown for comparison. To assist interpretation, changes in proportional 

contributions of PE and KE for each aqueous phase are also presented graphically, in Figure 4.2.  

  

As might be expected, the results of Table 4.1 show some correlation between system viscosity, 

potential energy and kinetic energy. From the results, increases in viscosity (i.e., resistance to flow) 

correspond to increasing proportions of system energy being ‘stored’ in the form of potential 

energy. For barium acetate at 1 molar, an energy shift of 4.7 % in favour of potential energy, relative 

to pure water, possibly arises from ~ 70% of water molecules in the system being bound within the 

first hydration shells of the ions. This corresponds to the largest viscosity increase, of 120 %, relative 

to pure water. 

A second way to probe the systems is to look at the absolute change in values of PE and KE, relative 

to pure water, which might correspond more closely with the observed changes in viscosity. These 

 Sodium chloride Ammonium acetate Barium acetate Barium nitrate 

MOLARITY ƞ/ƞ0 PE KE ƞ/ƞ0 PE KE ƞ/ƞ0 PE KE ƞ/ƞ0 PE KE 

0.1 1.0203 1.0040 0.9754 1.0245 1.0024 0.9848 1.0829 1.0091 0.9436 1.0491 1.0094 0.9412 

0.5 (*0.3) 1.1226 1.0178 0.8894 1.1431 1.0103 0.9354 1.5213 1.0349 0.7825 1.1979 1.0280 0.8259 

1.0 1.2577 1.0318 0.8023 1.3252 1.0185 0.8848 2.1977 1.0551 0.6573    

TABLE 4.1. Simulation results, at 26°C, normalised relative to values for pure water: changes in viscosity, and 
corresponding changes in the contributions of potential and kinetic energy to the total energy of each aqueous system, 
as a function of salt type and concentration. Molar concentrations for barium nitrate, where different, are shown with 

parentheses (*). The viscosity of pure water, η0, is 0.6882 mPa s (simulation result). As determined from simulation 
output, total system energy for the aqueous phase of pure water comprises contributions of 86.154 and 13.846%, from 
potential and kinetic energy, respectively. How the table works: as an example, the percentage contribution from PE in 

the aqueous phase of 1 molar ammonium acetate equates to: %PEWATER*1.0185 = 87.748 %).  

Figure 4.2. Aqueous salt solutions: changes in the percentage contributions of potential and kinetic energy (left and right 
panels, respectively) to total system energy, as a function of the salt type and concentration present. Obtained from 

simulations conducted at 26°C. As determined from simulation output, total system energy for the aqueous phase of pure 
water comprises contributions of 86.154 and 13.846%, from potential and kinetic energy, respectively. Results are shown 

normalised relative to values for water, e.g. the PE value for a given system is calculated as: %PE / %PEWATER. 
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results are shown Table 4.2, and presented graphically in Figure 4.3. The results are shown 

normalised relative to absolute values of PE and KE for the aqueous phase of pure water, 

determined from simulation output as (-) 123,051.368 and 19,775.868 kcal/mol, respectively. 

 Table 4.2 and Figure 4.3 show that for all systems, absolute values of potential and kinetic energy 

increase, relative to pure water. Changes are notably larger for potential energy. Compared to the 

values for proportional change (Table 4.1), the values for absolute change of potential energy in 

Table 4.2 almost match the corresponding values for viscosity change. A slight discrepancy is 

present however, which appears to vary between salt types, and increase as the salt types become 

more ‘complex’. A physical quantity that fits the description of this variable - salt-specific, with a 

link to both potential energy and viscosity - would relate to salt-specific influences on water 

structure. The strongest influence of an ion in aqueous solution is exerted on the population of its 

first hydration shell. Quantitatively, this variable (between salt types) would cumulatively manifest 

as the percentage of total water present within the first hydration shells of the ions. Applying this 

variable as a ‘scale factor’ to the change in system potential energy, the viscosity results for each 

 Sodium chloride Ammonium acetate Barium acetate Barium nitrate 

MOLARITY ƞ/ƞ0 PE KE ƞ/ƞ0 PE KE ƞ/ƞ0 PE KE ƞ/ƞ0 PE KE 

0.1 1.0203 1.0311 1.0017 1.0245 1.0290 1.0109 1.0829 1.0839 1.0135 1.0491 1.0811 1.0081 

0.5 (*0.3) 1.1226 1.1545 1.0089 1.1431 1.1386 1.0541 1.5213 1.4118 1.0675 1.1979 1.2799 1.0283 

1.0 1.2577 1.3091 1.0180 1.3252 1.2758 1.1082 2.1977 1.8220 1.1351    

TABLE 4.2. Simulation results, at 26°C, normalised relative to values for pure water: changes in viscosity, and 
corresponding changes in the absolute values of potential and kinetic energy for each aqueous system, as a function of 
salt type and concentration. Molar concentrations for barium nitrate, where different, are shown with parentheses (*).  

The viscosity of pure water, η0, is 0.6882 mPa s (simulation result). As determined from simulation output, absolute 

values of PE and KE for the aqueous phase of pure water (PEWATER and KEWATER), are (-)123,051.368 and 19,775.868 
kcal/mol, respectively. How the table works: as an example, the absolute value of PE in the aqueous phase of 1 molar 

ammonium acetate equates to: PEWATER*1.2758 = -156,988.94 kcal/mol).  

Figure 4.3. Aqueous salt solutions: absolute change in values of potential and kinetic energy (left and right panels, 
respectively) relative to pure water, as a function of the salt type and concentration present. Obtained from simulations 
conducted at 26°C. As determined from simulation output, absolute values of PE and KE for the aqueous phase of pure 
water are (-)123,051.368 and 19,775.868 kcal/mol, respectively. Results are shown normalised relative to these values. 
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aqueous salt solution, relative to pure water, are reasonably predicted using the following (unitless) 

equation: 

Δη = 1 + (PEABS * waterFirst Shells) 
Equation 4.1 

Where: 

• Δη = viscosity of the aqueous salt solution, relative to pure water 

• the value of 1 represents the viscosity of pure water 

• PEABS = absolute value of system potential energy, normalised relative to the value for pure water 

• waterFirst Shells = the percentage of total water in the system engaged within first hydration shells of 

ions 
 

 

Viscosity values predicted by Equation 4.1 are shown in Table 4.3, and compared with simulation 

results. Comparison of results is also presented graphically in Figure 4.4 for ease of interpretation, 

and Table 4.4 shows the calculation of the ‘waterFirst Shells’ parameters. 

 

 

 

 

 
 
0.1 Molar: 

 
 

PEABS 

 

waterFirst Shells 

(%) 

ƞ/ƞ0 

(simulation 
result) 

ƞ/ƞ0 

(prediction) 
Percentage difference 

between prediction and 
simulation result 

sodium chloride 1.0311 1.9839 1.0203 1.0205 0.02 

ammonium acetate 1.0290 3.7875 1.0245 1.0390 1.41 

barium nitrate 1.0811 4.6893 1.0491 1.0507 0.15 

barium acetate 1.0839 7.2144 1.0829 1.0782 - 0.43 

0.5 Molar:      

sodium chloride 1.1545 9.9190 1.1226 1.1145 - 0.72 

ammonium acetate 1.1386 18.9377 1.1431 1.2156 6.34 

barium nitrate (0.3 Molar) 1.2799 14.0680 1.1979 1.1801 - 1.49 

barium acetate 1.4118 36.0718 1.5213 1.5093 - 0.79 

1 Molar:      

sodium chloride 1.3091 19.8390 1.2577 1.2597 0.16 

ammonium acetate 1.2758 37.8754 1.3252 1.4832 11.92 

barium acetate 1.8220 72.1436 2.1977 2.3145 5.31 

TABLE 4.3. Viscosity of aqueous salt solutions at 26°C, as predicted by Equation 4.1; shown with values of the 

associated parameters. Parameters for PE are obtained from equilibrium MD simulations at 26°C. Results are 

expressed normalised, relative to values for pure water. Predictions are shown alongside the simulation results, with 

the percentage difference between the values also displayed. Viscosity predictions using energy values obtained from 

non-equilibrium MD simulations, at 20 and 26°C, are available for comparison in Appendix C. 

Figure 4.4. Viscosity predictions for 

aqueous salt solutions at 26°C; 

results of Table 4.3, in graphical form. 
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Sodium chloride 

Number of ions in 
the system 

(First hydration shell) ion 
coordination number 

waterFirst Shells 

• 0.1 molar (Na)+ → 20 
(Cl)- → 20 

(Na)+ → 5 
(Cl)- → 6 

220/11089 → 2% 
(1.9839%) 

• 0.5 molar (Na)+ → 100 
(Cl)- → 100 

(Na)+ → 5 
(Cl)- → 6 

1100/11089 → 10% 
(9.919%) 

• 1 molar (Na)+ → 200 
(Cl)- → 200 

(Na)+ → 5 
(Cl)- → 6 

2200/11089 → 20% 
(19.839%) 

Ammonium acetate    

• 0.1 molar (NH4)+ 
→ 20 

(CH3CO2)- 
→ 20 

(NH4)+ 
→ 5 

(CH3CO2)- 
→ 16 

420/11089 → 4% 
(3.7875%) 

• 0.5 molar (NH4)+ 
→ 100 

(CH3CO2)- 
→ 100 

(NH4)+ 
→ 5 

(CH3CO2)- 
→ 16 

2100/11089 → 19% 
(18.9377%) 

• 1 molar (NH4)+ 
→ 200 

(CH3CO2)- 
→ 200 

(NH4)+ 
→ 5 

(CH3CO2)- 
→ 16 

4200/11089 → 38% 
(37.8754%) 

Barium acetate    

• 0.1 molar Ba2+ 
→ 20 

(CH3CO2)- 
→ 40 

Ba2+ 
→ 8 

(CH3CO2)- 
→ 16 

800/11089 → 7% 

(7.2144%) 

• 0.5 molar Ba2+ 
→ 100 

(CH3CO2)- 
→ 200 

Ba2+ 
→ 8 

(CH3CO2)- 
→ 16 

4000/11089 → 36% 
(36.0718%) 

• 1 molar Ba2+ 
→ 200 

(CH3CO2)- 
→ 400 

Ba2+ 
→ 8 

(CH3CO2)- 
→ 16 

8000/11089 → 72% 
(72.1436%) 

Barium nitrate    

• 0.1 molar Ba2+ 
→ 20 

(NO3)- → 40 
Ba2+ 

→ 8 
(NO3)- → 9 

520/11089 → 5% 

(4.6893%) 

• 0.3 molar Ba2+ 
→ 60 

(NO3)- → 120 
Ba2+ 

→ 8 
(NO3)- → 9 

1560/11089 → 14% 
(14.0680%) 

 

From Figure 4.4, the viscosity predictions of Equation 4.1 are seen to diverge from simulation 

results for the more ‘complex’ ion pairs; namely arising from the hydration complexities of the 

nitrate and in particular, acetate anions, and associated cation-specific influences. Reported water 

coordination numbers of the acetate anion vary, ranging from 4 at the lowest range, to ~ 9 and 16, 

from experimental and computational studies195, 205. For ammonium acetate and barium acetate, 

cation-induced differences in the hydration-shell structure and water coordination number of 

acetate anions can be expected. At 1 molar aqueous concentration, experimental investigation 

(using X-ray spectroscopy and X-ray scattering techniques) of cation-dependent ion-pairing 

between acetate anions and monovalent cations, including ammonium (NH4+), Li+, K+, and Na+, 

found no occurrence of ion-pairing between ammonium and acetate206. This weak cation-anion 

interaction for ammonium acetate is not the scenario for barium acetate, which does show ion-

pair association in aqueous solution (Appendix B, Figure S2). In this case, sharing of ion-solvating 

water molecules within ion pairs could be expected, which complicates matters when interpreting 

TABLE 4.4. Calculation of the ‘waterFirst Shells’ parameters, using values from simulations of aqueous salt 

solutions at 26°C. For the simulations, a total of 11,089 water molecules were present in each system. The 
parameter approximates the water population engaged within the first hydration shell of ions, as a percentage 

of all the water present in the aqueous phase. Ion-water coordination numbers are sourced from Table 3.4 
(page 41), except for the nitrate anion; details discussed below. 
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water coordination values obtained by integration of ion-water RDFs. Ion-water coordination 

numbers obtained from radial distribution functions, for all salt solutions and concentrations 

considered, are shown in Appendix B, Table S7. 

Regarding the nitrate anion and the water coordination number of its first hydration shell, upon 

further investigation it is found that experimental studies have reported a variety of values, from 2 

to 18207; extending up to 21 for computational studies194. The large range has been attributed to 

the interference of counter-ions (i.e. cations)194. According to the comprehensive review of Ohtaki 

& Radnai on the structure and dynamics of hydrated ions207, values of 6 - 9 are reasonable as the 

average number of water molecules solvating a nitrate ion. Contemplating the data, the cited 

coordination number of 21194 (Chapter 3; Section 3.5, Table 3.4) was, in hindsight, too high to be 

representative of the simulated aqueous solutions of barium nitrate and not adequately 

researched. This is indicated by an overestimated viscosity prediction by Equation 4.1, compared 

to using a coordination number of 8 or 9, together with the RDF data which - if reliable - suggests 

each oxygen atom of nitrate ions is coordinated by 2.7 to 3 water molecules (i.e. total first-shell 

coordination number of 8-9). This discrepancy might warrant a revision to the published work of 

Chapter 3 at a future date. 

Hydration-shell complexities aside, the data presented in this chapter supports the discussion and 

conclusions of Chapter 3; that salt-specific effects on bulk dynamics of aqueous solutions arise 

cumulatively from the direct interaction of ions with their hydration shells. The resulting ‘salt-

specific’ changes in system potential energy, relative to pure water, were examined in proportional 

and absolute terms; the latter correlates closely with viscosity trends. A new equation obtained 

from the data - Equation 4.1 - predicts viscosity change relative to pure water reasonably well, for 

a variety of salt-types and concentrations in aqueous solution. Prediction discrepancies - notably 

11.9% for 1 molar aqueous ammonium acetate - appear related to uncertainties regarding ion 

solvation. Uncertainties arise from combined influences, including ion morphology, differing 

influence of counter-ions, the extent of ion-pairing, and the salt type; i.e. monovalent or divalent.  

Perhaps worth mentioning, in relation to Equation 4.1, are the existence of a few salts with a 

viscosity reducing effect in aqueous solution; i.e., the viscosity of the aqueous solution is lower than 

pure water. The salts with this effect are comparatively few208 (potassium, caesium and rubidium 

chlorides, where the viscosity decreases with increasing cation size), and rubidium and caesium 

iodides. In aqueous solution, caesium iodide has the strongest effect209 on lowering viscosity, of 

any known salt. When considering these salts, in terms of the radii of the component ions in 

aqueous solution (e.g. Marcus 1988, Table XIII210), one common characteristic is apparent. These 

salts are comprised of the largest monovalent ions, with consequently low surface charge density; 
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with caesium iodide having the largest size of both cation and anion. While such salts are not 

considered in the present work, Equation 4.1 would suggest the mechanism for viscosity reduction 

arises from these salts lowering the potential energy within the aqueous solution, relative to pure 

water. This can be envisaged by considering the following. Within a given volume of aqueous 

solution, such ions, in effect, lower the ‘potential energy density’ of the solution by creating pockets 

of low structural density, relative to an equal volume of pure water. Bear in mind that the physical 

bonds of any hydration shell (whether of water molecules or ions) contain potential energy. This 

scenario is considered comparatively with Figure 4.5, for pure water and caesium iodide aqueous 

solution. 

Figure 4.5. Schematic: origin of viscosity reduction in the case of caesium iodide aqueous solution, compared to 

pure water. Image A)211 in pure water: the minimum complete solvation structure of a water molecule (highlighted 

orange), comprises 21 water monomers, organized in a double coordination shell211. Image B) RDF comparisons: 

experimentally derived, in pure water (OW-OW, OW-HW)212 and simulation-derived, for caesium and iodide ions in 

aqueous solution (Cs+ - OW213 and I- - OW214). The large size of the ions is apparent. Image C) the first hydration 

shell of caesium213 (corresponding image for iodide not found in literature). Caesium and iodide ions have first-shell 

water coordination numbers of 8213 and 6214, respectively. This is larger than the tetrahedral arrangement for the 

first hydration shell of a water molecule, however, the energy within the bonds of the hydration structures also 
needs considering. Any liquid phase is a dynamically-evolving 3D structure; comprised of the bonds between the 
constituent atoms, with each atom providing a transient ‘connection point’ within the overall structure of a given 
volume. At a given temperature, the bond ‘switching’ (breakage and reforming), and resulting bulk mobility of the 

structure, depends on the energy within the bonds. Let us consider two equal volumes: of pure water, and caesium 
iodide aqueous solution. It should be apparent that the pure water has a higher density (per unit volume) of 

‘connection points’ - and thus also a greater number of the associated bonds formed by each - than an aqueous 
solution of caesium iodide. The viscosity reduction with the latter originates from the volume of the ion itself (i.e. 

the volume taken up by the ion makes no contribution to potential energy) and weaker physical bonds of the 
hydration shell due to low surface charge density of the ions. 
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4.3 CONCLUSIONS 

In this chapter, a new expression for viscosity (Equation 4.1) was presented, where each term 

represents a physical phenomenon (i.e. no arbitrary constants). Viscosity is expressed in terms of 

system potential energy; the changes of which appear to arise cumulatively from molecular-scale 

phenomena. Looking ahead, the validity of the equation can be further tested for other systems, 

using data readily available from easy-to-setup equilibrium MD simulations. Such systems could 

include the effects of other salts, including those that lower viscosity, as well as other viscosity-

modifying solutes (e.g. surfactants), and possibly other solvents (e.g. not just water). If applicable 

for such cases, Equation 4.1 could develop into a generalised form, e.g., something like Equation 

4.2: 

 

Δη = 1 + (PEABS * solventFirst Shells) 
Equation 4.2 

Where: 

• Δη = viscosity of solution, relative to pure solvent 

• the value of 1 represents the viscosity of pure solvent 

• PEABS = absolute value of system potential energy, normalised relative to the value for pure solvent 

• solventFirst Shells = the percentage of total solvent molecules in the system engaged within first 

solvation shells of the solute 

 

This would be the domain of future work. Returning to Equation 4.1; while the predictions are 

reasonable, its main value might not be in viscosity prediction - since simulations can do this - but 

in perhaps identifying and exploring the phenomena responsible for changes in viscosity, and how 

they relate, i.e. understanding where the result comes from.  
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Chapter 5. Characterising the particulate phase: 

hydration structures on γ-alumina surfaces probed by atomistic molecular 

dynamics simulations  

The material presented in this chapter has been published as:  
Drecun, O., Striolo, A., Bernardini, C., Sarwar, M. Hydration structures on γ-alumina surfaces with 
and without electrolytes probed by atomistic molecular dynamics simulations. J. Phys. Chem. B, 
2022, 126(44), 9105-9122. 

• Supplementary material relevant to this chapter is compiled in Appendix D (starting on page 
171). 

 
5.1. INTRODUCTION 

Solid-liquid interfacial phenomena are relevant across the fundamental sciences, in influential, if 

not key areas of understanding from environmental processes215 to numerous industrial 

applications216. Of the latter, one example is the formulation of coatings for heterogeneous 

catalysis25, 217 - 219. In the context of heterogeneous catalysis, gamma-alumina is used extensively as 

a catalyst support material due to a favourable combination of morphological, thermal, and other 

properties220, 221. 

The present work focuses on (1) the structural arrangements and dynamics of pure liquid water at 

interfaces of gamma (γ)-alumina, and (2) the effect of salts on the properties of interfacial water.  

Experimental studies have investigated γ-alumina/water interfaces in a range of contexts, 

including, but not limited to: stability of γ-alumina and Ni/Pt γ-alumina supported catalysts under 

conditions relevant for biomass reforming222, 223 and at ambient pressure224, sorption of trace 

environmental contaminants225, 226, and radioactive waste containment227. Such studies frequently 

necessitate the use of in-situ/operando analysis techniques228 - 230. Theoretical and computational 

approaches can provide synergistic insights at atomistic resolution, assuming that the models 

implemented are indeed reliable. Of the computational approaches available, studies of γ-alumina 

surfaces to-date are dominated by density functional theory (DFT)231 - 238 and ab-initio molecular 

dynamics (AIMD)239 - 242 for non-aqueous and aqueous systems; studies of the latter are fewer, and 

mostly the domain of AIMD. While the level of resolution accessible to DFT and AIMD is exquisitely 

detailed, the system sizes and time scales attainable using these methods remains limited due to 

the high computational demands. 

To access larger system sizes and longer simulation times (up to 100’s of ns), classical molecular 

dynamics (MD) simulations have been utilized to study interfacial aqueous systems on a wide 

spectrum of substrates, including oxides243 - 249, clays250 - 253 and carbonates254 - 257, among others. 

MD simulations have provided insight on fundamental properties, such as the effect of surface 

polarity on wettability258, the effect of surface patterning on the hydration structure259, the role of 
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hydration in protein stability260, and how the dynamics of interfacial water depend on surface 

features261. Within this landscape, however, studies of γ-alumina utilising classical MD remain 

scarce. MD simulations reported to-date for γ-alumina have explored surface structure and 

rearrangements262, 263, glycerol diffusion in nanopores264, structure and dynamics of aqueous 

isopropanol at the γ-alumina interface265 and, recently, thermophysical properties of aqueous 

nanoparticle suspensions, at low volume-fraction266. 

The scarcity of classical MD investigations on this system can be attributed to the ‘defective’ 

structure of γ-alumina, and the resulting debate over which structural model is most 

representative267, 268. 

From the current state of knowledge, hydroxylated [110] and [100] facets of γ-alumina were 

constructed based on crystallographic information from the literature. The hydration structure and 

dynamics of various aqueous phases at both surfaces is then investigated via atomistic MD 

simulations. Starting with pure water at the γ-alumina surfaces, and establishing effects of the 

surface features, we then investigate effects on the interfacial hydration layers due to various salts 

present in the aqueous phase. We consider aqueous solutions of sodium chloride, ammonium 

acetate, barium acetate (1 molar) and barium nitrate (0.3 molar), building on our prior results for 

bulk aqueous salt solutions269. These salt systems are relevant for catalyst preparation, as explained 

elsewhere269. The salt concentrations chosen for the present study were large enough to allow salt-

induced effects at interfaces to be probed, yet within the water solubility limit of the various salts. 

Since oxides - such as γ-alumina - are relatively inert, it is assumed that electrostatic interactions 

between the surface and the liquid phase, via surface OH groups, are the predominant mechanism 

affecting molecular structure and dynamics within the interfacial hydration layers. This assumption 

is reinforced by studies previously conducted on related oxides and resulting agreement with 

experimental observations270. 

Several analysis methods are combined to yield insights into the interfacial hydration structure, 

ion-specific effects, and relations to the surface morphologies of two prevalent crystallographic 

surfaces of γ-alumina. The remainder of this chapter is organised as follows; simulation methods 

and algorithms are described in Section 5.2, results are presented and discussed in Section 5.3, 

followed by conclusions, in Section 5.4. 

 

5.2. SIMULATION DETAILS  

5.2.1. Methods 

All simulations were performed using the freely available software LAMMPS149 (version 16 Mar 

2018). The velocity Verlet algorithm89 was implemented to integrate the equations of motion, with 
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a 1 fs time step. Simulations were conducted with periodic boundary conditions in the canonical 

ensemble: constant number of particles (N), volume (V) and temperature (T), maintained by the 

Nosé-Hoover thermostat98 - 100 (100 fs damping parameter). Simulations were conducted at 293.15 

K (20°C), representative of ambient experimental conditions. As the net charge of all simulated 

systems is zero, long-range electrostatic interactions were treated with the particle-particle-

particle-mesh (pppm) solver106. The systems were equilibrated for 30 nanoseconds, followed by a 

4 ns production run. For the analyses presented herein, the production run trajectories were 

sampled every 400 fs. Based on prior experience and observation of aqueous interfacial systems 

modelling, 30 ns is sufficient for equilibration249, 253, 271-273. However, it is possible that both simple 

and complex ions slow the dynamics of interfacial water, potentially requiring longer equilibration. 

To ensure that equilibration time was sufficient, the potential energy of the systems was 

monitored, which plateaued within 1 ns of the equilibration simulations, confirmed that water 

density profiles perpendicular to the surfaces considered did not vary substantially when sampled 

at 10, 20 and 30 ns of simulation time and ensured that the ions adsorbed at the interface could 

relocate to different preferential adsorption sites, and desorb to the bulk water, in the duration of 

the simulations. 

5.2.2. γ-alumina: crystallographic model 

The unit cell structural model of Digne et al.274 was utilised. Unit cell dimensions (along 

crystallographic axes a, b, c) are a = 5.587 Å, b = 8.413 Å, and c= 8.068 Å. Selection of the 

crystallographic faces was based on considering γ-alumina nanoparticle morphology; among the 

most common crystal habits, the [110] facet comprises 70-83% of total exposed surface area, 

followed by the [100] facet, accounting for ~17-30%274. The crystallographic information file (CIF) 

for the unit cell model of Digne et al.274 was sourced from the template by Herráez, modified by 

Gutow275. It is worth mentioning that the ‘[110]’ and ‘[100]’ terminations as described by Digne et 

al. are found at the [100] and [001] surfaces of their unit cell model, respectively. This is because 

the atomic lattice of the Digne et al. model is rotated by 45°, relative to a conventional face-

centred-cubic (FCC) crystallographic unit cell. This rotation becomes apparent from the visual 

mismatch that occurs when attempting to find the [110] and [100] faces shown in literature 

diagrams232, 234 - 237 at the corresponding conventional positions on the unit cell model.  

In the present work, the unit cell was replicated to create the γ-alumina substrates using the 

CrystalMaker276 software. The ‘Volume inspector’ tool shows conventional lattice plane positions, 

indicated by Miller indices, with a sliding position scale. For the [110] γ-alumina surface ([100] on 

the unit cell model), the unit cell was replicated to 2a * 5b * 5c, yielding absolute dimensions of 

11.17 * 42.065 * 40.34 Å. For the [100] γ-alumina surface ([001] on the unit cell model), the unit 
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cell was replicated to 8a * 3b * 2c, yielding absolute dimensions of 44.696 * 25.239 * 16.136 Å. 

Because of periodic boundary conditions, the surfaces are effectively infinite in the x and y 

dimensions. Since substrates of similar dimensions have been utilised in prior classical MD studies 

of interfacial phenomena for several materials251, 252, 277, 278 in aqueous and non-aqueous systems, 

the simulation box dimensions used here are assumed large enough to minimise system size 

effects. To validate this assumption, simulations were repeated for a system of pure water as the 

aqueous phase, with a [100] substrate of doubled dimensions along the Y direction (yielding 

substrate dimensions of 44.696 * 50.478 * 16.136 Å). Results for water density profiles, ρ(z), and 

residence times of interfacial water at this larger surface are consistent with the results shown in 

the main text; comparison is presented in Appendix D, Fig. S1. Hydroxylation of the [110] and [100] 

surfaces was modelled following the ab-initio study of Wakou et al.239, yielding ∼10.3 and 12.8 OH 

groups per square nanometre for the [110] and [100] surfaces, respectively. The schematic of 

Figure 5.1 shows the resulting hydroxyl group distribution on the two surfaces. The hydroxylation 

states considered are representative of acidic pH conditions, at which surface oxygen atoms are 

mostly protonated. Also visible in Figure 5.1, on the [110] diagram, is the tri-coordinated aluminium 

atom (coordinated to three oxygen atoms of the bulk structure), present as a metastable species 

exclusively on the prevalent [110] termination of γ- and δ-alumina particles. These atoms 

correspond to the sites of a known structural ‘defect’ held responsible for the unique properties of 

‘activated’ (thermally pre-treated) alumina, on which these species can be present as Lewis acid 

sites210, 222.  

Figure 5.1. Schematics of the γ-alumina unit cell model, showing hydroxylation of the [110], left, and [100], right, crystallographic 
faces. As indicated by the crystallographic axes, the surfaces described as [110] and [100] are found at [100] and [001] positions 

of the unit cell model, respectively. The diagrams show single, complete unit cells, with unit cell boundaries (pale grey). Sub-
scripts in the group labels signify ligancy of aluminium to oxygen, and of the hydroxyl group oxygen to aluminium atoms. For 

groups arising from surface oxygen atoms, e.g., Al6O3H, the value for Al refers to the oxygen-coordination of aluminium atoms 
connected to the surface oxygen atom. Al=cyan, O=red (bold and pale, for oxygen atoms of the substrate and of attached groups, 

respectively), H=white.  
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Validation of the constructed surfaces was conducted via comparison with selected ab initio results 

for radial distribution functions239. For the [110] and [100] surfaces, the literature ab initio results 

were obtained using 2 * 3 * 1 and  2 * 2 * 1 supercells, respectively, during 10 ps simulations at 308 

± 9 K (25.85 - 43.85 °C)239.  Our MD results for [110] and [100] were obtained using 2 * 5 * 5 and 8 

* 3 * 2 supercells, respectively, with 4 ns of data collection, at 293.15 K (20°C). Despite the 

differences in simulated temperature and system sizes, and limitations of such comparison due to 

the different resolution of atomistic vs. electronic structure calculations, MD results retain the main 

features of the ab initio data. This comparison is reported in Appendix D, Figure S2. 

5.2.3. Force-field parameter sets 

5.2.3 a) Water, ion pairs 

The rigid simple point charge extended (SPC/E) water model73 was utilized to simulate water. O-H 

bond lengths and the H-O-H angle in each water molecule were maintained rigid using the SHAKE104 

algorithm, as implemented in LAMMPS.  

Force field parameters developed for use in conjunction with the SPC/E water model were applied 

to simulate ion pairs where possible. The widely used Joung-Cheatham model150 for sodium and 

chloride ions, parameterized for SPC/E water, was implemented, without polarizability. For barium 

nitrate, the parameters chosen for the nitrate ion151 have been utilized to study ion transport 

properties for aqueous (SPC/E) nitrate salts of sodium and potassium, but not barium. The 

parameters are implemented here with those of Mamatkulov et al.152 for the barium ion, developed 

to reproduce the solvation free energy of divalent ions with SPC/E water. For ammonium acetate, 

a parameter set153 incorporating the acetate ion, optimized to reproduce interactions with (TIP3P)70 

water, and physiologically relevant cations, including ammonium, was utilized. Interaction energies 

are modelled using the Lennard-Jones and Coulomb potentials. Non-bonded interactions were 

truncated at 9 Å, as prescribed by the SPC/E water model73. Mixed atom-type interaction potentials 

were calculated from self-interaction parameters, using Lorentz-Berthelot combining rules87, 88. 

In recent work (presented in Chapter 3), it was demonstrated that the parameterizations 

implemented here reproduce experimental trends for bulk diffusion coefficients and viscosities of 

the respective aqueous solutions269. This agreement sufficiently justifies the choice of 

parameterisation. 

5.2.3 b) γ-alumina 

Bond, angle, charge and pair-coefficient parameters for the surface atoms participating in hydroxyl 

groups (Al-O-H) were taken from ClayFF (Clay Force Field)279, which reproduces experimental 

trends for a number of mineral substrate-water interfaces280 - 282. As implemented in ClayFF, surface 

hydroxyl groups were parameterized with the flexible SPC water model283. With the exception of 
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surface hydroxyl groups, atoms of the substrate are tethered to their initial position - as for most 

studies of similar systems264, 281, 284, - with a spring force of 100 kcal/mole-Å. Doing this assumes 

that rotation and translation within the crystal structure is negligible within the simulation 

timeframe, and that the initial orientation in which atoms of the substrate lattice are fixed has a 

minor impact on the properties of the interfacial aqueous phase. Since radial distribution functions 

obtained from our MD simulations reasonably replicate ab-initio results (see Fig. S2, Appendix D), 

this approximation is considered adequate. Quantifying how atomic vibrations within a solid 

substrate modulate properties of interfacial water requires force fields other than ClayFF, which 

was not parameterized to simulate mechanical properties of solid substrates.  

Geometric mixing rules, as implemented in ClayFF, were applied to calculate Lennard-Jones 

interaction parameters for unlike atoms (e.g., between γ-alumina and the overlying aqueous 

phase).  

5.2.4. Simulation setup  

Simulation cells, with periodic boundaries along x, y and z directions, were set up as shown in Figure 

5.2. For ease of analysis, substrates were positioned with the crystallographic surface of interest 

parallel to the x-y plane. For all simulations of γ-alumina [110], simulation cells of 40.468 * 42.441 

* 120.00 Å (x, y, z) were set up with 2523 water molecules overlying the substrate (substrate 

thickness of 11.17 Å). For all simulations of γ-alumina [100], simulation cells of 44.89 * 25.53 * 

120.00 Å (x, y, z) were set up with 1912 water molecules overlying the substrate (substrate 

thickness of 16.136 Å). 

Figure 5.2. Side views of hydroxylated γ-alumina crystallographic surfaces. Panel A): [110]. Panel B): [100]. Lilac 
lines indicate the position of the ‘reference plane’ for each surface, as referred to herein. Panel C) shows a 
snapshot of initial system configuration (γ-alumina [100] and water). A liquid film (water/aqueous solution) 

overlies the γ-alumina surface. Al=cyan, O=red, H=white. In panel C), water = stick representation. 
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The thickness of the liquid layer in the simulations varied between ~50-53 and 58-60 Å, above the 

[110] and [100] surfaces respectively, depending on solvent composition. The space remaining in 

the z direction was left empty. The thickness of the liquid layer was chosen to ensure that its 

behaviour was unaffected by periodic boundary conditions, and to allow sufficient room for ‘bulk’ 

conditions to be established within the aqueous phase, located between the solid−liquid and 

liquid−vacuum interfaces. Adequacy of the film thickness was confirmed by ensuring that water 

density in the central region of the aqueous film reproduces the density of bulk liquid water at the 

thermodynamic conditions chosen for this study (see Appendix D; Figure S3). 

For each of the two crystallographic terminations, five simulations were conducted with overlying 

films of: pure water, (1 molar) aqueous solutions of sodium chloride, barium acetate, ammonium 

acetate, and a 0.3 molar aqueous solution of barium nitrate. Ten simulations were conducted in 

total. The lower concentration of barium nitrate compared to the other aqueous solutions reflects 

its lower water solubility at ambient conditions163 - 165. 

5.3. RESULTS AND DISCUSSION  

5.3.1. Hydration Structure 

To elucidate the structure of pure liquid water at contact with [110] and [100] γ-alumina, simulation 

trajectories are analysed to extract atomic density profiles perpendicular to the solid-liquid 

interface, and the preferential orientations and residence times of water molecules within the 

interfacial hydration layers. To reveal how the atomistic features of the two alumina surfaces yield 

differing interfacial hydration structures, x-y plane density distributions are computed to visualise 

the arrangement of water molecules over both surfaces. These planar density distributions are then 

compared with the spatial distribution of surface features, including locations of OH groups, thus 

revealing regions where interfacial water preferentially accumulates. 

5.3.1 a) Density profiles perpendicular to γ-alumina surfaces 

Atomic density profiles of water (oxygen and hydrogen atoms) were calculated as a function of 

distance (z) perpendicular to the γ-alumina surfaces. The reference plane (z = 0) for computing the 

vertical distance is the uppermost layer of aluminium atoms within the substrate (see Figure 5.2). 

In Figure 5.3, the results obtained for the [110] and [100] γ-alumina terminations are compared. 

The density profile for water oxygen atoms on the [110] termination (Figure 5.3, panel A) shows 

the formation of four hydration layers (density peaks) near the surface, with two distinct layers 

located at 2.65 and 3.6 Å, respectively. Water density increases moving away from the interface 

into the third to fourth hydration layers, and then decreases to uniform bulk water density at 

distances ∼10 Å and further from the interface. These results suggest a depleted population of 

hydration water at contact with the interface, relative to the bulk. Compared with results obtained 
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on atomically smooth crystalline substrates in the literature249, 277, 285, 286, the depleted water 

density seen at the [110] interface is likely due to its atomistic-scale roughness287 (see Figure 5.2). 

It is noted that the first three peaks for the hydrogen atomic density profile (Figure 5.3, panel A) 

appear at 1.85, 3.35, and 5.45 Å, respectively. Considering peak positions and intensities of the 

oxygen and hydrogen density profiles together, the results just discussed suggest that the water 

molecules in the first hydration layer on [110] γ-alumina predominantly project one of their O-H 

bonds towards the interface. In the second layer, water molecules maintain both O-H bonds 

predominantly parallel to the surface, in some cases maintaining one O-H bond away from the 

surface. The third peak of the hydrogen density profile, located at 5.45 Å from the surface, 

corresponds to the minima between the third and fourth peaks of the oxygen density profile. This 

is consistent with water molecules forming hydrogen bonds between the third and fourth hydration 

layers. Subsequent orientation analysis of interfacial water molecules (Section 5.3.1 b) and 

representative simulation snapshots (Appendix D; Figure S4) support the results just discussed. 

Density profiles obtained for water oxygen atoms on the γ-alumina [100] termination (Figure 5.3, 

panel B), show two distinct hydration layers located at 3.65 and 5.95 Å, respectively, separated by 

a pronounced minimum at ~ 4.65 Å from the reference plane. The first three peaks for the 

hydrogen density profiles (Figure 5.3, panel B) appear at 3.75, 5.15 and 6.55 Å. A shoulder is visible 

in the H density profile at 3.25 Å. These results suggest that within the first hydration layer (O 

density peak centred at 3.75 Å), water molecules mostly direct their O-H bonds either parallel to, 

or away from, the interface. For the second hydration layer, the oxygen density peak at 5.95 Å is 

accompanied by hydrogen peaks at 5.15 and 6.55 Å. The peak positions and intensities are 

consistent with water molecules directing O-H bonds both away from, and towards the interface; 

water molecules within the second hydration layer form hydrogen bonds with water molecules in 

both the first and third hydration layers, providing connectivity within the hydration structure of 

the [100] surface. Subsequent orientation analysis (Section 5.3.1 b) supports the results just 

discussed. The density profiles of Figure 5.3 show that bulk-like water structure is obtained at 10 Å 

or further from the [100] surface, consistent with results obtained for the [110] surface. Overall, 

Figure 5.3. Atomic density profiles of oxygen and hydrogen atoms of water in the 

direction perpendicular to γ-alumina [110] and [100] surfaces; A) and B), respectively. 
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water appears to accumulate near the [100] surface, while a somewhat depleted water population 

was observed near the [110] surface, albeit at closer contact. These results are consistent with (a) 

the surface density of OH groups, which is ~24% larger on [100], compared to [110], and (b) the 

fact that the [100] surface is more atomically smooth than the [110], as seen in Figure 5.2. 

5.3.1 b) Molecular orientation within interfacial hydration layers 

Probability distributions of the angle (θ) formed between the water dipole moment and the vector 

perpendicular to the surface were computed for interfacial water molecules at the γ-alumina [110] 

and [100] terminations. Angles of 0 and 180° correspond to water molecules having both O-H bonds 

directed away from, and toward the surface, respectively. A 90° angle means that one O-H bond 

points away from the surface, and the other towards the surface. Figure 5.4 shows the probability 

distributions (P[cos(θ)]) for water molecules within first and second hydration layers of the γ-

alumina [110] and [100] terminations, for pure water. Probability distributions obtained for bulk 

water are also shown for comparison. These show the expected uniform probability distribution. 

Water molecules in the first two hydration layers of γ-alumina [110] show pronounced preferential 

orientations (Figure 5.4, panel A). By contrast, the [100] termination induces preferential water 

orientations only within its first hydration layer (Figure 5.4, panel B). These results are consistent 

with the density profiles discussed in Section 5.3.1 a). Within the first hydration layer of the [110] 

surface, a pronounced peak at cos(θ) -0.15 indicates a strong likelihood for water molecules to form 

98° angles between their dipoles and the surface normal. This implies one O-H bond pointing into 

Figure 5.4. Orientation of water molecules at γ-alumina [110] and [100] surfaces; panels A) and B) respectively. The 

probability distributions are shown as the cosine of the angle between the vectors normal to the surface, and the dipole 

moment of water. Results for bulk water are the uniform distribution (dashed red line). Schematics on the right show the 

predominant orientation for water molecules in the first hydration layer of each surface. Red and black arrows show the 

water dipole moment and surface normal vectors, respectively. 
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the surface, interacting with surface oxygen atoms, and the other almost parallel to the surface, 

forming hydrogen bonds with water molecules (oxygen atoms) in the second hydration layer. 

Water molecules in the latter have a wider range of likely orientations, but an overall directional 

shift of water O-H bonds away from the surface is observed. Water dipoles mostly form angles of 

60° (cos-1(0.5)) with the surface normal. Also present are smaller populations of water molecules 

(cos(θ) = 0.95) and (cos(θ) = -0.95) with both O-H bonds directed either away from or towards the 

surface, respectively.  

For the [100] surface, water molecules in the first hydration layer are orientated with 

predominantly 60° angles between their dipoles and the surface normal, seen from the peak at 

cos(θ)=0.5; Figure 5.4 panel B. The peak intensities and the spread of the distribution appear 

broadly on par with those observed in the second hydration layer of [110]. This suggests a 

comparatively weaker influence of the [100] surface on its interfacial water population. This is 

further established, going into the second hydration layer, by the wide spread of water molecule 

orientations. The water molecules show no predominant orientation, other than the decreased 

probability for the range of ~148-180° (cos(θ)= -0.85 to -1); i.e., both O-H bonds pointing towards 

the surface. 

5.3.1 c) Water residence times at contact with γ-alumina surfaces 

To complement the structural insights, we probe the dynamics of water within the interfacial 

regions, quantifying the residence autocorrelation function, CR(t), for interfacial water271, 288. The 

hydration layers of interest are of width ~ 1 Å, centred at distances corresponding to the maxima 

in the atomic density profiles (Fig. 5.3) of water oxygen atoms on the two γ-alumina terminations. 

To assess the average residence time of water molecules within a specified hydration layer, we 

compute ensemble averages for CR(t), which equates to 1 as long as a given molecule resides within 

the specified layer, and becomes 0 once the molecule leaves the layer. Should the molecule return 

to the layer of interest, its contribution to the residence autocorrelation function remains 0, 

following prior works271, 288, 289. The slower the decay of CR(t) from 1 to 0, the longer, on average, 

water molecules reside within the hydration layer. When CR(t) is fitted with a single exponential 

function, the average residence time can be estimated as the time required for CR(t) to decay from 

1 to 1/e. To provide an indication of statistical uncertainty for the computed averages, additional 

water residence time analyses were conducted at the two γ-alumina terminations, starting from 

differing time origins. The results, reported in Appendix D, Figure S5, are qualitatively consistent 

with the plots discussed herein and provide an estimate on the uncertainty of the results discussed 

in what follows. 
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Results for CR(t) obtained for water molecules within first and second hydration layers on the [110] 

and [100] γ-alumina surfaces are shown in Figure 5.5. For both surfaces, water molecules reside in 

the first hydration layer longer than in the second, as commonly observed in the literature relevant 

to hydration water at solid surfaces. The results show that water is more mobile within the first 

hydration layer of [100], compared to the [110] equivalent. This suggests that the γ-alumina [110] 

surface induces longer-lasting interactions with interfacial water molecules. This is likely due to the 

atomistic-scale roughness, more pronounced for the [110] termination, which increases closer-

contact surface-water interactions. Within the second hydration layer, the surfaces induce the 

opposite effect, with water molecules residing for less time at the [110] surface, compared to [100]. 

This difference occurs since the second hydration layer on the [110] substrate is effectively an 

interstitial layer, as indicated by the thinner width of the corresponding peak in the (water) oxygen 

atomic density profile (see Figure 5.3, panel A). This interstitial layer provides connectivity between 

the water molecules of the first hydration layer, strongly adsorbed on the surface, and those further 

away; whereas within the more substantial second hydration layer of [100] γ-alumina, water 

molecules reside for longer before diffusing away. 

5.3.1 d) Relations between surface features and interfacial water structure  

To correlate hydration structure with the surface features of γ-alumina [110] and [100], density 

distributions of water within the first two interfacial hydration layers of each surface were 

computed. The results are referred to as planar (2-D) density distributions. Hydration layer 

positions were inferred from the first two peaks of the water (oxygen) atomic density profiles in 

Figure 5.3. The planar density distributions are computed within layers parallel to the γ-alumina 

surfaces. The thickness for each hydration layer is defined, from Figure 5.3, by the distance from 

the peak maxima to the minima either side. For the γ-alumina [110] surface, the first and second 

hydration layers reside between 1.95 to 2.95, and 2.95 to 4.05 Å from the reference plane, i.e., 

thicknesses of 1 and 1.1 Å, respectively. For the γ-alumina [100] surface, the first and second 

hydration layers are identified from 2.75 to 4.35 and 4.95 to 7.15 Å, i.e., of thicknesses of 1.6 and 

2.2 Å, respectively.  

Figure 5.5. Residence autocorrelation functions for water (oxygen atoms) on γ-alumina [110] and [100] surfaces. 
Panel A: within the first interfacial hydration layer. Panel B: within the second interfacial hydration layer. 
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Visual analysis of the planar density distributions identifies atomistic-scale regions within which 

water molecules accumulate. To relate these regions of preferential accumulation to the structure 

of the γ-alumina surfaces, maps illustrating the positions of surface features, for example, the OH 

groups, are superimposed onto the planar density distributions.  

In Figure 5.6, the γ-alumina [110] surface is superimposed onto planar density distributions of 

water (oxygen) in the first and second hydration layers (panels A and B, respectively). In the first 

hydration layer, water preferentially adsorbs near a surface H2O group (Figure 5.6, Panel A). 

Simulation snapshots (Appendix D; Figure S4) show water molecules at this site directing one of 

their O-H bonds downwards, H-bonding with a surface oxygen atom located adjacent to the H2O 

surface group. The other water O-H bond links to water molecules in the second hydration layer, 

and in doing so, bridges a structural cavity feature of the [110] surface. In the second hydration 

layer, oxygen atoms of water interact with H2O surface groups (see also Appendix D; Figure S4). In 

the second hydration layer (Figure 5.6, Panel B) a pattern of bright spots above the structural 

‘cavity’ feature on the substrate indicates where water molecules accumulate to bridge over the 

surface cavity. A second, arc-like, density distribution pattern (Fig. 5.6, Panel B) traces the path of 

water interaction with other alumina surface groups, e.g., Al4O1H, shown in representative 

simulation snapshots (Appendix D; Fig. S6a, b). 

Figure 5.6. The γ-alumina [110] surface, superimposed onto planar density distribution graphs of interfacial water. Diagrams A) 
and B): water (oxygen) density distributions within the first and second interfacial hydration layers, respectively. Unit cells 

(white borderlines) are shown to aid interpretation. For clarity, only the surface atoms of γ-alumina [110] are shown. Surface 
groups are shown in initial configuration (bond vectors aligned normal to the surface) for clarity. Enlarged images, and overlays 

onto density distributions of water (hydrogen) are shown in Appendix D; Figure S6.  
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Figure 5.7 shows the planar density distributions of water oxygen and hydrogen atoms within the 

two interfacial hydration layers of the [100] surface. Water is more ordered within the first 

hydration layer compared to the second, as can be seen from the more clearly defined distributions 

of high water density. One pattern of high-density regions within the first hydration layer correlates 

with the hydrogens of surface Al5O1H2 groups (one of the two present per unit cell). A second 

pattern of high density, also within the first hydration layer, correlates to a potential ‘bridging zone’ 

between hydrogens of the second Al5O1H2 group and one of the Al4O1H groups. In this context, a 

small proportion of water molecule O-H bonds within the first hydration layer are directed towards 

the interface, while the majority lie predominantly parallel or away from it, consistent with the 

results shown in Figure 5.4. These two orientations correlate with the two patterns just described, 

respectively.  

Figure 5.7. The γ-alumina [100] surface, superimposed onto planar density distributions of interfacial water. Diagrams 
A) and B): water (oxygen) density distributions within the first and second interfacial hydration layers above the γ-

alumina [100] surface, respectively. For clarity, only the surface atoms of γ-alumina [100] are shown. Unit cells (white 
borderlines) are shown to aid interpretation. For clarity, surface groups are shown in initial configuration (bond 

vectors aligned normal to the surface). The simulation snapshot shows a single unit cell surface (aerial view) with 
representative orientations of surface groups (indicated with red arrows). Yellow and blue highlights correspond to 
the regions of high OW density in the first and second hydration layers. Enlarged images, and overlays onto density 

distributions of water (hydrogen) are shown in Appendix D; Figure S7. 
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Within the second hydration layer above γ-alumina [100], some high-density regions of water 

(oxygen) are observed, corresponding to the location of surface Al6O3H groups. Nevertheless, the 

planar distribution of water is rather diffuse in the second hydration layer. This contrasts with 

results on γ-alumina [110], where structural perturbations of water extend into the second 

hydration layer.  

Compared to γ-alumina [110], the [100] surface has a higher surface density of OH groups (12.9 

compared to 10.3 OH/nm2) and, in the model used here, hosts two H2O surface groups per unit cell, 

compared to one for [110]. Contrasting with the more ‘closely-packed’ features of [100], the [110] 

surface displays more heterogeneity, in terms of local surface features; intimately neighbouring 

areas with and without surface OH groups. This appears to yield stronger interactions and further-

reaching perturbation effects on water structuring. This observation agrees with findings from 

Wakou et al.239, in that, compared to [100], the [110] surface favours local structuring of water and 

solvation of its μ1-OH and μ1-H2O groups. By contrast, on [100], a stronger H-bond network among 

μ1-OH and μ1-H2O groups reduces water-surface interaction. The results illustrate how a 

combination of the surface density and spatial distribution of OH groups, and the spatial 

distribution of atomistic-scale roughness of a substrate, directly affect the structure of interfacial 

water. 

5.3.2. Salt-specific perturbations of hydration structure and dynamics 

While the results above quantify how substrate characteristics affect the properties of pure water 

in contact with γ-alumina, this section explores how different salts disrupt the properties of 

interfacial water. A variety of phenomena can be expected. For example, Xu et al.290 showed that, 

even though the structure of interfacial water on the [001] termination of corundum (α-Al2O3) 

changes little when the pH ranges from 5 to 9, the presence of arsenate causes substantial 

restructuring, which suggests the adsorption of solutes can have stronger effects than changes in 

surface charge density. Wang et al.291 demonstrated that, because structurally ordered interfacial 

water facilitates hydrogen evolution reactions on atomically flat Pd, the presence of Na+ ions 

indirectly affects the reaction rates, by affecting the structure of the hydration water. Cao and 

Netz292 demonstrated that a combination of water orientation, hydrogen-bond network, surface 

features, and presence of salt ions lead to anomalous electro-kinetic effects within graphitic pores. 

Baryiames et al.293 demonstrated that hydrogen bond populations measured for water molecules 

at the interface with oil in the presence of non-ionic surfactants changes little upon addition of Na+ 

and Ca2+ ions, yet the dynamics of interfacial water molecules were significantly more sluggish in 

the presence of the ions.  
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MD simulations are employed here to help understand the molecular mechanisms responsible for 

changes in relative orientation, hydrogen-bond density, and mobility of interfacial water upon the 

addition of ion pairs that differ in size, shape, and charge density. 

5.3.2 a) Density profiles perpendicular to γ-alumina surfaces 

Upon dissolution of ion pairs, the atomic density profiles for O and H atoms of water in the direction 

perpendicular to the γ-alumina [110] and [100] surfaces do not change much compared to those 

reported for pure water, beside a minimally reduced density away from the immediate interfacial 

zone. These results are shown in Appendix D (Figure S8). 

To understand where ions accumulate near the surfaces of interest, Figures 5.8 - 5.11 show atomic 

density profiles obtained for sodium chloride, ammonium acetate, barium nitrate, and barium 

acetate. Each figure also shows water O and H density profiles, for comparison, and displays results 

for the [110] and [100] terminations. 

The density profile for sodium on the [110] surface (Figure 5.8, panel A) shows a first peak at 4.05 

Å, within the second hydration layer, and a smaller shoulder, at 4.65 Å, moving into the third 

hydration layer. This indicates that Na+ ions are excluded from the hydration structure at close 

contact with the [110] substrate. This could be a result of the atomically ‘rough’ surface, combined 

with the tendency of Na+ ions to maintain their own hydration shell. The next density peak for Na+ 

ions is observed at 6.55 Å, where the results show co-residence of sodium and chloride ions (Figure 

5.8, panel A) within the fourth hydration layer. Chloride ions interact with water hydrogens, as 

shown by the alignment of the chloride density peak with the shoulder of the water hydrogen 

density profile, also located at 6.55 Å from the surface. At this distance from the interface, sodium 

and chloride ions both maintain energetically favourable hydration shells and also interact with 

each other to minimise electrostatic interactions. For both ions, our results show uniform density 

profiles at distances greater than ~10 Å, where water density profiles approach bulk values. 

Considering sodium chloride on [100] (Figure 5.8, panel B), the density profiles show a peak of Na+ 

ions at 3.85 Å, within the first hydration layer, while chloride ions emerge beyond the second 

hydration layer. This shows that sodium chloride dissociates in the proximity of [100] more 

effectively than near the [110] surface, when comparing the density profiles obtained from these 

two surfaces (Figure 5.8). 

Figure 5.8. Atomic density profiles of water and sodium chloride (1 molar aqueous solution), 

at surfaces of γ-alumina [110] and [100]; A) and B), respectively. 
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Results obtained for ammonium acetate on γ-alumina [110] (Figure 5.9, panel A) indicate that 

these ions are absent from the immediate vicinity of the interface. Uniform density profiles are 

obtained beyond the hydration layers, where water density becomes uniform, suggesting that the 

hydration structure and orientation of interfacial water at the [110] surface is not able to 

accommodate the optimal hydration configuration for the ammonium and acetate ions, which are 

consequently excluded from the interface.  

Figure 5.9 (panel B) shows the density profiles for ammonium acetate on the [100] surface. The 

density profile for ammonium ions shows a small peak at 3.45 Å, within the first density peak of 

water oxygen atoms, while close enough to the substrate to also interact with oxygen atoms of 

surface groups. Within the second hydration layer, the density peak of acetate ion methyl groups 

at 5.75 Å interacts with water oxygens. The double peaks of carboxyl oxygen atoms, at 6.15 and 

7.75 Å, indicate that one carboxyl oxygen points towards, and one away from the interface, 

straddling the third peak of the water hydrogen density profile. Comparing the [110] and [100] 

surfaces, for the density profiles of sodium chloride and ammonium acetate (Figures 5.8 and 5.9), 

the hydration structure at the [100] surface induces a separation of cations and anions between 

the first and second hydration layers, respectively. 

In terms of ion exclusion from the hydration structure of the [110] surface, density profiles for 

barium nitrate (Figure 5.10, panel A) show similar trends to ammonium acetate, although present 

at lower concentration (0.3M) due to its lower water solubility. The barium cations reside further 

from the [110] surface than their nitrate anion counterpart; this observation also applies for barium 

Figure 5.9. Atomic density profiles of water and ammonium acetate (1 molar aqueous solution), at 

surfaces of γ-alumina [110] and [100]; A) and B), respectively. 

Figure 5.10. Atomic density profiles of water and barium nitrate (0.3 molar aqueous solution), at surfaces of γ-

alumina [110] and [100]; A) and B), respectively. 
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acetate (Figure 5.11, panel A). This is likely due to the large ionic radius of barium and its 8-fold 

water coordination; difficult to incorporate within the water structure of the near-interface. 

Smaller monovalent ions do not encounter such combination of steric and hydration effects, as 

shown by the atomic density profiles of sodium chloride and ammonium acetate, previously 

discussed. Density profiles of barium nitrate on the [100] surface (Figure 5.10, panel B) show nitrate 

ions bordering the first hydration layer, i.e., slightly closer to the surface, while barium ions 

accumulate slightly further from the surface (beyond 7 Å), compared to results obtained on the 

[110] termination.  

The density profiles for barium acetate on γ-alumina [100] (Figure 5.11, panel B) are consistent 

with the interaction of acetate ion methyl groups with (water) oxygen in the second interfacial 

hydration layer (at 6.05 Å from the interface). A broad density peak of barium ions, located at ∼8.25 

Å, is encompassed within an even broader region of acetate carboxyl groups with peak density at 

∼7.75 Å, suggesting some degree of ion pairing. For the barium ion, previously discussed size-

related effects consign its residence out of the first and second hydration layers to beyond 6 Å from 

the interface, similar to results obtained on the [110] surface. 

The results discussed in this section indicate that ions are more easily accommodated within the 

interfacial hydration structure of γ-alumina [100], compared to the [110] surface. This is illustrated 

for the [100] surface by the stronger correlation of ion density peak positions to the water O and H 

density profiles, and the closer proximity of ions to the interface, compared to [110]. 

5.3.2 b) Effect of salts on interfacial hydration structure 

Complete results of planar density distributions at the [110] surface, for pure water and aqueous 

salt solutions, are provided in Appendix D; Figure S9. The presence of salts, for all salts considered, 

visibly ‘diffuses’ surface density distributions of water oxygen and hydrogen atoms within the first 

hydration layer. For barium acetate, localised hydration structure distortions are seen within both 

the first and second hydration layers, as indicated in Figure 5.12 (panel B, blue outlines). 

Figure 5.11. Atomic density profiles of water and barium acetate (1 molar aqueous solution), at surfaces of γ-alumina 

[110] and [100]; A) and B), respectively. 
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Comparison with planar density distributions of the ions (Appendix D; Figure S10) show that these 

distortions occur in the vicinity of acetate ion carboxyl groups, which - as seen from the 

corresponding density peak in Figure 5.11 (panel A) - accumulate between the first and second 

hydration layers. Of the cations considered, the highest concentrations closest to the [110] 

interface are attained by sodium, within the second hydration layer; the planar density 

distributions of sodium are shown in Figure S10. 

On the [100] surface (Figure 5.13), notable distortions of the hydration layers are observed in the 

presence of barium nitrate and barium acetate, corresponding to accumulation sites of the ions 

near the interface, shown in Appendix D, Figure S11. For barium nitrate, localised disruptions of 

interfacial water distribution within the first and second hydration layers (Figure 5.13, row B, blue 

outline) result from nitrate anion adsorption within the interfacial region. Outlined in Figure 5.13 

(row C), such effects also occur with barium acetate, but only in the second hydration layer, as 

expected, based on the atomic density profile peak positions (Figure 5.11, panel B) for barium and 

acetate ions. The hydration structure interference outlined in Figure 5.13, row C, where hydration 

water appears to be displaced, corresponds to a region of complex ion association (Ba - acetate 

carboxyl groups) in the second hydration layer, detailed with simulation snapshots in Appendix D; 

Figure S12. Some effects, less disruptive than those just discussed, are also seen for sodium 

Figure 5.12. Planar density distributions of water over the γ-alumina [110] surface, for pure water (Row A) and 1 

molar aqueous solution of barium acetate (Row B). Columns 1 and 2: first hydration layer, water oxygen and 

hydrogen (OW and HW), respectively. Columns 3 and 4: second hydration layer, water oxygen and hydrogen (OW 

and HW), respectively. The scale bar is applicable to all graphs in the figure. 
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chloride, and ammonium acetate, shown in Appendix D; Figure S13. For sodium chloride (Fig. S13; 

row B, column 2), a weak localised distortion of water hydrogen structuring within the first 

hydration layer corresponds to an adsorption site of sodium (SI; Fig. S11, Panel A). For ammonium 

acetate (Fig. S13; row C, column 4) within the second interfacial hydration layer, density values of 

water hydrogen appear to decrease in the vicinity of acetate anion methyl groups (Appendix D; Fig. 

S11, Panel B). 

Comparing results for the two surfaces considered, the diminished water-surface interaction on γ-

alumina [100], discussed in Section 5.3.1, appears to facilitate closer association of ions with this 

surface, allowing more pronounced ion-specific effects on the interfacial water structure, including 

regions from where water molecules are displaced. Of the ions considered here, sodium and 

ammonium cations have the strongest affinity for the [100] interface. In the simulated trajectories, 

sodium ions can associate with a single adsorption site for up to ~700 ps, interacting with oxygen 

atoms from three alumina surface groups; two Al4O1H groups, and an Al5O1H2 group, as well one 

water molecule that appears to ‘stabilise’ the configuration, as shown in Figure 5.14, Panel A. 

Further detail and close-ups are shown in Appendix D; Figure S14. These same sites provide the 

preferred adsorption locations for ammonium ions (Figure 5.14, Panel B), shown with further detail 

Figure 5.13. Planar density distributions of water over the γ-alumina [100] surface, for pure water (Row A), 0.3 

molar aqueous solution of barium nitrate (Row B) and 1 molar aqueous solution of barium acetate (Row C). 

Columns 1 and 2: first hydration layer, water oxygen and hydrogen (OW and HW), respectively. Columns 3 and 4: 

second hydration layer, water oxygen and hydrogen atoms (OW and HW), respectively. The scale bar is applicable 

to all graphs in the figure. 
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in Appendix D; Figure S15. Adsorption of anions is also observed at the [100] surface, although for 

shorter duration compared to the cations, suggesting weaker association. Of the anions considered, 

nitrate shows strongest adsorption at the [100] interface, at sites situated between three Al5O1H2 

groups. These are also the preferred adsorption sites for chloride ions, seen residing for up to ~380 

ps. Simulation snapshots of nitrate and chloride ion interactions at the interface are provided in 

Appendix D; Figures S16 and S17, respectively. Observations are visually summarised in Figure 

5.15, demarcating preferential adsorption locations for cations and anions at the [100] surface (first 

Figure 5.15. The [100] γ-alumina surface. For clarity, only surface atoms are shown (atoms of the reference plane and 

surface groups). Unit cells (faint grey borderlines) are shown to aid interpretation. White = hydrogen, bright red = oxygen 

atoms part of a surface group, pale red = surface oxygen atoms. Based on observations from simulations, the surface is 

colour-coded to show adsorption sites for cations and anions present within the first hydration layer. Regions of cation 

adsorption are shaded blue. For anions, the sites, between triads of H2O surface-groups (orange circles), are shaded 

yellow. Note that the surface is periodic in x and y directions. 

Figure 5.14. Simulation snapshots showing interactions of sodium and ammonium ions (label 4 in Panels A and B, 

respectively) at the γ-alumina [100] surface. Nearest-neighbour alumina surface groups Al4O1H (labels 1, 3) and 

Al5O1H2 (label 2) are indicated. For both ions, a water molecule (stick representation, label 5) from within the first 

hydration layer stabilises the adsorbed configuration. 
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hydration layer). Sodium and ammonium adsorb closest to the interface (see Figs. 5.8 and 5.9, 

panel B), in regions between oxygen atoms of the reference plane, while nitrate and chloride ions 

adsorb between triads of H2O surface groups, further away from the interface. 

5.3.2 c) Interfacial water residence times, in the presence of salts 

Results for residence autocorrelation function (Figure 5.16) show that within the first hydration 

layer on γ-alumina [110], all salts accelerate the dynamics of interfacial water to varying degrees, 

compared to pure water, but have the opposite effect in the second hydration layer. These results 

suggest that ions accelerate water dynamics of the first hydration layer through ion-water 

interactions competing with surface-water interactions. For barium nitrate, this competition is seen 

with nitrate ions near the preferred adsorption sites of water at the [110] surface; simulation 

snapshots of this are presented in Appendix D (Figure S18). In the second hydration layer, the 

deceleration effect on water dynamics likely reflects the residence time of water within the 

solvation shells of ions, which accumulate at this distance from the surface; i.e., the results are 

consistent with a stronghold shift from surface-water to ion-water interactions. 

Contrasting with the results just discussed, water residence times on the [100] surface are not 

significantly affected by salts (Figure 5.16, Column 2), except for barium acetate, which decelerates 

water dynamics in both the first and second hydration layers. Comparing Figures 5.12 and 5.13, 

Figure 5.16. Residence autocorrelation functions - CR(t) - for water in the first and second hydration layers of γ-alumina 

[110] and [100] surfaces. Aqueous phase compositions indicated in graph legends. Column 1: [110] γ-alumina. Column 2: 

[100] γ-alumina. Rows A) and B): first and second hydration layers, respectively. 
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ion-induced disruption of hydration structure is evident in the form of localised water 

‘displacement’ from γ-alumina [100], facilitated by its weaker surface-water interaction. For the 

[110] surface, the ‘distortion’ of water density distributions (Figure 5.12) suggests that ion-water 

interactions compete with surface-water interaction, with resulting effects on water residence 

times at the interface. For the two γ-alumina surfaces, a ranking of interaction affinities can be 

proposed to explain the differing structure and dynamics of interfacial water; surface-water > ion-

water > ion-surface, for [110] γ-alumina, and ion-surface > ion-water > surface-water for [100] γ-

alumina. 

5.3.2 d) Influence of salts on interfacial water orientation 

The probability distribution of the cosine of the angle (θ) between the water dipole moment and 

the surface normal, computed for interfacial water molecules in the presence of ion pairs, is shown 

in Figure 5.17 for water molecules within the first (Row A) and second (Row B) hydration layers of 

the γ-alumina [110] and [100] terminations. Interfacial water on the [110] surface appears more 

strongly affected by the presence of ion pairs. In the first hydration layer, the presence of salts 

reduces the probability of water dipoles at ∼37-70° to the surface normal, while the likelihood of 

the ∼100° angle is increased. Considered together, this implies a net effect of more water O-H 

bonds pointing towards the surface, overall. In the second hydration layer, the opposite effect is 

seen, via the probability reduction in the range of 143-180° (between cos(θ) = -0.8 to -1). 

Figure 5.17. Orientation of water molecules at γ-alumina [110] and [100] surfaces; rows A) and B) show 

orientations within first and second interfacial hydration layers, respectively. The results show probability 

distributions for the cosine of the angle between the surface normal vector and the net dipole moment of water.  
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At γ-alumina [100], the presence of salts has scarce effect on water molecule orientation in the first 

hydration layer. By the second hydration layer, the lack of a dominant orientation indicates 

diminished influence of the surface; only the divalent barium nitrate and barium acetate salts mildly 

increase the probability for the range of angles ∼148-180° (cos(θ)= -0.85 to -1); i.e. water molecules 

with both O-H bonds pointing towards the surface. When interpreting these results, it should be 

noted that the effects seen are rather small due to the lower ion concentration at the interface 

compared to the bulk. 

5.3.2 e) Effects of salts on the water hydrogen-bond network 

To further quantify the effects of salts on the structure of interfacial water, hydrogen bond (HB) 

density profiles were calculated for water molecules, as a function of the distance (z) perpendicular 

to the surfaces. Implementing the geometric criterion defined by Marti294, two water molecules 

are considered hydrogen-bonded if the distance between a hydrogen atom in one water molecule 

and the oxygen atom in another water molecule was between 1.5-2.4 Å, and for a corresponding 

H-O···O angle of < 30°. To calculate the HB density profiles (Figure 5.18), the position of a HB was 

taken as mid-distance between the oxygen and hydrogen atom positions in the HB. On both the 

[110] and [100] surfaces, the low density of HBs near the interface suggest that water molecules in 

the first hydration layer primarily form H-bonds with alumina surface groups, rather than with each 

other. At distances greater than ∼12 Å, the HB density distributions become uniform, 

representative of those obtained for bulk water. In the region up to 12 Å, the results show 

differences that are surface specific.  

For the [110] surface (Panel A), comparison of the HB density peaks to the atomic density profile 

of OW confirms bonding between the first and second hydration layers, with limited connectivity 

between the second to third. A pronounced peak at 5.4 Å suggests close association between the 

third to fourth hydration layers where the population of water accumulates. These results are 

consistent with the interpretation of the density profiles discussed in Section 5.3.1 a). 

Figure 5.18. Density profiles of water-water HBs along the distance perpendicular to the A) [110], and B) [100] γ-

alumina surfaces, respectively. Aqueous phase compositions indicated in graph legends. For comparison, atomic 

density profiles of water O and H are also included, represented by the red and grey dashed lines, respectively. 
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On the [100] surface (Panel B), the HB density profile shows a first peak representing water 

hydrogen-bonding between the first and second hydration layers. A prominent peak appears within 

the second hydration layer, where prior results identified a divergence of water molecule 

orientations.  

Relative to pure water at the interfaces, the presence of ion pairs cause a reduction in water-water 

HB densities somewhat more pronounced than the changes to water atomic density profiles 

(Appendix D; Figure S8); a likely reflection of their ability to perturb interfacial hydration structure. 

The reduction in water-water HB densities is particularly apparent for barium acetate, in the third 

to fourth hydration layers of γ-alumina [110], and from the second hydration layer of [100]. 

 

5.4. CONCLUSIONS 

Atomistic molecular dynamics simulations were conducted to investigate interfacial hydration 

structure, and the effects of ions, at two terminations of gamma-alumina. Atomic density profiles, 

molecular orientation analysis, 2-D density distributions and HB density profiles were utilised to 

assess structural properties at the interfaces, while dynamic properties of water were quantified in 

terms of water residence autocorrelation functions.  

The results show closer association of water to the [110] surface with clearly defined structural 

arrangement of interfacial water, resulting in the physical exclusion of ions from the first hydration 

layer. By comparison, diffuse interfacial water structure at the [100] surface allows closer 

association of ions, with adsorption of smaller cations (sodium, ammonium) observed at the 

interface, and discernible disruption of interfacial water structure in both the first and second 

hydration layers. 

Longer residence times of water in the first hydration layer of γ-alumina [110] are consistent with 

the closer, tightly held hydration layers at this interface, compared to the [100] surface. While ions 

associate more closely with the latter, their presence had little influence on interfacial water 

dynamics, while effects were more pronounced on the [110] surface. The results are interpreted in 

terms of competition of ion-water and surface-water interactions at the [110] surface.  

Interpretation of the differing interfacial behaviours is attempted via the physical characteristics of 

the two surfaces. Compared to γ-alumina [110], the [100] surface has a higher density of OH groups 

(12.9 compared to 10.3 OH/nm2) and, in the model implemented, hosts two H2O surface groups 

per unit cell, compared to one for [110]. However, the [110] surface displays more heterogeneity, 

in terms of contrast between surface features; intimately neighbouring areas with and without OH 

groups, and a degree of roughness (surface ‘cavities’) at a scale which appears to promote closer 

association of interfacial water. The [100] surface favours ion-surface interactions, with two surface 
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atom groupings creating localised zones of positive and negative charge balance, attracting anions 

and cations respectively. The results presented demonstrate the use of classical MD simulations as 

an investigative tool to improve characterization and understanding of γ-alumina interfaces, of 

relevance to wide-ranging practical applications220, 221, 295, 296.   
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Chapter 6. Interactions of γ-alumina in water and aqueous salt solutions 

 
The material presented in this chapter, *except where specified* (namely, final paragraph before 
‘Conclusions’ different to published version), has been published as:  
Drecun, O., Striolo, A., Bernardini, C., Sarwar, M. Interactions between γ-alumina surfaces in water 
and aqueous salt solutions. Colloids Surf., A, 2023, 676, Part A, 132152.  

• Supplementary material relevant to this chapter is compiled in Appendix E (starting on page 
193). 

 

Graphical abstract intended for publication, not uploaded due to technical issues: 

 
6.1. INTRODUCTION 

Particulate suspensions are widely utilised in industrial processes and consumer products289 - 291. 

Particle interactions - and resulting agglomeration behaviours - affect product design, the 

production process, and product quality300 - 303.  As a result, much investigation has been conducted 

on particle interactions and agglomeration in suspensions, both dilute and concentrated304 - 310, as 

well as the implications for suspension rheology307, 308, 311 - 313; of particular relevance at high 

particle volume fractions. 

The work of this chapter focuses on interaction of gamma (γ)-alumina in pure water, and a selection 

of dilute aqueous salt solutions. Gamma-alumina has many industrial applications314, including 

extensive use as a support material in catalyst coating formulations315, 220 - 221, yet studies on γ-

alumina nanoparticle agglomeration are few. Among the studies available, the influences of pH and 

ionic strength on γ-alumina nanoparticle agglomeration have been investigated316, 317, as well as 

effects due to sonication318. Other experimental studies have quantified the influence of pH on the 

settling behaviour of dilute suspensions319, dispersion behaviour in water-ethanol mixtures320, and 
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the effects of pH and stabiliser on sedimentation in water321. At finer resolution, two studies322, 323 

quantified water-layering on alumina nanoparticle surfaces in suspension, via HAADF-STEM in situ 

imaging322 and NMR323, respectively. The first of these studies322 showed that the ‘bound’ 

hydration layer around alumina nanoparticle aggregates acts as an effective increase of solids 

content, thus raising viscosity by decreasing the available ‘free’ water of the suspension. NMR 

results323 found ordered interfacial water-layering of ~1.4 nm thickness (approximately five water 

molecules thick) surrounding each nanoparticle. It was postulated that the corresponding increase 

in effective nanoparticle volumetric fraction could enhance thermal conductivity of the nanofluid. 

However, both studies refer only to ‘alumina’ nanoparticles, without specifying the structural 

polymorph being investigated.  

In the previous chapter, molecular dynamics simulations were implemented to examine interfacial 

hydration structure on isolated surfaces of γ-alumina324. Building on those results, this chapter 

probes γ-alumina surface interactions in aqueous phases at both molecular and macroscopic 

resolution, via simulations and experiments, respectively. Interactions in pure water, and aqueous 

solutions of sodium chloride, ammonium acetate, barium acetate (1 molar) and barium nitrate (0.3 

molar) are considered. The lower concentration of barium nitrate compared to the other aqueous 

solutions reflects its lower water solubility at ambient conditions163 - 165. Salt concentrations are 

dilute, but large enough to allow the probing of salt-induced effects, and within the water solubility 

limit of the various salts. Relevance of the ion pairs to catalyst preparation is explained in prior 

work269. 

The work of this chapter aims to achieve the following: (1) establish the nature of surface 

interactions in pure water for two predominantly exposed crystallographic terminations of γ-

alumina, (2) establish the relative effects of ion pairs in solution on the surface interactions, (3) 

identify structural adjustments of the aqueous phases between approaching particle surfaces and 

effects on interaction free energy, and (4) establish whether salt-specific effects observed in 

simulations manifest macroscopically, via experimentally observed particle agglomeration trends. 

To achieve these aims, potential of mean force (PMF) profiles between γ-alumina surfaces are 

computed as a function of surface separation distance. At separations corresponding to features 

of the PMF profiles, the changing structural arrangements and distribution of water and ions 

between the surfaces are investigated using atomic density profiles. From the PMF profiles, values 

for cohesive force are obtained, and surface interactions are parsed into the contributions from 

van der Waals and Coulomb potentials. Finally, through comparison of the findings with 

experimental dynamic light scattering results, trends are proposed for the likely probability and 

range of γ-alumina nanoparticle interactions in the aqueous phases considered. 
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6.2. SIMULATION DETAILS  

6.2.1. Simulation setup 

Two predominantly exposed terminations of gamma-alumina are chosen for this study; 

crystallographic planes [110] and [100], as denoted by Miller indices. Studies of γ-alumina 

nanoparticle morphology via DFT simulation274, neutron diffraction325 and electron microscopy326 

indicate that the [110] termination comprises 70-83% of total exposed surface area, followed by 

the [100] termination, accounting for 17-30%274. In the present chapter, interactions between alike 

surfaces are quantified; [110] to [110], and [100] to [100]. For both cases, five aqueous phases are 

investigated, yielding 10 systems in total. The aqueous phases comprise pure water, 1 molar 

solutions of sodium chloride, ammonium acetate, barium acetate, and 0.3 molar barium nitrate. 

The comparatively lower concentration of barium nitrate reflects its lower water solubility at 

ambient conditions163 - 165. The simulation setup comprises two nanoparticles of γ-alumina, within 

the aqueous phases of interest. The simulation cell for each system, with periodic boundaries in x, 

y and z, was set up as shown in Figure 6.1. Substrates were positioned with the crystallographic 

faces of interest parallel to the x-y plane. For simulations of the [110] surface, simulation cells of 

dimensions ~40 * 82 * 102 Å (x, y, z) were set up with between 9531 to 11968 water molecules; 

the number depending on salt-type and molar concentration. For simulations of the [100] surface, 

simulation cells of dimensions ~45 * 88 * 128 Å (x, y, z) were set up with between 14702 to 14731 

water molecules, depending on salt-type and molar concentration. Systems of similar average 

dimensions have been used in prior MD studies for nanoparticle interactions in aqueous 

solutions327 - 329.  

Figure 6.1. Representative snapshot of the simulation setup for interaction of γ-alumina surfaces. The blue box is the 
simulation cell. Inside the cell, two nanoparticles are surrounded by water molecules (cyan). Periodic images are 

shown extended in the x-direction, in which the particles are effectively infinite, due to the combination of 
simulation setup and periodic boundary conditions. 
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6.2.2. Force fields 

6.2.2 a) γ-alumina 

Several structural models have arisen from attempts to characterize the crystal structure of γ-

alumina. However, consensus over the accuracy of these structural models has been elusive267, 268. 

The most widely adopted model of the γ-alumina unit cell to-date, namely in DFT and ab-initio 

studies231 - 242, is from Digne et al274. This structural model is utilised here, consistent with the work 

of Chapter 5324. The simulation setup and preparation of γ-alumina nanoparticles as referred to 

herein is described in Appendix E; Section S1. 

Having replicated the unit cell to generate crystal lattices to the desired dimensions, atoms of the 

nanoparticle crystal structures were subsequently assigned interaction parameters from ClayFF 

(Clay Force Field)279. Surfaces were hydroxylated, following the ab-initio study of Wakou et al.,239 

yielding ∼10.3 and 12.8 OH groups per square nanometre for the [110] and [100] surfaces, 

respectively. The hydroxylation states considered are representative of acidic pH conditions - 

frequently encountered in coating formulations330, 331 - at which surface oxygen atoms are mostly 

protonated. As prescribed by ClayFF, surface OH groups were parameterized with the flexible SPC 

water model279. Geometric mixing rules, as implemented in ClayFF, were applied to calculate 

Lennard-Jones interaction parameters for unlike atoms (i.e., the interactions between γ-alumina 

particles and surrounding aqueous phase).  

6.2.2 b) Water, ion pairs 

The rigid simple point charge extended (SPC/E) water model73 was utilized to simulate water. O-H 

bond lengths and the H-O-H angle in each water molecule were maintained rigid using the SHAKE 

algorithm103, as implemented in LAMMPS.  

Force field parameters developed for use in conjunction with the SPC/E water model were applied 

to simulate the ion pairs (sodium chloride, ammonium acetate, barium acetate and barium nitrate) 

where possible. The forcefield selection is detailed in previous work (Chapter 3)269, in which the 

parameter sets were able to reproduce experimental trends for bulk dynamics of the respective 

aqueous solutions.  

6.2.3. Particle interactions: simulation protocol 

Classical molecular dynamics (MD) simulations were conducted using the LAMMPS149 software 

package (version 16 Mar 2018). Pair interaction energies are modelled using the Lennard-Jones and 

Coulomb potentials. Real-space interactions were truncated at 9 Å, while long-range interactions 

(electrostatics) were treated using a particle-particle-particle-mesh (pppm) solver106. Mixed atom-

type interactions were calculated from self-interaction parameters, using Lorentz-Berthelot 

combining rules87, 88. Equations of motion are integrated over 1 fs time steps, using the velocity-
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Verlet algorithm89. Simulations were conducted with periodic boundary conditions in the canonical 

ensemble: constant number of particles (N), volume (V) and temperature (T). Temperature is 

maintained using the Nosé-Hoover thermostat98, 100 at 293.15 K (20 °C); representative of ambient 

conditions during catalyst coating (‘washcoat’) formulation.  

Surface interactions of γ-alumina are analysed by calculating potentials of mean force (PMF); the 

profile of free energy (reversible work) over separation distance. PMF profiles were obtained via 

the ‘umbrella sampling’ technique332, 333, using the collective variables module (COLVARS)334 

package in LAMMPS. The procedure implemented for the umbrella sampling simulations is detailed 

in Appendix E; Section S2. For these simulations, a harmonic biasing potential is used to restrain 

the position of the upper particle, relative to the lower particle (which is kept fixed), at a specified 

separation distance. The force-constant value for the harmonic potential (100 kcal/(mol·Å) for 

most of the simulations) is selected to ensure that oscillatory motion of the upper particle, along 

the z-coordinate, overlaps sufficiently between adjacent sampling simulations (sampling 

‘windows’); full details are provided in Appendix E, Section S2. PMF profiles were sampled for inter-

particle surface separation distances ranging from 25 to 5 Å. The ‘surface’ reference planes are 

taken as the surface layer of oxygen atoms within each nanoparticle. Inter-particle separation 

distance was sampled in decreasing increments of 0.5 Å, resulting in 41 umbrella sampling 

simulations for each system (e.g. γ-alumina [100] surface interactions in pure water; separation 

distances 25, 24.5, 23 Å…etc). For the 10 systems considered, a total of >400 independent umbrella 

sampling simulations were conducted, each of 13ns duration. Adequacy of this duration was tested 

by obtaining and comparing PMF results for selected systems with simulation times of 6, 13 and 19 

ns. Reasonable PMF convergence is attained with umbrella sampling simulations of 13ns duration; 

Appendix E, Section S2).  

With the exception of hydroxyl group hydrogens, atoms of the nanoparticles are treated as 

stationary, charged Lennard-Jones (LJ) sites, tethered to their initial position. For atoms of the 

‘lower’ nanoparticle (e.g. in Figure 6.1), this is achieved using the ‘fix spring/self’ command in 

LAMMPS (spring force constant: 100 kcal/(mol·Å)), inhibiting translation or rotational motions. For 

the upper nanoparticle, atoms are allowed to translate (along z-axis coordinates), but not rotate; 

achieved using the ‘fix rigid’ command. To obtain the PMF profiles, unbiased free energies were 

recovered from the umbrella sampling simulation histograms (obtained from 41 trajectories for 

each system) using the Weighted Histogram Analysis Method (WHAM)335, 336. 

6.3. EXPERIMENTAL METHODS 

6.3.1. Particle agglomeration measurements 
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Dynamic light scattering (DLS) experiments were conducted to investigate salt-specific influences 

on agglomeration of γ-alumina nanoparticles. The resolution of this investigative technique 

requires relinquishing some of the detail available from atomistic simulations. Namely, 

agglomeration between specific crystallographic faces cannot be parsed. This calls for an 

assumption that a ~ 70%, 30% exposure mix of [110] and [100] faces, respectively274, represents 

the surface morphology of γ-alumina nanoparticles used in the experiments.  

The DLS technique measures translational diffusion coefficients of particles undergoing Brownian 

motion in a suspending medium. The measurement involves the correlation of time-dependent 

fluctuations in detected light intensity, as light is passed through a sample and scattered by the 

diffusing particles. The speed of intensity fluctuations depends on diffusion rates; larger particles 

diffuse more slowly, meaning that correlation of the intensity signal will decay more slowly, and 

vice versa. The rate of Brownian motion is quantified via the translational diffusion coefficient, D ; 

extracted from the auto-correlation function generated during the measurement. From the value 

of D , the hydrodynamic diameter (𝑑) of the scattering particle is obtained via the Stokes-Einstein 

equation161, 337, 338: 

𝐷 =  
𝑘𝐵𝑇

3𝜋휂𝑑
 

(Equation 6.1) 

In Equation 6.1, 𝑘𝐵 is the Boltzmann constant, 𝑇 is the temperature, and 휂 is the viscosity of the 

suspending medium. The hydrodynamic diameter is defined as the diameter of a hypothetical 

sphere that diffuses at the same rate as the detected ‘particle’ (or particle cluster behaving as a 

single hydrodynamic entity). 

For the present work, particle agglomeration was analysed using a NanoBrook Omni (Brookhaven 

Instruments Corporation, USA) DLS analyser; sizing range of 0.3 nm to 10 µm. Light needs to be 

able to pass through the sample and generate sufficiently strong scattering intensity signals. For 

this purpose, dilute suspensions (0.05 wt% γ-alumina) were prepared. Measurements were 

conducted at 20°C. Complete experimental details are provided in Appendix E (Table S1). 

6.4. RESULTS AND DISCUSSION  

6.4.1. Simulation results 

The PMF profiles obtained from MD simulations are shown in Figure 6.2. Clear overall 

differences between the two γ-alumina terminations are visible. Namely, across the aqueous 

phases considered, the [110] interactions appear attractive, overall, whereas the interactions for 

[100] appear more repulsive and somewhat longer-ranged, yielding oscillatory profiles. This 

difference can be explained by comparing the thicknesses of interfacial hydration structure at the 
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two surfaces, detailed in Chapter 5324. Interfacial hydration structure was considered at single 

surfaces of γ-alumina ([110] and  [100]); the results showed water more closely bound to the [110] 

surface in a spatially narrower interfacial region, compared to a thicker, more diffuse equivalent at 

the [100] surface324. Transferred to the context of two alike surfaces brought into contact, 

interfacial hydration layers are expected to influence the emergence of repulsive interactions. Two 

alike surfaces, with hydration structure tightly retained at the solid-liquid interface (e.g. γ-alumina 

[110]), can approach each other closer before the overlap of hydration layers yields repulsive 

interactions. It was postulated that the observed atomistic-scale roughness of the [110] surface 

contributes to formation of less-pronounced interfacial hydration layers, compared to the [100] 

surface. The resulting differences in interfacial hydration structure further imply that the overall 

trends of Figure 6.2 - notably the ‘flatter’ (less repulsive) profiles for γ-alumina [110] - ultimately 

originate from the intrinsic surface characteristics of the crystallographic terminations. 

Figure 6.2. PMF profiles over particle separation distance, for two prevalent crystallographic surfaces of γ-alumina in 

pure water and saline aqueous solutions at 1 molar concentration, except for barium nitrate (at 0.3 molar). Panel A: 

[110]-[110] interactions. Panel B: [100]-[100] interactions. The profiles are obtained from umbrella sampling 

simulations in the NVT ensemble, at 20°C. The ‘particle separation distance’ is the minimum distance between oxygen 

atoms of the nanoparticle surfaces. PMF profiles over distances up to 25 Å are shown in Appendix E; Fig. S3. 
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6.4.1 a) Surface interactions in pure water  

For both crystallographic terminations considered, the fluctuations of the PMF profiles dominate 

at separation distances < 1 nm. Similar phenomena have been observed for interacting surfaces of 

other materials270, 339. These short-ranged PMF fluctuations, and the separation distances at which 

they occur, can be correlated to the deconstruction and eventual merging of interfacial hydration 

layers, as two particle surfaces approach contact340. To probe this, Figure 6.3 shows atomic density 

profiles of water (oxygen atoms) confined between [110]-[110] and [100]-[100] surface pairs; 

panels A and B, respectively. The density profiles are shown at surface separation distances that 

correspond to main maxima and minima of the PMF profiles, in pure water as the aqueous phase.  

As the γ-alumina [110] surfaces are brought together (Figure 6.3, Panel A), the water between the 

two surfaces deconstructs from eight hydration layers (eight density peaks) into seven, five, and 

then almost three. By contrast, four well-pronounced, more densely populated hydration layers 

between the γ-alumina [100] surfaces (Figure 5.3, Panel B) deconstruct into three, via three clear 

*Figure 6.3. Atomic density profiles of water (oxygen atoms, ‘OW’) between γ-alumina particle surfaces, as a 
function of surface separation distance, in pure water as the aqueous phase. Panel A: water density profiles 
between γ-alumina [110] surfaces. Panel B: water density profiles between γ-alumina [100] surfaces. Inserts 
show PMF profiles for the respective surfaces at close-range extracted from Figure 5.2, in pure water as the 

aqueous phase. Density profiles are centrally aligned for ease of interpretation: for each separation distance, 
the ‘central z plane’ is midway between the particle surfaces, along the z-coordinate axis.* 
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stages; confinement, transition, re-confinement. In the PMF profile between [100] surfaces in pure 

water (Figure 6.3, Panel B), free-energy peaks at 7.5 and 5 Å correlate, respectively, to the well-

accommodated hydration layers at 9 and 6 Å squeezing their structure into confinement, rather 

than sub-dividing into narrower hydration layers. With this mode of adjustment, available (or 

energetically favourable) dynamic configurations for water molecules become limited at the 

‘confinement’ separations of 7.5 and 5 Å. This phenomenon is likely to reduce the local entropy of 

the solvent between the particle surfaces, yielding the increases in free energy seen in the PMF 

profile.  

6.4.1 b) Salt-specific effects on surface interactions 

For both the [110]-[110] and [100]-[100] surface orientations, the ion pairs considered affect the 

PMF profiles shown in Figure 6.2, compared to the results obtained in pure water. The effects are 

strongly ion pair-specific. At one end of the spectrum, sodium chloride in aqueous solution reduces 

the peaks in the PMF profiles, compared to pure water. In fact, the corresponding PMF profile is 

nearly flat-lined for the γ-alumina [110]-[110] interactions (Figure 6.2, Panel A). At the other end 

of the spectrum, barium acetate enhances the free-energy features (attraction and repulsion) 

compared to the results obtained in pure water. These opposing influences align with the 

Hofmeister characteristics of the ion pairs considered, in terms of their described effect on water 

structure341, as summarised in Figure 6.4. It is also notable that, relative to the PMF profiles in pure 

water, the ion pairs generally shift the free energy maxima (repulsion) and minima (attraction) 

positions. This reflects the differing sizes, geometric asymmetries and associated hydration 

structures of the ion pairs considered; factors which become especially relevant at close particle 

separation distances. At the closest inter-particle separation distance, 5 Å, PMF values for both 

[110] and [100] surface interactions are, as a result, highest in the aqueous solution of barium 

acetate; the strongest ‘structure-making’ ion pair of those considered.  

Figure 6.4. Hofmeister description of the ion pairs considered in the present work, in terms of the described 

effects on water structure341. Rows A, B, C and D show the ion pairs of sodium chloride, ammonium acetate, 

barium nitrate and barium acetate, respectively. Schematic images of the ion pairs indicate the relative atomic 
sizes. Radii are taken from an empirical system of unified atomic-ionic radii, suitable for describing anion-

cation contacts in ionic structures132 - 134. 
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To interpret the salt-specific effects, atomic density profiles of the oxygen atoms of water 

molecules found between γ-alumina surfaces were obtained, for each of the aqueous salt solutions 

considered. Complete results are shown in Appendix E; Figures S4 and S5, respectively. Selected 

results are shown in Figure 6.5.   

Between γ-alumina [110] surfaces (Figure 6.5 column 1, and Appendix E, S4), water-structuring is 

enhanced by the presence of barium acetate in solution, and barium nitrate, to a lesser extent. In 

particular, barium acetate leads to an increase in the atomic density of water (oxygen atoms) 

between the two surfaces, with structural enhancement clearly visible up to 10 Å inter-particle 

separation (Figure 6.5, panel B). As a general observation, ion pairs between [110] surfaces 

(Appendix E; Figure S6) are found largely excluded from the immediate surface vicinity (i.e., from 

the first interfacial hydration layer of each surface), with the exception of ammonium acetate. 

Between γ-alumina [100] surfaces, the presence of sodium chloride in solution redistributes the 

water population at the closest inter-particle separation distance, 5 Å (Figure 6.5, panel C). By 
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contrast, the acetate salts enhance water-structuring. At a surface separation distance of 7 Å 

(Figure 6.5, panel D), three hydration layers are present between the surfaces. In the case of pure 

water, the central layer (central peak) is wide, showing the initial stages of splitting into two layers. 

The presence of barium acetate in solution promotes this split, while the other salts appear to 

structurally retain the central hydration layer. This can be explained by referring to the PMF profiles 

between the surfaces of γ-alumina [100] (Figure 6.2, panel B). At a surface separation of 7 Å, PMF 

values for the pure water and barium acetate aqueous phases are near zero. By contrast, profiles 

for the other aqueous phases yield positive free energy values, to varying extents. This indicates 

that external energy is required to fuse hydration layers, and that the free energy is zero when 

hydration layers are at entropic equilibrium. Which of the two outcomes occur, at any given surface 

separation distance, will likely depend on the structural compatibility of ion-pair properties (ion 

size, local density and charge distribution) with the hydration layers. It is interesting to note that 

when the [100] surfaces are at 7 Å separation, most of the ion pairs are largely absent from the 

central hydration layer, except for barium acetate (Appendix E; Figure S7). For the latter, the split 

of the central hydration layer facilitates a more energetically favourable accommodation for the 

ions (Appendix E; Figure S7, column 3, Row D): namely some degree of ion pairing, and 

coordination of the barium ions by water oxygen atoms. This favourable configuration is reflected 

in the neutral value of the PMF profile for [100] surface interactions, at 7 Å apart, in the aqueous 

solution of barium acetate (Figure 6.2, Panel B). 

6.4.2. Electrostatic and dispersive contributions to surface interactions 

Quantification of particle interactions in aqueous electrolyte solutions, on the colloidal scale, is 

often provided in the framework of Derjaguin-Landau-Verwey-Overbeek (DLVO) theory342, 343. 

DLVO ascribes interactions of alike particles to a combination of predominantly repulsive 

electrostatic potential, arising from an ‘electrostatic double-layer’ of ions around the particles, and 

attractive van der Waals interactions. These two potential energy contributions comprise the total 

potential energy of the colloidal system. According to the theory, the double-layer force stabilizes 

a suspension, while the van der Waals force promotes agglomeration. At separations < 2 - 4 nm, 

the latter force is often dominant, and leads to adhesive contact344. However, ultimate particle 

contact additionally involves hydration forces, assumed to be ‘short-ranged’ in their influence345, 

346. These forces - not incorporated by DLVO - arise from the overlap, rearrangement and 

breakdown of aqueous molecular structure between approaching particle surfaces, as examined in 

the previous sections.  

To relate the results to the DLVO framework, Figure 6.6 shows γ-alumina surface interactions, 

parsed into contributions from van der Waals and Coulomb energies, across the differing aqueous 
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phases. Values were computed during the simulations using the ‘compute group/group’ command 

in LAMMPS347, 149. The results represent the total dispersive and total electrostatic interaction 

energies considered solely between the γ-alumina particles, ignoring anything else (e.g. water and 

ions), as a function of surface separation distance. Figure 6.6 shows stronger electrostatic repulsion 

between y-alumina [100] surfaces, compared to [110]. This can be attributed to a higher surface 

density of OH groups for the [100] surface (12.9 compared to 10.3 OH/nm2) . For both [110]-[110] 

and [100]-[100] interactions, the presence of ion pairs increases Coulomb repulsive energies 

between particle surfaces, although the effect is broadly similar for all the ion pairs considered, 

when computational uncertainties are taken into account. This effect could be due to a few 

reasons. Dynamic reorientation of γ-alumina surface OH groups, induced via interaction with ions, 

could lead to stronger surface-surface repulsions. This possibility is examined in Appendix E 

(Section S8). The results show small differences in the orientation of surface OH groups due to the 

presence of the ions. Supporting these results is the observation that the ion pairs with the 

strongest effect on the electrostatics in Figure 6.6 (panel B), i.e. sodium chloride and ammonium 

acetate, reside closer to the surfaces than the other ion pairs considered. Representative 

Figure 6.6. Decomposition of γ-alumina [110] and [100] surface interactions into van der Waals and Coulomb 
potentials (rows A and B, respectively) as a function of surface separation distance, in pure water and aqueous salt 

solutions. First and second columns show [110]-[110] and [100]-[100] surface interactions, respectively. In the 
Coulomb plots, error bars represent standard deviation of the data point values. Corresponding error bars for the 

van der Waals plots are too small for graphical representation. The lines are guides to the eye. All salt solutions are at 
1 molar concentration, except for barium nitrate (at 0.3 molar). 
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simulation snapshots showing ion pairs between surfaces of [110], and [100], are presented in 

Appendix E; Section S9. While the changes in surface-group orientation may appear small for the 

differences seen in Figure 6.6, the cumulative effect is significant, as suggested by the results in 

Appendix E, Section S10a, which show electrostatic interactions between y-alumina surfaces in 

vacuum. Particularly for y-alumina [110], a clear trend can be seen, whereby the surface groups 

turn away from the opposing surface in vacuum, compared to their orientation in water (Appendix 

E, Section S10b). A more conservative response is seen for y-alumina [100], with only the surface 

groups closest to the bulk structure affected; namely Al6O3H. First thought might suggest that 

electrostatic repulsion between charged surfaces should be higher when separated by vacuum, 

compared to water, since the latter medium has a higher dielectric constant (i.e. screens more of 

the charge). However, this reasoning doesn’t account for possible adaptive surface responses to 

minimise repulsion, depending on dielectric characteristics of the intervening medium. 

Another contribution to increased electrostatic repulsion could be the ‘dielectric decrement’ 

effect348 - 350, whereby the dielectric constant of a solvent diminishes as ionic concentration is 

increased. Solvents with high dielectric constant (such as pure water) have greater ability to screen 

the interactions between charged particle surfaces. In aqueous solution, the addition of ions 

decreases this capability via two main mechanisms350; ion-induced structural modification of the 

solvent (i.e. ion hydration shells) and ionic polarizability. Since the parameters utilised for water 

and ion pairs have fixed charges, the latter mechanism cannot be probed adequately herein. 

6.4.3. Simulation results: inter-particle work of cohesion 

To relate the PMF profiles to macroscopic properties, work of cohesion (Wcohesion) values were 

derived from the PMF profiles, in each of the aqueous phases considered. By differentiation of the 

PMF profiles, force-distance curves were obtained, via the relation ⟨F(r)⟩ = −[d(PMF(r))/d(r)]. Values 

for Wcohesion were then obtained by integrating the force-distance curves (see Appendix E; Section 

S11), and normalized by the interfacial area of each surface pair (Appendix E, Section S12; Tables 

S3 and S4). 

Studies of γ-alumina nanoparticle morphology indicate that the [110] and [100] terminations 

comprise ~70-83 and 17-30% of exposed surface area, respectively274, 325, 326. Approximating this, 

values for Wcohesion are obtained by weighting the separate Wcohesion results of [110]-[110] and 

[100]-[100] interactions (shown in Appendix E; Section S11). The results are shown in Table 6.1. 

The separate result sets for [110] and [100] interactions, from which weighted averages were 

obtained, are shown in Appendix E (Section S11, Tables S2 - S4). PMF values fluctuate within ± 1 

kcal/mol in all aqueous phases considered, at surface separation distances > 1 nm. Normalised over 

the interfacial areas of the surface pairs, this translates to uncertainties of ±0.24 and 0.31 mJ/m2 in 
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values for [110] and [100] surface interactions respectively; or ~0.25 mJ/m2 if applied to the values 

in Table 6.1 with the corresponding weightings. It is recognized that mixed surface-type 

interactions (i.e. [110]-[100]) were not simulated, so the corresponding PMF profiles are not 

available. Mixed surface-type interactions are approximated using a weighting procedure 

(Appendix E; Section S12), which contributes additional uncertainty to the results shown in Table 

6.1. 

 

In Table 6.1, the average values for interparticle work of cohesion in all the salt solutions are lower 

than in pure water, with the exception of barium acetate. Table S4 in Appendix E (Section S11) also 

shows that, in all the aqueous phases, cohesion between surfaces of [110] is weaker, compared to 

[100]. This suggests, overall, that the [110] surfaces can be more easily separated from each other. 

The weaker [110] interactions could reflect - at least partly - the atomistic-scale roughness of this 

surface, as discussed in Chapter 5324. Surface roughness at these smallest scales has been shown 

to be a critically important influence on surface tension, and on contact and adhesion of soft 

materials to rough surfaces351, 352. In the present scenario, the surface roughness of γ-alumina [110] 

produces notable differences in the structuring of interfacial hydration layers, compared to [100], 

as discussed in Chapter 5324. This in turn influences the interaction free energy (as seen in the PMF 

profiles of Figure 6.2). Interfacial surface areas of ~34 and 23 nm2 were present in the simulations 

for [110]-[110] and [100]-[100] interactions, respectively, from which values of Wcohesion were 

calculated. This approximation (surface perimeter dimensions in x by y), does not account for a 

roughness-induced increase in surface area. 

From Table 6.1, the average interparticle Wcohesion values increase in the order: sodium chloride < 

barium nitrate < ammonium acetate < water < barium acetate. Because the values in Table 6.1 

represent the reversible thermodynamic work required to separate two adherent surfaces, the 

largest agglomerates would be expected to occur in the presence of barium acetate. However, it is 

worth considering that the values of Table 6.1 do not account for the topology of the free-energy 

Aqueous phase: 
Work of cohesion per unit area 

(mJ/m2) 

sodium chloride 0.16 

barium nitrate 0.55 

ammonium acetate 0.77 

water (pure) 1.22 

barium acetate 1.50 

Table 6.1. Effective work of cohesion per unit area between γ-alumina nanoparticles in pure water and 
aqueous salt solutions, obtained from simulation results. Probable inter-particle separation distances in each 

aqueous solution are also shown. All salt solutions are at 1 molar concentration, except for barium nitrate 
(0.3 molar). Uncertainties are of at least 0.26 mJ/m2. 
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landscapes seen in Figure 6.2. Because the formation of agglomerates involves particles 

approaching each other, it is likely that under quiescent conditions, sizeable free-energy barriers 

would determine the distance of closest approach. For example, considering [100] interactions in 

aqueous solution of barium acetate (Figure 6.2, panel B); the work required to leave the free-

energy minimum at 9 Å reduces the likelihood of any closer approach compared to say, the aqueous 

solution of sodium chloride. This observation is illustrated in Appendix E (Section S13) to obtain 

values for the likely distance of closest approach from the force-distance profiles. 

6.4.4. Experimental results: particle agglomeration 

DLS experiments were conducted for aqueous suspensions of y-alumina particles of size < 50 nm 

(see Appendix E, Table S1 for complete experimental details). Because agglomeration between 

specific crystallographic faces cannot be parsed, it is assumed that, consistent with literature 

observations274, the particles used in this study provide a ~ 70%, 30% exposure mix of [110] and 

[100] surfaces, respectively274. The DLS results are presented in Table 6.2 as the arithmetic mean 

of three measurements for each sample. Compared to results obtained in pure water, all the ion 

pairs induce particle agglomeration, as shown by the increased hydrodynamic diameters. The 

agglomeration effect increases in the order: barium nitrate < barium  acetate < ammonium  

acetate < sodium chloride, with a corresponding decrease in diffusion coefficients.  

This ranking can be interpreted by collectively considering the PMF profiles (Figure 6.2) of the 

[110]-[110] and [100]-[100] interactions. Because of its low water solubility, barium nitrate was 

present at the lowest concentrations (0.3 molar). In barium acetate aqueous solution, the PMF 

Aqueous phase: Hydrodynamic 
diameter (nm) 

Polydispersity Diffusion coefficient 
(cm2/s) 

water (pure) 
Std Err: 

Std Dev: 

800.94 
40.79 
91.20 

0.191 
0.018 
0.041 

5.410E-09 
2.910E-10 
6.506E-10 

sodium chloride (1 molar) 
Std Err: 

Std Dev: 

3,917.85 
105.82 
183.29 

0.160 
0.045 
0.078 

1.096E-09 
5.216E-11 
3.016E-10 

ammonium acetate (1 molar) 
Std Err: 

Std Dev: 

2,922.64 
36.959 
64.015 

0.09 
0.004 
0.008 

1.467E-09 
1.545E-11 
6.188E-11 

barium nitrate (0.3 molar) 
Std Err: 

Std Dev: 

1,207.78 
140.62 
314.44 

0.275 
0.119 
0.266 

3.753E-09 
3.253E-10 
1.627E-09 

barium acetate (1 molar) 
Std Err: 

Std Dev: 

1,507.97 
24.42 
42.30 

0.078 
0.056 
0.096 

2.844E-09 
1.642E-11 
7.850E-11 

Table 6.2. Mean hydrodynamic diameter of γ-alumina nanoparticle agglomerates in pure water and 
aqueous salt solutions, as determined by DLS. Polydispersity and diffusion coefficients of particles in 
suspension are also shown. The results show that in aqueous solution, all ion pairs considered induce 

nanoparticle agglomeration, relative to pure water. 

 

Table 3. Mean hydrodynamic diameter of γ-alumina nanoparticle aggregates in pure water and aqueous salt 
solutions, as determined by DLS. Polydispersity and diffusion coefficients of particles in suspension are also shown. 
The results show that in aqueous solution, all ion pairs considered induce nanoparticle agglomeration, relative to 

pure water. 
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profiles show features accentuated relative to those observed in pure water, and located at similar 

surface separation distances. This suggests that the size, charge distribution complexity and 

divalence of barium acetate reinforces the hydration structure of the lubrication film. The 

enhanced free-energy features at close separation distances reflect the diminishing configurational 

entropy of barium acetate under increasing confinement. The PMF profiles of ammonium acetate 

lie between this scenario, and the topological ‘flatness’ of the PMF profiles induced by sodium 

chloride. As a simple ion pair, sodium chloride reduces PMF profile fluctuations, being small enough 

to introduce more possible configurations (i.e. entropy) into the lubrication film, relative to pure 

water; dispersing the structural integrity of the lubrication film into smaller epicentres of 

interaction. Of the ion pairs considered, it also resides closest to the surfaces, thereby bringing this 

effect nearest to the particle surfaces. The resulting PMF topologies in sodium chloride aqueous 

solution show no significant free-energy barriers prohibiting the approach of the particle surfaces 

into the domain of strong pairwise (van der Waals) interactions.  

To interpret the experimental results, incorporating effects of the free-energy topologies just 

discussed, values for work of cohesion are obtained and presented following an alternative 

approach. The results are referred to as Wcohesion’’. Each force-distance curve is integrated over the 

minimum that intuitively appears as the most energetically probable separation distance (details 

in Appendix E, Section S13). The weighting procedure of Appendix E, Section S12 is applied to 

extract Wcohesion’’. The likely interparticle separation distance is averaged from values extracted 

separately from the [110]-[110] and [100]-[100] PMF profiles. The separate results are shown in 

Appendix E, Section S14: Tables S5 and S6. The results for Wcohesion’’ and probable interparticle 

separation distance are shown in Table 6.3. 

 

Aqueous phase: 

Wcohesion’’ per unit area 

(mJ/m2) 

Average interparticle separation 
distance (Å) 

sodium chloride 0.18 6.5 

water (pure) 0.97 7.7 

ammonium acetate 1.14 7.8 

barium acetate 1.64 8.25 

barium nitrate 0.27 7.2 to 10 

 

The absolute values of Wcohesion’’ differ compared to the data shown in Table 6.1, but the ranking is 

broadly the same; except for the position swap of results obtained in pure water and in the 

presence of ammonium acetate. Figure 6.7 explores the correlations between experimental results 

(Table 6.2) and the data of Table 6.3, for systems containing ion pairs at 1 molar (results including 

Table 6.3. Effective Wcohesion’’ per unit area (simulation derived) between γ-alumina nanoparticles in pure 

water and aqueous salt solutions, obtained from simulation results. Average interparticle separation 
distances in each aqueous solution (simulation derived) are also shown. All salt solutions are at 1 molar 

concentration, except for barium nitrate (0.3 molar). 
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also barium nitrate, at 0.3 molar, are shown in Appendix E (Section S15). Both the energetically 

probable separation distance and ‘work of cohesion’ between particles increase with structural 

complexity of the ion-pair (Figure 6.7, panel A). The experimental agglomerate size decreases as 

the ion pairs become more structurally complex, in terms of both average equilibrium separation 

distance (panel B) and Wcohesion’’ (panel C). This suggests that for the systems considered, salt- 

specific effects on agglomeration manifest through modifying the features of the free-energy 

profiles, relative to those obtained in pure water. The results suggest that the free energy barriers 

encountered by the surfaces as they approach each other in solution are more important than the 

overall work of cohesion in determining the hydrodynamic radius of aggregates in quiescent 

conditions. 

 

 

Figure 6.7. Correlations between agglomerate size, cohesive work (Wcohesion’’) per unit area, and energetically 

probable surface separation distance for γ-alumina nanoparticles in aqueous salt solutions, normalised relative 

to results in pure water. Panel A: Wcohesion’’ per unit area (WC) vs. separation distance. Panel B: hydrodynamic 

diameter (HD) vs. separation distance. Panel C: hydrodynamic diameter vs. Wcohesion’’ per unit area (WC). 

Experimental systems are considered under quiescent conditions. 
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*A final note of interest is the ranking of the Wcohesion values obtained for interactions in pure water 

(in both Tables 6.1 and 6.3). From the experimental results, the smallest agglomerates were 

present in the aqueous phase of pure water. According to the correlations just discussed, we might 

therefore expect interactions in pure water to have the largest values of Wcohesion, but this is not 

the case. Interpreting the result in terms of ion-pair effects relative to pure water, the origin of this 

ranking is tentatively envisaged as follows. With the dissociation of ion pairs in water, two effects 

on entropy of the resulting aqueous salt solution arise. One is the entropy introduced into the 

structure of water by accommodating the presence of the ion pair, i.e. the extent to which the pre-

existing water structure is broken up. A second (potentially compensatory) effect on entropy will 

arise from the hydration structures that the ion pairs create around themselves. An associated 

potential energy is locked within these structures. Let us call these effects a) and b), respectively. 

In this work, ion-pair effects on interfacial hydration structures are considered, which are generally 

more ordered compared to bulk water structure. To explain the ranking of Wcohesion in pure water 

among the aqueous salt solutions considered, it could be that for the aqueous phases of sodium 

chloride, ammonium acetate and barium acetate, respectively; a > b, a ≈ b, and a < b.* 

 

6.5. CONCLUSIONS 

In this chapter, the aim was to characterise and investigate interactions of γ-alumina particles in 

pure water and dilute aqueous salt solutions. This was done using a two-pronged approach at very 

different resolutions; atomistic molecular dynamics simulations and dynamic light scattering (DLS) 

experiments.  

Using MD simulations, interaction characteristics of two predominantly exposed crystallographic 

terminations of γ-alumina, [110] and [100], were differentiated. At surface separation distances of 

< 1.5 nm,  i.e. the ‘contact zone’, interactions between [110] surfaces were found to yield flatter 

potential of mean force profiles, in both pure water and the aqueous salt solutions, compared to 

[100]-[100] interactions. This trend was linked to the contrasting characteristics of lubrication film 

structure, ultimately arising from intrinsic differences between the [110] and [100] terminations. 

Within the ‘contact zone’ of [110]-[110] interactions, water of the lubrication film was found to be 

arranged in narrower, more adjustable hydration layers, i.e. with higher configuration entropy. By 

contrast, the lubrication film between [100] surfaces comprised fewer, thicker hydration layers. 

This difference is suspected to influence the distance at which repulsive interactions, due to overlap 

of interfacial hydration structures, starts to occur. Interactions between [100] surfaces showed 

greater sensitivity to the presence of ions in solution. In fact, ion pairs were found closer to the 

[100] surfaces, as opposed to interactions of [110], for which ions were distributed mostly towards 
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the centre of the lubricating aqueous phase. All the ion pairs were found to enhance electrostatic 

repulsion between the surfaces, relative to pure water, at surface separations less than 2 nm. This 

effect was more pronounced for ion pairs that reside, on average, closer to the surfaces. The 

simulation results suggested sodium chloride, out of the ion pairs considered, as being most likely 

to induce particle agglomeration, as it minimises the free-energy barriers observed in the PMF 

profiles relative to pure water. 

Results of the DLS experiments, i.e. at the macroscale, show that all the salts induce particle 

agglomeration, relative to pure water. Reconciling this with the apparent ion-pair induced 

increases in surface electrostatic repulsion leads to the conclusion that the effects of ions on 

hydrophilic particle agglomeration manifest via modifying the integrity of the lubrication film, 

rather than through affecting particle surface interactions. The work of this chapter has mostly 

investigated interactions within the domain of ‘short-range’ hydration forces. Considered together, 

the simulation results and macroscopic experimental findings suggest that these forces have an 

extensive impact on macroscopic observables.  
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Chapter 7. Rheology: salt-specific effects in moderately dense aqueous 

suspensions of γ-alumina (particle volume fraction = 0.35) 

 

• Supplementary material relevant to this chapter is compiled in Appendix F (starting on page 
219). 

 

7.1. INTRODUCTION 

In industrial applications of particulate suspensions, a characteristic feature of the suspension is its 

hydrodynamic condition, and response to externally-imposed hydrodynamic forces. Almost all 

particulate suspensions are processed under imposed hydrodynamic conditions, often in turbulent 

flow, rather than under quiescent conditions. Hydrodynamic behaviour is therefore a key 

consideration in the handling of particulate suspensions. This is especially relevant for suspensions 

of high particle volume fraction, for which flow behaviour becomes non-Newtonian; i.e. influenced 

by shear rate. In the review of particulate suspension rheology by Mueller et al.,26 discussed in 

Chapter 1, such behaviours start to emerge when the particle volume fraction, ϕ, > ~0.25. 

Occurrences of such suspensions in industry, nature and everyday life are diverse and numerous; 

food rheology353, magma354, 355, cosmetics356 and drilling fluids357, to name a few. 

Our particulate suspension of interest is the catalytic converter ‘washcoat’; applied as a thin coating 

on the internal surfaces of the catalytic converter. To refresh the context of our investigation, a key 

purpose of the washcoat is to maximise the surface area on which catalysis can occur. This is 

achieved by the high internal porosity of the washcoat, owing to the particulate phase; a high 

surface-area support powder, ɣ-alumina, with approximate surface area ranging from 80 to 300 

m2/g16 - 19. As a consequence of its particle volume fraction, ϕ > 0.3, the washcoat is a non-

Newtonian, shear-thinning fluid; shear-thinning is required during washcoat application. A low 

viscosity suspension, but with high particle loading (to maximise the surface area of the washcoat 

layer) would be desirable. Low-viscosity formulations place limitations on particle loading, but good 

coating adhesion is attained, while increased particle loading produces thicker washcoat layers 

(meaning fewer deposition stages), but adhesion and flow-manageability are compromised20. 

Proper management of washcoat rheological properties is paramount during the washcoat 

application process, determining the coating quality (coating thickness, adhesion to the monolith 

substrate) and the resulting catalytic performance20.   

In the previous chapter (Chapter 6), the influence of ion pairs on interactions of ɣ-alumina was 

investigated, and findings were considered in terms of possible implications for particle 

agglomeration. The investigation was conducted using simulations at molecular resolution to probe 
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specific crystallographic terminations of ɣ-alumina, and DLS experiments, to test whether the 

observed behaviours and proposed origins manifested in measurements of particle agglomeration. 

However, DLS analysis necessitates the use of dilute samples (~0.05 wt% ɣ-alumina), and 

investigates Brownian particle motion under quiescent conditions.  

In the current chapter a series of rheology experiments are conducted, taking a step closer towards 

the application of interest, as shown schematically in Figure 7.1. This time, the samples are 

moderately dense  particulate suspensions of ɣ-alumina, ϕ = 0.35, and dynamic viscosity is 

recorded as a function of shear rate. The aims are: (1) to establish and characterize the flow 

behaviour of the suspensions, in aqueous phases of pure water and the salt solutions of interest 

(2) to determine and characterize the extent of any salt-specific effects, and (3) to establish if, and 

how, the results of previous chapters translate to implications for the flow behaviour of moderately 

dense particulate suspensions.  

Figure 7.1. Schematic, showing the investigation path leading to the present chapter. Having established the 

dynamic properties for aqueous phases of interest (Chapter 3), interfacial hydration structures at two dominant 

terminations of ɣ-alumina, [110] and [100], were characterized and compared (Chapter 4). Differences arose in 

the diffuseness of hydration structure, proximity of water association to the surfaces, and implications for ion-

surface interactions. Interfacial hydration structure ‘thicknesses’ are shown schematically in pink and blue, for 

the [110] and [100] surfaces respectively. In Chapter 5, the differences manifested in surface interaction 

behaviours, and rankings of salt-specific influence on particle agglomeration. Towards an investigation of flow 

behaviour, ɣ-alumina particles are depicted schematically in a crowded aqueous suspension, with approximate 

exposure of each termination and its associated hydration structure style, colour-coded, to assist visualisation. 
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Salts are mostly found to reduce the viscosity of concentrated suspensions; although these findings 

have been mostly in the context of protein formulations358 - 360. The review on particulate 

suspension rheology by Jeffrey & Acrivos27, discussed in Chapter 1, presents the results of an 

experimental study by Fryling (1963)28, showing substantial viscosity reduction of a gelled latex of 

ϕ = 0.28 with the addition of aqueous potassium nitrate. The efficacy of salts in viscosity reduction 

of concentrated suspensions may, in essence, owe to: their disruption of molecular networks (esp. 

hydration structure for aqueous suspensions), electroviscous effects (viscosity change resulting 

from effects on particle surface charge) or effects on hydrodynamic volume. The contributions of 

these factors may vary, depending on the system involved.  

 

7.2. METHODS 

Particulate suspensions were prepared in aqueous phases of pure water, and salt solutions of 

sodium chloride, ammonium acetate and barium acetate at 1 molar concentration, and barium 

nitrate at 0.3 molar, due to its low water solubility at ambient conditions163 - 165. The suspensions - 

five aqueous phases in total - were prepared to 35% γ-alumina particles by volume (ϕ = 0.35). The 

required corresponding mass of γ-alumina powder was determined using an average bulk density 

value of 0.806 g/cm3. This value was experimentally determined using Archimedes’ principle 

(details in Section S1, Appendix F), and in agreement with average bulk density values sourced 

from the literature; 0.8 and 0.8694 g/cm3 361, 362. Viscosity measurements were conducted at 20°C, 

using an Anton Paar modular compact rheometer (MCR 302) with Peltier plate temperature control 

and parallel-plate geometry. The sample set (comprising 5 different aqueous phases, i.e. 5 samples) 

was freshly-prepared prior to measurement. The series of measurements was conducted three 

times, using a freshly-prepared set of samples each time. This triplicate repetition of experiments 

with three separate sample sets was done to gauge the reliability of the trends. Complete 

experimental details are provided in Table 7.1. 

Rheology experiments were conducted at 20°C, and a ‘forward-backward’ measurement 

procedure was utilised. ‘Forward’ and ‘backward’ refer to the acceleration and deceleration, 

respectively, of shear rate over time. ‘Forward-backward’ therefore indicates a run of 

measurements from slow to fast shear rates, followed by fast to slow, respectively. Shear stress 

and viscosity, as a function of shear rate (ramped linearly over time) are recorded during 

measurement. The purpose of this procedure, known as a ‘hysteresis loop test’, is to investigate 

thixotropic behaviour, via analysis of shear stress under changing flow conditions363, 364. During 

acceleration of shear rate, the recorded shear stress will increase, as the plate in contact with the  
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sample rotates faster. Figure 7.2 shows the sample in the context of the rheometer setup. The 

microstructure of the sample dictates the extent of internal friction generated as the shear rate is  

increased, and the resulting values and gradient of the recorded shear stress. As the shear rate  

continues to increase, the sample microstructure eventually undergoes breakdown, and the 

sample’s resistance to flow (its viscosity) decreases, if the sample is shear-thinning. When flow 

conditions change (i.e. shear rate is decelerated over time during the ‘backward’ run), the structural 

recovery of a thixotropic shear-thinning sample is not instantaneous. Instead, the structural 

recovery lags behind the decrease of shear rate, displaying hysteresis - the phenomenon whereby 

EXPERIMENTAL COMPONENT: DETAILS 
Chemical reagents  
• γ-alumina (Al2O3) particles 

 

• Ammonium acetate 

• Barium acetate 

• Barium nitrate 

• Sodium chloride 

• Water 

Sigma-Aldrich aluminium oxide nanopowder (gamma phase). 

Particle size: <50  nm (TEM), Quality Level: 200. 
Certified AR for Analysis; Fisher Chemical. 
99+%, Fisher Chemical. 
99+%, Fisher Chemical. 
99.9% BP, ACS, PH EUR, FCC; APC Pure. 
PURELAB Chorus 2+ Reference Water Purification System, inorganics 
resistivity (25 °C): >15 MΩ•cm. Particle filtration: 0.2μm. 

Sample preparation: • 10 ml of the following aqueous phases were prepared: pure water, 1 

molar solutions of sodium chloride, ammonium acetate, barium 

acetate, and a 0.3 molar solution of barium nitrate. Solutions were 

prepared by volume, using 10 ml volumetric flasks (accuracy ±0.2 ml). 

After preparation, solutions were decanted into glass vials. 

• Creating suspensions of 35% γ-alumina particles by volume (ϕ = 0.35): 

for a 10 ml total sample volume, this volume fraction equates to 3.5 ml 

of powder, i.e. 2.8 g of powder by mass, using an average bulk density 

of 0.8 g/cm3. 

Analytical balance: Kern ABT, resolution ±0.1 mg. Accuracy of molar 
concentration values, i.e. weighing of salts, is ≤ 2.3413% (percentage 
difference) from the target concentrations. Accuracy of particle volume 
fractions, i.e. weighing of powder, is ≤ 2.1173% (percentage difference) from 
the target volume fraction. 

Rheometer set-up: 
 
 
 

Parallel-plate geometry: 

 

RheoCompass™ pre-defined moving profile: 
Ramping Mode: 

 
 

PP40/S with surface roughness, sandblasted 
Plate diameter:  

Gap: 

‘Paste-like (lift and rotate)’ 
‘Linear’; shear rate is 
ramped up/down linearly 
over time. 
 
39.974 mm 
1 mm 

 Rheology measurement procedure for each sample: 
Load sample, lower parallel-plate down to measurement gap, trim sample 
excess. Low-viscosity silicone oil is applied on the circumference of the 
parallel plate to seal-over the sample (i.e. avoid effects from sample 
evaporation during measurement). 
1) 60 seconds pre-shear at 10 s-1 
2) 5 minute wait 
Interval 1: 710 seconds, 71 data points from 0.1 to 700.1 s-1 

Interval 2: 710 seconds, 71 data points from 700.1 to 0.1 s-1 

Table 7.1. Experimental details. 
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the value of a physical property lags behind the changes in the effect causing it. As a result, the 

values for shear stress will be different (often lower) compared to the forward run. This 

dependence of structural recovery on time and shear history characterises thixotropic behaviour. 

Presented on a graph, the area enclosed between the forward and backward data sets - the 

hysteresis area or ‘thixotropic index’ - provides a relative indicator of the energy consumed in 

structural breakdown; therefore also an idea of the degree of structuring within the sample. It is 

important to note however, that the behaviour observed highly depends on the parameters 

defining the hysteresis loop test: the duration over which the shear rate is ramped (linearly 

increased and decreased with respect to time) and the maximum shear rate utilised363. However, 

results from different test conditions can be compared via a normalised thixotropic area; the area 

between the two flow curves, divided by the maximum shear rate, maximum shear stress and the 

step-time (i.e. the time interval between data points)365, 366. 

Establishing the measurement procedure eventually utilised was a convoluted process. This was 

namely through a lack of knowing better, as well as getting acquainted with the behaviour of the 

samples. Initial advice was to conduct measurements with both acceleration and deceleration of 

Figure 7.2. Measurement of viscosity using a rheometer with parallel-plate geometry. Explanatory schematic 

is shown on the left, and real-life equivalent (photo from experiment) is shown on the right. In the conducted 

experiments, rotational speed (Ω) is imposed, while the torque required to maintain the speed is recorded. 
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shear rate to establish if any differences under the changing flow conditions were present. The 

result was a ‘backward-forward’ procedure, with a rest period between runs, logarithmic ramping 

of shear rate with respect to time, and with measurement duration determined by the rheometer. 

Some difference between the results did appear, i.e. thixotropic behaviour was potentially present. 

With subsequent research relating to this, it emerged that the ‘forward’ run should be conducted 

first367. Consequently, the second round of measurements was conducted ‘forward-backward’; still 

with logarithmic ramping of shear rate, and a rest period between the runs. Finally, after some 

doubts over the logic of the second procedure and yet further research363, 365, 368, 369, it was found 

that shear rate should be ramped up and down linearly, not logarithmically, over equal 

measurement durations, and there should be no rest period between the runs. Hence the final 

measurement procedure was conducted, and these results are discussed in the following section. 

The results showed no particularly strong or consistent trends for thixotropy (Section S2; Appendix 

D). Differences that were present were small, and manifested at the lowest shear rates, where 

microstructural heterogeneities create uncertainty. Additional care should be taken with data 

interpretation at low shear rates owing also to surface tension; another factor which can affect the 

measurements, especially for aqueous systems370.  

On the positive side of the wild-goose chase for thixotropy (and what felt like never-ending 

rheology measurements), the reliability of the salt-specific trends became established. It also 

became apparent that rheology can be complex; and thixotropic behaviour is no exception371. The 

details given earlier in this section regarding thixotropy are included for the benefit of possible 

future rheology experiments at higher particle volume fraction (Section 8.4.3: ‘Future work’, page 

137), in the event that thixotropic behaviour does emerge. For completeness, full results of the 

trials with prior measurement procedures are shown in Appendix F, Sections S3 and S4. 

 

7.3. RESULTS AND DISCUSSION 

‘Forward’ measurements of viscosity vs. shear rate for the suspensions of γ-alumina, in pure water 

and aqueous salt solutions, are shown in Figure 7.3. Complete data for the forward and backward 

measurements are shown in Section S2; Appendix F. The data shown in Figure 7.3 below, and 

considered further in the rest of this section, is from the third of three sets of measurements; 

results for all three runs are compared in Section S2, Appendix F. The results for all three runs are 

similar. However, at the lowest shear rates, the results of Run 3 for the suspensions in pure water 

are the closest to the median value of the three runs, and therefore shown here. The variation can 

be conceptualised via the results obtained for shear stress; at the lowest shear rate considered (0.1 

s-1), the difference between the lowest and highest values that were obtained (from Runs 1 and 2 
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respectively) is 962.1 mPa, or 0.9621 Pa. For context, 5 Pa = ~0.005 % of standard atmospheric 

pressure372.  

The results in Figure 7.3 show that all the suspensions exhibit non-Newtonian flow behaviour, i.e. 

the viscosity shows a dependence on the rate of applied shear. Within this definition, the behaviour 

can be further specified as shear-thinning; whereby the viscosity decreases with increasing shear 

rate. It is also apparent that suspension viscosity is highest for the aqueous phase of pure water. 

Relative to this, all the salts reduce the viscosity of the suspension, across the range of shear rates 

considered. The ranking of this salt-specific effect, from weakest to strongest, coincides with 

increasing morphological complexity of the ion pairs.  

The basic interpretation of this result is that the more ‘complex’ ion pairs maintain the particles in 

suspension at a greater distance from each other. For ion pairs of increasing structural complexity 

in the aqueous phase, particle contact becomes more energetically unfavourable and therefore 

less probable, due to enhancement of structural rigidity of the aqueous phase surrounding the 

particles. If water is thought of in structural terms, and structure is equated to stored energy, then 

specifically, the ‘enhancement’ from ion pairs comes from two inter-linked factors: the bulk 

structure is made more complex (through the ions creating re-enforcement points within the bulk 

structure), and the associated increase in potential energy of the bulk structure from the increased 

number of bonds contained (relative to an aqueous phase of pure water). These effects become 

more potent with increasing complexity of the ion pairs.  
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Figure 7.3. Viscosity vs. shear rate. Experimental results for particulate suspensions of γ-alumina 

(particle volume fraction: 0.35), in aqueous phases of pure water and various salt solutions, at 20°C. The 

shear rate is increased from 0.1 to 700.1 s-1 in increments of 10 s-1, with each speed maintained for 10 

seconds. Data is shown on a log-log scale; x-axis base 10, y-axis base 2. 
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Having considered the effects in the bulk aqueous phase, we turn now to consider direct particle 

contact. When this situation comes into effect, interfacial hydration structure of the particle 

surfaces start to overlap (as seen in previous work; Chapter 6). This occurs from inter-particle 

separation distances of < 2 nm. In the ‘interfacial zone’, structure-inducing ion pairs decrease the 

entropy of the interfacial hydration structure, simultaneously increasing its stored energy. Such a 

scenario therefore enhances the energy ‘buffer’ around the particles (or particle clusters). For 

increasingly complex ion pairs, breaching this buffer incurs a greater increase in free energy. The 

likely cumulative outcome of this is that particles are kept further apart, meaning that inter-particle 

drag at close-range (which likely produces the greatest internal friction) is diminished. Reduced 

close-contact friction between particles results in lower overall viscosity of the suspension, relative 

to the aqueous phase of pure water. This proposed interpretation is further re-enforced by 

considering Figure 7.4. Figure 7.4 shows the viscosity results of Figure 7.3 normalised, relative to 

values for the suspension in the aqueous phase of pure water. Normalised results for Runs 1 & 2 

are shown in Section S5; Appendix F. The trajectory of the results for sodium chloride, barium 

nitrate and ammonium acetate follow a linear trend; with the gradient of the line somewhat 

increasing in this order. For barium acetate, the data-plot tends towards a ‘power law’-type 

trajectory. The suspension viscosity with the barium acetate aqueous phase is the lowest, across 

the range of shear rates considered. However, the relative viscosity keeps increasing - the most of 

any of the aqueous phases - as the rate of shear increases. Also, looking at Figure 7.4 and the results 

in Section S5 (Appendix F), the results for sodium chloride (relative to pure water) tend towards a 

plateau by the highest shear rate, whereas this is not the case for the other ion pairs. The proposed 

interpretation of these results is as follows. Increasing the rate of shear enforces more frequent 
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Figure 7.4. Viscosity vs. shear rate: normalised results. Obtained from experimental data for particulate 
suspensions of γ-alumina (particle volume fraction: 0.35), in aqueous phases of pure water and various salt 
solutions, at 20°C. The results have been normalised relative to (i.e. divided by) the viscosity values for the 

particulate suspension in the aqueous phase of pure water. 
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collisions between particles. As shear rate increases and particles are forced into increasingly 

frequent contact, the free energy will increase as the system gets further from equilibrium. Particle 

contact and the associated internal friction increase, and the effects of the ion pairs in solution, 

relative to pure water, diminish, hence the increases in relative viscosity in Figure 7.4. In this case, 

the prevention of particle contact is more of a passive mechanism, rather than a case of 

explanations attributed to ‘active’ repulsion between particles, i.e. due to electrostatics. For the 

more complex ion pairs in solution, the breakdown of the energy ‘buffer’ between the particles 

(first from the bulk aqueous phase, then the ‘interfacial zone’ as shear rate increases further) can 

be expected to happen more slowly, which follows the results in Figure 7.4.  

As mentioned earlier, the particulate suspensions - in all the aqueous phases - show shear-thinning 

behaviour. This means that the data can also be interpreted in terms of a ‘shear-thinning index’. 

This index can be calculated by dividing viscosity at the lowest shear rate by the value of viscosity 

at the highest shear rate373, 374. The resultant ratio is an index of shear-thinning behaviour; and the 

higher the value, the greater the decrease in viscosity with increasing shear rate (i.e. the stronger 

the shear-thinning behaviour). Results obtained for all three measurement runs are shown in Table 

7.2. For the lowest shear rate, the viscosity values are taken at 10 s-1; values at the lowest shear 

rate that produces consistent trends. Shear-thinning indices obtained using viscosity values at 0.1 

s-1 (i.e. the actual lowest shear rate, one data point prior to 10 s-1) show much greater variation as 

the measurements become more sensitive to the influence of previously discussed factors (i.e. 

sample surface tension, instrument low-torque limits) that come into effect at low shear rates. To 

illustrate this, the indices obtained using viscosity values with the lowest shear rate of 0.1 s-1 are 

shown for comparison in Section S6; Appendix F. 

Giving the shear-thinning index concept some thought, the values ultimately reflect the extent to 

which the internal structure of the sample can be broken down, over a given range of shear rate. 

Considering further, there are three factors likely to influence this, namely; 1) how closely 

associated the particles are to start with, i.e. the reference state from which they are dispersed 

through the suspending medium, 2) the ease with which the particles can move through the 

suspending medium, or the ‘stickiness’ of the suspending medium, and 3) the energetic resistance 

contained within the sample structure to buffer particle collisions. The first of these factors 

becomes apparent from the difference in suspension viscosities between the aqueous phases of 

pure water and barium acetate at the lowest shear rate; at which the effects of shear force on 

breaking down the sample structure are still minimal. At 0.1 s-1, the suspension viscosity with 

barium acetate in the aqueous phase is 16 times lower than with pure water (or 8 times lower, if  
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10 s-1 is considered as the lowest shear rate). With the influence from shear rate being minimal, the 

only remaining explanation is the initial difference in the proximity of the particles within the 

samples. At low shear rates, a more structured aqueous phase more effectively buffers particles 

from drifting together into close-contact friction.  

Related to this is the second factor. In the case of the suspension in pure water, the bulk aqueous 

phase is less structured than the aqueous phases with salts present. In such a case, the particles in 

the less structured aqueous phases will effectively move faster through the medium at a given 

shear rate, i.e. the sample is more responsive. More distance covered by the particles generates a 

higher probability of collision. With less substantial free-energy barriers buffering the approach of 

the particle surfaces at close contact, this can be expected to result in higher viscosity.  

The third factor mentioned is the energetic resistance within the sample structure. To break down 

a more highly structured suspension matrix, greater energy input (i.e. higher shear rates) are 

required. As shear rate is increased, all the samples are pushed further from an equilibrium state. 

A less-structured system starts from an increased state of entropy, compared to a more structured 

system, and so in effect, feels the removal from equilibrium less. Such a system has more possible 

  Viscosity units: mPa·s  

Suspension aqueous phase:  Run 1 Run 2 Run 3 STI/STI_water 

Water A) viscosity at 10.1 s-1: 738.4 658.4 697.7  

B) viscosity at 700.1 s-1: 29.5 28.9 30.7 

A ÷ B: 25.031 22.782 22.726 
Mean average: 23.513 

Standard deviation: 1.315 

sodium chloride, 1 molar 
aq. 

A) viscosity at 10.1 s-1: 368 601.1 531  

B) viscosity at 700.1 s-1: 17.5 27.2 24.7 

A ÷ B: 21.029 22.099 21.498 
Mean average: 21.542 0.92 

Standard deviation: 0.536  

ammonium acetate, 1 
molar aq. 

A) viscosity at 10.1 s-1: 274.6 258.8 257  

B) viscosity at 700.1 s-1: 15.6 14.8 15.1 

A ÷ B: 17.603 17.486 17.020 
Mean average: 17.370 0.74 

Standard deviation: 0.308  

barium nitrate, 0.3 molar 
aq. 

A) viscosity at 10.1 s-1: 372.2 297.1 314.7  

B) viscosity at 700.1 s-1: 15.5 14.8 16.1 

A ÷ B: 24.013 20.074 19.547 
Mean average: 21.211 0.90 

Standard deviation: 2.441  

barium acetate, 1 molar A) viscosity at 10.1 s-1: 92.6 83.8 74.2  

B) viscosity at 700.1 s-1: 15.1 14.3 13.6 

A ÷ B: 6.132 5.860 5.456 

Mean average: 5.816 0.25 
Standard deviation: 0.340  

Table 7.2. 
Shear-thinning indices, calculated from experimental data (3 runs) of viscosity vs. shear rate for particulate suspensions of γ-
alumina (particle volume fraction: 0.35) in aqueous phases of pure water and various salt solutions. The STI mean averages 

obtained are also shown normalised relative to the mean average STI for the suspensions in the aqueous phase of pure water. 
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microscopic configuration options with which to make up a macrostate, and therefore in response 

to an increase in shear rate, the particulate suspension in pure water has the most capacity for 

shear-thinning; i.e. change, relative to its initial state. A forced change from equilibrium in a more 

ordered system is met with a greater capacity for resistance. Once a shear rate is reached where 

the structural-arrangement capacity of the ions is overcome, the same number of bonds that 

formed the ‘ideal’ structure are ultimately still present, but just shorter-lived. Compared to a less 

structured aqueous phase, the energy release associated with the increase in entropy is greater. 

The outcome therefore, is that as the shear rate increases, the internal exchanges of energy on a 

faster timescale cumulatively raise the internal friction (i.e. the measured force per unit area 

moved). Therefore at higher shear rates, compared to suspensions in less structured aqueous 

phases, the change (decrease) in viscosity from the initial state is less. This manifests as a lower 

shear-thinning index for the suspensions with the more complex ion pairs, e.g. barium acetate, in 

the aqueous phase. While the absolute values of suspension viscosity in such aqueous phases 

(compared to pure water) remain lower, the influence of the ion pairs, in viscosity-lowering terms, 

starts being diminished (or offset) by the greater energy costs incurred as higher shear rates start 

breaking down the equilibrium structures (i.e. more resistance to flow, internal friction = viscosity 

increase). This is seen from the trends in relative viscosity with increasing shear rate, shown in 

Figure 7.4.  

 

7.4. CONCLUSIONS 

In this chapter, rheology experiments were conducted for moderately-loaded particulate 

suspensions of γ-alumina; particle volume fraction of 0.35. The flow behaviour of the particulate 

suspensions was investigated in five aqueous phases; pure water, and aqueous solutions of sodium 

chloride, ammonium acetate and barium acetate at 1 molar, and barium nitrate (0.3 molar). In the 

experiments, viscosity (resistance to flow) was recorded as a function of shear rate, which was 

increased linearly, from 0.1 to 700.1 s-1, with respect to time. Under these conditions, all the 

samples showed shear-thinning behaviour, i.e. the viscosity decreased with increasing shear rate. 

Salt-specific influences on the flow behaviour were observed. Namely, all the salts were found to 

decrease the absolute values of suspension viscosity, relative to the aqueous phase of pure water. 

The strength of this effect follows the ranking of: sodium chloride < ammonium acetate ≈ barium 

nitrate < barium acetate. Note the rank of barium nitrate reflects that its effect could be considered 

relatively potent, given its concentration is three times smaller than the other salts due to its lower 

aqueous solubility. The same salt-specific ranking was also seen in Chapter 3, where the viscosity 

of aqueous salt solutions (no particles) was investigated; but notably, the ion pairs increased the 

viscosity of the aqueous phases in this order. The population of water in the system found within 
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ion hydration shells was shown to be responsible, with the degree of viscosity-increase correlated 

to the potential energy within the hydration shells (Chapter 4). The fact that the same ranking is 

seen in this chapter, but with the opposite effect on viscosity, suggests that ‘viscosity’ in particulate 

suspensions is generated by close-range particle interactions. In this setting, the greater potential 

energy associated with a ‘more-structured’ suspending medium acts to buffer particle contact 

more strongly.  

While all the ion pairs decreased the absolute values of suspension viscosity, upon normalising 

results relative to the suspension in the aqueous phase of pure water, the strength of this effect 

was found to diminish as the shear rate was increased, most notably for barium acetate. This was 

also reflected in the results for shear-thinning indices, which showed that the change from the 

initial state (i.e. the capacity for shear-thinning) diminishes with increasing complexity of the ion 

pairs present in the aqueous phase. This was attributed to the reasoning that, with more internal 

structure, the energy release associated with entropy generated as the system is driven further 

from equilibrium (with increasing shear rate) is greater. As the ‘structuring’ effect of the ion pairs 

is physically broken down with increasing shear rate, the associated potential energy, now 

disordered, produces internal friction (rather than order); recorded as increased force per unit area 

of sample motion. In terms of a change in viscosity, the most-structured samples, therefore, show 

the least change relative to their initial state, i.e. a lower shear-thinning index. 

Two main structural ‘levels’ of the suspensions were considered to explain the findings over the 

range of shear rates considered. At the particle volume fraction investigated, (ϕ = 0.35), the 

aqueous phase comprises the largest share of the suspension by volume. At low shear rates, the 

suspending medium has the dominant role in buffering particle approach (the main source of 

internal friction); with the buffering effect trends following the structural ‘rigidity’ of the aqueous 

phases (i.e. the findings of Chapter 3). While the aqueous phase comprises the largest share of the 

suspension volume, the internal surface area of the suspension is dominated by the particulate 

phase. For γ-alumina, a material utilised for its high surface area (>100m2/g)16 - 19, this would be 

especially relevant. As an increasing shear rate forces the particles into collision, the particle surface 

area, its associated interfacial hydration structure, and the free energy landscape upon particle 

contact (i.e. results of Chapter 5 and 6) could have a dominant effect on flow behaviour. While not 

covered by the work of this thesis, frictional force (i.e. motion of particle surfaces parallel to each 

other), rather than normal contact force (as investigated in Chapter 6), could be more influential. 
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Chapter 8. Towards a mesoscale rheology model: parameters, outlook and 

future work 

Supplementary material relevant to this chapter is compiled in Appendix G (starting on page 241). 

8.1. INTRODUCTION 

The title of this thesis is: ‘Towards a mesoscale rheology model for aqueous particulate 

suspensions’. The computational investigation tool of previous chapters has been atomistic 

molecular dynamics simulation; with supporting experiments conducted for both direct, and 

indirect, validation. For the scope of the wider project - of which the results presented in this thesis 

form the first part - the intention is to develop a mesoscale computational rheology model, i.e. in 

the intermediate realm between the molecular- and macro-scale. The mesoscale computational 

approach (ideally) utilises parameters that represent a correct identification and amalgamation of 

relevant molecular phenomena, for the system property of interest. The mesoscale approach 

allows the simulation of larger systems: the liquid phase is a continuum (of e.g. mass, energy and 

momentum), rather than comprising discrete atoms; a flow of thousands of particles can be 

simulated, not just two particles (e.g. as in Chapter 6). The findings of the previous chapters are 

intended to provide interaction parameters for, and inform the development of, the mesoscale 

model; this objective formed the conceptual context for the entirety of work conducted in this 

thesis. 

The mesoscale model is currently being developed by Carl Henrik Dahmén; PhD student at 

University College London (Chemical Engineering Dept.), under the supervision of Prof. Luca 

Mazzei, and secondary supervisor Dr Christopher Ness. This continuation (herein referred to as ‘the 

project’) aims to computationally model and predict the flow behaviour and viscosity of aqueous 

particulate (ultimately γ-alumina) suspensions; relating this to the particle volume fraction, and the 

salt-type and concentration present in the aqueous phase. The mesoscale computational approach 

adopted for this purpose is a coupling of computational fluid dynamics (CFD)39, 40 and the discrete 

element method (DEM)41 - 43. In simulating the flow behaviour of particulate suspensions44, this 

coupling accounts for the fluid and particles, respectively, as discrete phases.  

It was mentioned above that the success of a mesoscale computational approach likely relies on 

correct identification and quantitative amalgamation of the molecular phenomena responsible for 

the ‘macroscale’ property being investigated. Glimpses of this interlinkage have already been 

observed with the predictive equation for viscosity presented in Chapter 4, and the results of 

Chapters 6 and 7. With the computational investigations in this thesis having had insight from the 

molecular perspective, the objective of the present chapter is to discuss and present thoughts on 

what the relevant details at molecular resolution might comprise, and how their amalgamation 
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might be correctly represented in terms of the governing equations for the mesoscale 

computational framework, as applied to the investigation of rheology. 

The chapter is organised as follows. Incorporated in this chapter for ease of reference, Section 8.2 

presents an overview of theory fundamentals for CFD-DEM, as utilised by the project: treatment of 

the system, the main forces considered, the equations of motion utilised and the calculation of 

viscosity. CFD-DEM modelling (and the associated equations) are extensive375, so the coverage is 

necessarily brief, and a focus is placed on equations in which parameters obtained from the work 

of previous chapters are currently being adopted. This sets the context for Section 8.3 (page 125) 

which presents a table of parameters for the equations presently utilised, and discussion of these 

parameters. Each parameter listed refers to its corresponding equation in Section 8.2. Thoughts on 

other input for parameterisation, based on insights obtained from the ‘molecular perspective’, are 

also presented, together with possible incorporation into the CFD-DEM framework. The chapter 

(and this thesis) ends with a concluding statement, outlook and recommendations for future work, 

presented in Section 8.4. 

8.2. CFD-DEM: THEORY FUNDAMENTALS 

8.2.1. A fundamental concept: stress tensors 

The internal forces within a suspension that govern its flow response can be described by the 

suspension’s stress tensor. Stress is a reactive force. When a deformation force is applied to a 

material, internal restoring forces within the material come into effect. The restoring force per unit 

area within the material is called stress (normal stress components denoted by σ, shear stress 

components by τ). Stress is a tensor quantity; it has both magnitude and direction, with its spatial 

evolution described by coordinate transformations, where new coordinates are stated distinct 

functions of the original coordinates. Each component of the stress tensor describes the force per 

unit area occurring in two directions, simultaneously. Consequently, stress is a second-rank tensor.  

For example, τ xy describes how much x-directed force manifests in the y-direction within the 

material. The first index in the subscript indicates the ‘face’ on which the stress acts, while the 

second index indicates the direction. 

The assembled collection of all such combinations in 3 dimensions - describing the normal and 

shear stresses acting on a fluid volume - is the viscous stress tensor (Equation 8.1), comprising: 

𝜎 =   (

𝜎𝑥 𝜏𝑦𝑥 𝜏𝑧𝑥
𝜏𝑥𝑦 𝜎𝑦 𝜏𝑧𝑦
𝜏𝑥𝑧 𝜏𝑦𝑧 𝜎𝑧

)    Equation 8.1 
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The viscous stress components of Equation 8.1 are shown schematically in Figure 8.1. Viscous 

stresses arise from the strain rate, i.e. the rate of change of deformation (strain) over time.  

 

 

 

 

 

 

 

 

 

 

 

 

Under an imposed rate of shear, one of the causes of viscosity (resistance to shear deformation) is 

the interchange of momentum between ‘layers’ of the fluid sample moving with different 

velocities. The internal structure of the sample - and strength of the intermolecular forces holding 

it together - affect the rate of momentum transfer and the resulting velocity gradient through the 

fluid. The extent of internal structure will consequently also influence the effective shear force 

generated by the exchange of momentum between the fluid layers.  

8.2.2. CFD-DEM: stress tensor of a suspension 

As defined by the scope of the project, the stress tensor of a suspension (σm, ‘m’ for mixture) 

comprises two additive contributions: fluid-particle interactions and particle-particle interactions, 

respectively (Equation 8.2). 

σm = σe + σs     Equation 8.2 

Fluid-particle interactions (σe) are expressed as follows: 

𝜎e = 
1

𝑉
∑ 𝐫𝑟𝑠𝑓𝑟𝑠

●

𝑠 > 𝑟

 

   Equation 8.3 

𝑉 = the averaging domain, i.e. CFD fluid cell volume, over which the sum of all fluid-particle forces within 
the domain is averaged 

Figure 8.1. Normal and shear stresses of the viscous stress tensor, acting on a fluid parcel. A ‘fluid 

parcel’ represents a point within the sample; i.e. a very small volume, identifiable throughout its 

dynamic history moving within the flow of the entire sample. 
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𝐫𝑟𝑠 = separation distance between particles 𝑟 and 𝑠 

 𝒇𝑟𝑠 = lubrication force exerted on particle 𝑟 by particle 𝑠 

𝑠 > 𝑟  = naming convention, indicating that the sum is a counter for the particles that particle 𝑟 is 
interacting with 

Particle-particle interactions (σs) are expressed as follows: 

𝜎s = 
1

𝑉
∑ 𝐫𝑟𝑠
𝑠 > 𝑟

𝑓𝑟𝑠
𝑖  

   Equation 8.4 

The terms of Equation 8.4 are the same as for 8.3, except for 𝑓𝑟𝑠
𝑖  , representing interparticle forces, 

the sum of which is averaged over the fluid cell volume. In the following two sections, lubrication 

force and interparticle forces - incorporated within the fluid and solid stress tensors of a suspension 

respectively - are examined in closer detail. 

8.2.2 a) Lubrication force  

Implementation of lubrication theory376 assumes a separation of two length scales. For the project, 

these are the thickness of the lubrication film, relative to a characteristic length scale of the 

interacting substrates; taken as the particle size. If these lengths are denoted with H and L 

respectively, then the application of lubrication theory requires assumption that the ratio of H/L ≪ 

1, i.e. H is substantially smaller than L. Lubrication force has two contributors. One of the 

contributions arises from shearing flow between two particles passing each other with a relative 

velocity, or a relative rotation. These two types of shearing flow are shown in Figure 8.2, Panels A 

and B, respectively. The second contribution is a squeezing flow, generated when particles are in 

perpendicular approach (normal contact), shown in Figure 8.2, Panel C.    

Figure 8.2. Types of flow arising between particles near contact, i.e. origins of lubrication force. Images compiled 

from the work of Kim & Karrila (1991)377. Spherical particle A (SA) is moving, and has radius a. Spherical particle B 

(SB) is stationary and has radius b. SA moves in the x-direction, with velocity U, and the axis connecting the 
particle centres coincides with the z axis. Separation distance between the particles is denoted by aε. Panel A: 
flow produced by shearing motion of SA past SB. Panel B: shear flow produced by rotational motion of SA in the 

vicinity of SB. Panel C: squeezing flow produced by approach of SA, normal to the surface of SA. 
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In the project, lubrication force is expressed explicitly, in terms of interparticle separation distance, 

and relative torques and velocities. Pairwise forces are considered frame-invariant and are derived 

according to the technical report of Radhakrishnan (2017)378 and adapted for DEM simulations, as 

in the paper of Cheal & Ness (2018)379. Following the procedure of Cheal & Ness, the lubrication 

force on a particle 𝑟, from particle 𝑠, takes the form of Equation 8.5 (Equation 1a in the paper):  

𝑓𝑟𝑠
● = 𝜇𝑓[(𝑋11

𝐴 𝒏⨂𝒏 + 𝑌11
𝐴 (𝐼 − 𝒏⨂𝒏)) ∙ (𝑼𝑠 − 𝑼𝑟) + 𝑌11

𝐵 (𝛀𝑟 × 𝒏) + 𝑌21
𝐵 (𝛀𝑠 × 𝒏)] 

Equation 8.5. Hydrodynamic lubrication force 

Where: 

• 𝜇𝑓 = viscosity of the suspending fluid (assumed to have Newtonian flow-behaviour) 

• 𝒏 = r/|r|, where r is the vector connecting the centres of particles 𝑟 and 𝑠, pointing from particle 𝑠 
to particle 𝑟. |r| denotes the absolute value of r. ‘⊗’ = tensor product 

• 𝑋11
𝐴 , 𝑌11

𝐴 , 𝑌11
𝐵 , 𝑌21

𝐵  = scalar resistance functions. The magnitude of interparticle interaction is a 
function of (i.e. scales with) interparticle separation distance. To implement this relation in the 
equations of lubrication force (above) and torque (Equation 8.6), scalar resistance functions are 

utilised. Letters 𝑋 and  𝑌 denote particle resistances in directions parallel and transverse to r, 
respectively. Of the two numbers comprising the subscript, the first number is either 1 or 2; the 
particle label of the interacting pair (i.e. particle 1 or particle 2). The second number denotes the 
motion of the particle in question, translational or rotational; indicated by 1 or 2, respectively. The 
superscript denotes the corresponding tensor within the ‘resistance matrix’. For more on the 

resistance matrix and scalar resistance functions, see Appendix G, Section S1. The 𝑋11
𝐴  function scales 

𝒏⨂𝒏, representing repulsive normal force between particle pairs in the first equation term. The 𝑌11
𝐴  

function is applied to attractive interactions. 𝑌11
𝐵  and 𝑌21

𝐵  scale tangential particle interactions. The 

scaling is logarithmic or inverse depending on the nature of particle approach. For two particles 

approaching collision along the line of r (i.e. ‘head-on’), the force is scaled faster (inversely) compared 
to tangential approach, for which the scaling is implemented logarithmically as a function of separation 
distance.  

• 𝐼 = identity matrix (notation convention): matrix with 1’s in its centre diagonal, and zeroes in the 
remaining entries. Multiplication by an identity matrix is the 3-D matrix equivalent of multiplying a 
number by 1, i.e., any matrix multiplied by an identity matrix (of same dimensions) will return the 
original matrix. 

• 𝑼𝒓, 𝑼𝑠 = translational velocities of particles 𝑟 and 𝑠, respectively 

• 𝛀𝑟 , 𝛀𝑠 = rotational velocities of particles 𝑟 and 𝑠, respectively 
 

The torque (M) experienced by particle 𝑟, from particle 𝑠, takes the form of Equation 7.6 (Equation 

1b in Cheal & Ness379): 
 

𝑀𝑟𝑠 = 𝜇𝑓[𝑌11
𝐵 (𝑼𝒔 −𝑼𝒓) × 𝒏− (𝐼 − 𝒏⊗ 𝒏)(𝑌11

𝐶𝛀𝑟 + 𝑌12
𝐶𝛀𝑠)] 

 

Equation 8.6. Torque on a particle ′𝑟′ 

Symbol meanings are as in the description of Equation 8.5. 
 

Within Equations 8.5 and 8.6, the scalar resistances comprise short-range contributions, which 

diverge as particles 𝑟 and 𝑠 approach absolute contact. As such, a cut-off distance is required. For 

purposes of the project, a cutoff distance of 1% of the particle radii (in a system of homogeneous 

spherical particles) is implemented. 
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8.2.2 b) Interparticle forces 

Unlike the forces discussed in the previous section, interparticle forces are incorporated within the 

effective stress tensor of the solid phase. These forces include dispersion (e.g. van der Waals) and 

electrostatic forces, discussed below. 

For the project, the van der Waals force is treated on the scale of acting between ‘macroscopic’ 

objects. Dealing with pairwise additivity of interactions at molecular level can be avoided by 

treating components of the system as continuous media. The van der Waals force between 

macroscopic objects can then be derived using bulk properties: the dielectric constant, refractive 

index and absorption frequencies, which summate relevant information (electrical and physical 

characteristics) from the molecular structure of the particles and intervening phase. In a widely-

cited paper from 1937380, C.H. Hamaker derived van der Waals interactions between two spheres, 

a sphere and a flat surface, and presented a general discussion incorporating the associated 

Hamaker constant380. In 1956, E.M. Lifshitz381 developed a description of van der Waals 

interactions, but considering also the dielectric properties of an intervening medium381. 

Incorporating Lifshitz theory into the formulation of Hamaker, via an effective Hamaker constant, 

the attractive van der Waals force between two identical spherical particles (where interaction 

energy decays over separation distance, r,  by a function of λ/r 6 ) can be given by: 

𝑓𝑟𝑠
𝑣𝑑𝑊 = −

𝐴𝐻
6𝐷
(
2(𝑥 + 1)

𝑥2 + 2𝑥
−

𝑥 + 1

(𝑥2 + 2𝑥)2
−

2

𝑥 + 1
−

1

(𝑥 + 1)3
) �⃗⃗� 𝑟𝑠 

Equation 8.7. van der Waals force 

Where: 

• 𝐴𝐻 = Hamaker constant, see Equation 8.8 below 

• 𝑥 = the ratio of the minimum inter-particle separation distance, d, to the particle diameter; d/Dr  for a 

particle 𝑟. Hamaker (Equations 9 & 10 in the paper369) also gives the variable 𝑦; the diameter of particle 

𝑠 normalised by Dr , where 𝑦 = D s/D r. If particles r and s  are the same size, then D s/D r (i.e. 𝑦) = 1.  

• 𝐷, �⃗⃗� 𝑟𝑠 = respectively: particle diameter, and a unit vector pointing from the centre of particle 𝑟 to the 

centre of particle 𝑠. Multiplied by the scalar quantity of the preceding terms in the equation, the 

magnitude of the unit vector changes in accordance with the magnitude of the scalar, but the vector 

direction remains unchanged.  

The van der Waals force (Equation 8.7) is integrated over the particle volumes, and as such, shows 

a geometrical dependency. The Hamaker constant is calculated from physical properties of the 

particles and the suspending medium. For the interaction of two particles of identical composition 
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through an intervening medium, the Hamaker constant is obtained from Equation 8.8. Subscripts 

1 and 2 denote properties of the particles and the suspending medium, respectively. 

𝐴𝐻 =
3

4
𝑘𝐵𝑇 (

𝜖1 − 𝜖2
𝜖1 + 𝜖2

)
2

+
3ℏ𝑣e

16√2

(𝑛1
2 − 𝑛2

2)2

(𝑛1
2 + 𝑛2

2)
3
2

 

Equation 8.8. Hamaker constant 

Where: 

• 𝑘𝐵  = Boltzmann constant (1.3806488 x 10-23 J/K) 

• 𝑇 = absolute temperature 

• 𝜖, 𝑛  = physical properties: permittivity and refractive index, respectively 

• 𝑣e = the ‘plasma frequency’, at which the charge density (i.e. the electrons) of a material oscillate about 

their equilibrium positions383, usually in the range of (3 to 5) x 1015 Hz384. In CGS units, 𝑣e =

√(
4𝜋𝑁e𝑞

2

𝑚e
) , in which: 𝑁e is the number of electrons per unit volume (electron number density), 𝑞 is 

elementary charge and 𝑚e is electron mass. While 𝑞 and 𝑚e are physical constants 

(1.602176634×10−19 Coulombs and 9.1093837 × 10-31 kg, respectively), data for electron number 

densities of materials are hard to come by. The project treats the suspension as a homogeneous phase 
in this regard, using a value of 3.6 x 1015 Hz in all the aqueous phases considered. This is slightly higher 
than the value of 3.2 x 1015 Hz cited for interactions of alpha-alumina in vacuum by Israelachvili (page 

263, Table 13.2)384. 

• ℏ = reduced Planck constant (1.0545718 x 10-34 J∙s) 
 

For van der Waals interactions, the project utilises a cut-off distance of 1 nm. The second 

contribution to ‘interparticle forces’ considered by the project arises from electrostatic 

interactions. In theory, a particle with surface charge, immersed in an electrolytic solution, attracts 

a layer of oppositely-charged ions at the particle surface which neutralize the surface charge. In 

turn, this layer attracts a second, more diffuse layer of ions, slightly further from the particle 

surface384. This phenomenon and its associated structure is called an electrical double layer (EDL), 

as described by a number of models385 - 390. The ‘Gouy-Chapman-Stern’ interpretation is most 

widely-adopted, describing a Stern (Helmholtz) layer of strongly adsorbed counter-ions, and a more 

mobile and charge-diverse (i.e. diffuse) Gouy-Chapman layer, as shown in Figure 8.3. 

 

 

 

Figure 8.3. Schematic of electrical double 

layer near a negatively charged surface: 

structure and electrostatic potential, 

according to the Gouy-Chapman-Stern 

model. Figure adapted from Saboorian-

Jooybari & Chen (2019)382. 



page 116 

 

page 116 

 

For two identical spherical particles, 𝑟 and 𝑠, in an electrolyte solution, the force arising from 

interaction of their respective electric double layers is given by384: 

𝑓𝑟𝑠
𝐸𝐷𝐿 = 𝜅 (

𝑅2

2𝑅
) 𝑍𝑒−𝜅𝐷  Equation 8.9. EDL force 

Where: 

• 𝜅 = inverse Debye screening length. The Debye length (λ D ) = 1/𝜅 
• 𝑅 = particle radius 
• Z = interaction constant (unit: Newton, or J/m) 
• 𝑒 = elementary charge (physical constant: 1.602176634×10−19 C) 
• 𝐷 = separation distance between particle surfaces  
 

As the particles approach contact (i.e. 𝐷 = 0), the force tends towards the value of the interaction 

constant, 𝑍. This constant determines the magnitude of electrostatic interaction and depends on 

surface properties, namely surface potential, of the particles. For low surface potentials (< 25 mV), 

𝑍 is given as: 

𝑍 =  
2𝜋𝑅𝜎2

𝜅𝜖𝜖0
 

Equation 8.10. Interaction constant: electrostatic 

Where: 
𝜎 = surface charge density  𝜖 = permittivity (particulate phase)  𝜖0 = vacuum permittivity 
 

Other parameters are as in Equation 8.9. 

The surface potential characterising optimal colloidal stability in aqueous γ-alumina slurries (40 mV, 

pH 4-5)391, is above the range of applicability for Equation 8.10. As such, this will require values of 

𝑍 to be derived empirically from simulation results of prior chapters (namely Chapter 6), for each 

of the aqueous phases considered. Note that for the simulations of γ-alumina surfaces (results of 

Chapters 5, 6) the extent of surface hydroxylation was selected to mimic conditions of ~ pH 5, i.e. 

conditions applicable to ‘stable’ washcoat formulations. 

The Debye length (λ D , = 
1

𝜅
) determines the range of electrostatic force, which varies depending on 

properties of the solvent. For aqueous solutions at 25°C containing salts of the following valence 

types, Debye lengths correspond to384: 

0.304

√[NaCl]
nm   for 1:1 electrolytes (e.g. NaCl) 

1/κ =  
0.176

√[CaCl2]
nm   for 2:1 and 1:2 electrolytes (e.g. CaCl2, Na2SO4) 

0.152

√[MgSO4]
nm   for 2:2 electrolytes (e.g. MgSO4) 

Statement 8.1. Theoretical Debye length approximation 

Where square brackets [ ] denote aqueous molar concentration of the salt-type. 
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By contrast to van der Waals forces, the electrostatic force, between two similarly charged surfaces 

in aqueous salt solutions, is always repulsive. However, the origin of the repulsion is largely entropic 

(osmotic), not electrostatic384. The diffuse double-layer is maintained by repulsive osmotic 

pressure which forces ions both away from the surfaces, and from each other, so as to increase 

their configurational entropy. Bringing the surfaces together forces ions back onto the surfaces 

against their preferred equilibrium state - that is, against their osmotic repulsion but favoured by 

electrostatic interaction. The former dominates and the net force is repulsive. In the case of 

overlapping electric double-layers, the resulting force is often referred to as the electric or 

electrostatic double-layer force, even though the repulsion largely arises from entropic 

confinement384.  

8.2.3. CFD-DEM: equations of suspension dynamics 

In order to calculate suspension viscosity, the project implements a coupling of CFD and DEM 

modelling approaches; to resolve fluid and particle dynamics, respectively. For this purpose, the 

software ‘CFDEM®coupling’392, 393 is utilised, which combines the strengths of the CFD software 

‘OpenFOAM’394, and the DEM software ‘LIGGGHTS’395 (LAMMPS Improved for General Granular 

and Granular Heat Transfer Simulations).   

8.2.3 a) The fluid (continuous) phase 

At the scale of continuum mechanics, the motion of viscous fluids is described by the Navier-Stokes 

equations. The equations arise from Newton’s second law (F = ma) applied to fluid motion, 

incorporating terms for pressure, viscous and external ‘body’ forces; the sum of which generates 

the internal fluid stress. The equations can thus be used to determine the velocity vector field for 

a fluid, from given initial conditions. 

As implemented for the project, volume-averaged Navier-Stokes equations for motion of the fluid 

phase (assumed incompressible) in the presence of a particulate phase, are given by Equations 8.11 

and 8.12. To briefly note, local space-averaging (or ‘volume-averaging’), for the purpose of 

computational efficiency, involves averaging pointwise physical variables over larger surrounding 

regions; regions containing many particles, but still small in a macroscopic sense. This approach is 

also implemented on properties of the solid phase (see later, Equation 8.16); namely the fluid-

particle interaction forces and solid volume fraction. For reference, the project follows the space-

averaging approach of Mazzei385; in turn adapted from the procedure introduced by Anderson & 

Jackson397, 398.  

Respectively, Equations 8.11 and 8.12 represent a time-dependent continuity equation for 

conservation of mass, and a time-dependent equation for momentum conservation, using implicit 
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momentum coupling for exchange of momentum between the fluid and solid phases of the 

suspension.  

∂𝑡휀 + div(휀〈𝐮〉𝑓) = 0 

Equation 8.11. Mass conservation 

𝜌𝑓[∂𝑡(휀〈𝐮〉𝑓) + div(휀〈𝐮〉𝑓〈𝐮〉𝑓)] = 

−휀∇〈𝑝〉𝑓 + 휀div〈𝜏〉𝑓 − 𝐾𝑓𝑝(〈𝐮〉𝑝 − 〈𝐮〉𝑓) + 휀𝜌𝑓𝐠 

Equation 8.12. Momentum conservation 

In which: 

• ∂𝑡 = partial derivative, with respect to time 

• 휀 = fluid volume fraction (also called ‘void fraction’) 

• u = abbreviation for the point velocity vector, u(x, t ), at position x and time t, with respect to an inertial 

frame of reference. Subscripts 𝑓 and  𝑝 denote fluid and particulate phases, respectively. Brackets ⟨ ⟩ 

denote the ensemble average of velocity vector values, i.e. the velocity field. 

• ∇ = vector differential operator (nabla). In Equation 8.12, yields the gradient of the fluid-pressure vector 

field. 

• div = the 'divergence’ vector operator. Produces a scalar product when applied to a vector-describable 
property (e.g. heat, mass, velocity), representing the flux density of the property. Flux density describes 
the extent to which the volume of a given ‘point’ in a vector field contributes as a ‘sink’ or ‘source’ of the 
property within the overall flow (via the difference between flow into versus flow out of the volume). 

• 𝜌𝑓 = fluid density 〈p〉𝑓 = mean fluid pressure tensor  〈𝜏〉𝑓 = viscous stress tensor 

• 𝐠 = gravity vector  𝐾𝑓𝑝 = implicit momentum-coupling scalar; see Eq. 8.13 
 

The terms of Equation 8.12: 

• 𝜌𝑓[∂𝑡(휀〈𝐮〉𝑓) + div(휀〈𝐮〉𝑓〈𝐮〉𝑓)]  

o Inertial forces: the acceleration of a fluid element of unit volume 

• −휀∇〈𝑝〉𝑓  

o Pressure forces: act inward and normal to the surfaces of the fluid element. In the case of 

an incompressible fluid, the fluid effectively ‘presses against itself’ and doesn’t shrink in 

volume. 

• 휀div〈𝜏〉𝑓 − 𝐾𝑓𝑝(〈𝐮〉𝑝 − 〈𝐮〉𝑓)   

o Viscous forces, i.e. fluid stress: represented as the divergence of the bracketed stress 

tensor combination. The divergence yields either a source or sink of momentum, or 

momentum flux; i.e., a force. Viewed at the scale of continuum mechanics, the 

fundamental mechanism of shear viscosity is the diffusion of momentum across different 

fluid layers. 

• 휀𝜌𝑓𝐠   

o External ‘body’ forces: act on the entire fluid element, rather than only at its surfaces. The 

only body force being considered here is due to gravity. 
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The use of CFD-DEM requires specifying a coupling strategy for exchange of momentum between 

the two phases. For the project, an implicit momentum coupling scalar is implemented. This 

assumes that the sum of fluid-particle forces acting on the fluid phase is co-linear with the average 

interphase slip velocity; (〈𝐮〉𝑝 − 〈𝐮〉𝑓). Explicit momentum coupling involves the incorporation of 

an unphysical ‘body force’ term to achieve target particle velocities399, which, especially for denser 

flows, can lead to decoupling of the momentum and phase continuity equation (i.e. conservation 

of mass), compromising convergence400. Implicit momentum coupling minimises the off-diagonal 

coefficients in the covariance matrix. Off-diagonal values represent the covariances between 

variable-pairs, i.e. distortions in the data. Large off-diagonal values correspond to high distortions. 

The implicit momentum coupling scalar in Equation 8.12 is given by: 

𝐾𝑓𝑝 =
‖𝑛〈𝑓〉𝑝

∘ ‖

‖〈𝐮〉𝑝 − 〈𝐮〉𝑓‖
 

Equation 8.13. Implicit momentum coupling scalar 

In which: 

• 𝑛〈𝑓〉𝑝
∘  = explicit momentum exchange with the particulate phase. To fulfil the law of action-reaction, 

fluid-particle forces (e.g. buoyancy and drag401) are incorporated in the balance equation of both the 

fluid and the solid phase, with opposite signs. Explicit momentum exchange is calculated from the 
particulate phase contribution (i.e. for a given fluid cell volume, the forces from the particles acting on 
the fluid). 

• Double vertical bars denote the norm of the enclosed vector quantity. The vector norm (also called the 
vector’s magnitude) maps the vector quantity to a non-negative scalar, its length. The length of a vector 
is a non-negative number that describes the extent of the vector in space. The length equates to the 

square root of the sum of each component squared. For example, if a hypothetical vector A = [3,4,5], 

then ‖𝐀‖ would be √32 + 42 + 52 = 5√2. The length of a vector is always a positive number, except 

for a vector of all zero values. 
 

8.2.3 b) Particle dynamics 

The equation of motion for identical spherical particles solved by LIGGGHTS reads as: 
 

𝑚𝑝ů𝑟 = 𝑓𝑟
𝑓𝑝
+ ∑(𝑓𝑟𝑠

𝑐 + 𝑓𝑟𝑠
𝑖 ) + 𝑚𝑝𝐠

𝑠∈𝑣𝑟

 

 

Equation 8.14. Equation of motion: identical spherical particles 

Where: 

• the sum is taken over all particles close enough for interaction with particle 𝑟; the set belonging to (𝑠 ∈) 

a cut-off length (𝑣) around particle 𝑟. 

• 𝑚𝑝 = particle mass ů𝑟 = acceleration of the centre of mass of particle 𝑟 

• 𝑓𝑟
𝑓𝑝 = fluid-particle force 𝑓𝑟𝑠

𝑐  = contact force 𝑓𝑟𝑠
𝑖  = interparticle force 

• 𝐠 = gravity vector 

The particulate and fluid phases of a suspension usually act on different length scales; the 
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particulate phase usually the shorter of the two. As a consequence, in coupled CFD-DEM 

simulations, equations of motion for the particulate and fluid phases are often advanced with 

different respective time steps. LIGGGHTS implements a ‘neighbour list’, where a user-defined cut-

off radius around each particle determines the interaction distance. Interparticle forces are 

calculated with each successive update of the neighbour list. Following each force calculation, the 

equations of particle motion are subsequently integrated, and particle velocities and positions are 

updated. This step is iterated during the coupling time, Δtpf, while the fluid velocity is held constant. 

The project sets the CFD time step, Δtf , equal to the coupling time, Δtpf. For such cases, Δtf must 

be an integer multiple of the DEM time step, Δtp. The coupling routine of CFD-DEM, as 

implemented by ‘CFDEM®coupling’392, 393, is shown schematically in Figure 8.4. The fluid balance 

(Navier-Stokes) equations are solved using the PISO algorithm for pressure-velocity coupling, which 

yields volume-averaged velocity and pressure fields. The PISO (Pressure-Implicit with Splitting of 

Operators) algorithm is detailed elsewhere402 - 405. The PISO loop comprises an implicit momentum 

predictor, followed by a series of pressure solutions and explicit velocity corrections. Explicit 

methods calculate a system state ahead of the time of calculation (predictor-type calculation). 

Implicit analysis solves equations incorporating both current and later states of the system. The 

‘loop’ is repeated until a user-defined tolerance for iteration convergence errors is met. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.4. Flowchart of CFDEM coupling, as implemented during a CFD-DEM simulation. Flowchart 
symbols: parallelogram = input, rectangle = process, diamond = decision, capsule = terminal.  

Figure adapted from Xiong et al. (2021)402. 
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8.2.4. Calculation of suspension viscosity  

The calculation of suspension viscosity requires the stress tensor of the suspension (〈𝝉〉𝒎), namely 

the deviatoric component, to be known. Equation 8.15 is solved by the CFD-DEM model for this 

purpose. The values obtained are subsequently used to calculate the suspension viscosity, as 

defined later in Equation 8.17. 

〈𝝉〉𝒎 ≡ 〈𝐋〉𝑓 + 𝑛〈𝐃
𝒄〉𝒑 + 𝑛〈𝐃

𝒊〉𝒑 + 〈𝝉〉𝑓 

Equation 8.15. Suspension stress tensor (deviatoric component) 

In which: 

• 〈𝝉〉𝒎 = deviatoric component of the suspension stress-tensor, where subscript ‘m’ denotes ‘mixture’. 

Any given stress tensor is additively comprised of two subset stress tensors; namely hydrostatic and 

deviatoric. The hydrostatic stress tensor is the average of the three normal stress components, and 

reflects volume change (negligible for an incompressible material). Subtracting this from the total stress 

tensor yields the tensor for deviatoric stress. Its value reflects the extent of shear stress (via change of 

shape) being experienced by the material. A system with non-zero deviatoric stress tensor values reflects 

a condition in which the stress components operating on a material volume are not the same in every 

direction406, 407. 

• 〈𝐋〉𝑓 = lubrication film stress tensor. See Equation 8.16. 

• 𝑛〈𝐃𝑖〉𝑝 = interparticle stress tensor. See Equation 8.16. 

• 𝑛〈𝐃𝑐〉𝑝 = particle collisional stress tensor. See Equation 8.16.  

• 〈𝝉〉𝑓 = viscous stress tensor (fluid phase). See Equation 8.17. 

 

The equations for the terms 〈L〉𝑓, 𝑛〈D𝑐〉𝑝, and 𝑛〈D𝑖〉𝑝 share the same form, shown as one equation 

to avoid repetition (Equation 8.16), but with the superscript of the last term (denoted ‘𝑥’) varying 

as ●, c or i : for lubrication, collision or interparticle forces, respectively. 

〈𝐋〉𝑓, 𝑛〈𝐃
𝑐〉𝑝, 𝑛〈𝐃

𝑖〉𝑝 = 

∑[𝜓(|𝐱 − 𝐳𝐫|)𝑎∑𝐧𝑟𝑠𝒇𝑟𝑠
𝑥

𝑣

𝑠=1

]

𝑣

𝑟=1

 

 

Equation 8.16. Lubrication, collision, interparticle stress tensors 

Where: 

• the summations are taken over all particles close enough for interaction with particles 𝑟 and 𝑠; within a 

defined radial cut-off length (𝑣) of particles 𝑟 and 𝑠 , respectively.  

• 𝜓 = weighting function; used to define local space averages for solid-phase properties of interest. 

• x = point of interest z𝑟 = the point z , at a distance of 𝐫 from point x 

• 𝑎 = particle radius  
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• n𝑟𝑠 = unit normal vector, from the centre of particle 𝑟 to the centre of particle 𝑠 

• 𝑓𝑟𝑠
𝑥 = forces. Lubrication, interparticle or collisional, with ‘𝑥’ representing ●, i or c , respectively. 𝑓𝑟𝑠

● 

and 𝑓𝑟𝑠
𝑖  refer to the lubrication and interparticle forces presented in Sections 8.2.2 a) and b), 

respectively. The discussion of Section 8.2.2 focuses on force formulations for which input from previous 

chapters can be adopted. Not being the case for  𝑓𝑟𝑠
𝑐  (collision forces), these are omitted from the 

discussion. The project incorporates these forces using the Linear Spring-Dashpot model. For the 
interested reader, practical coverage is found in Section 2.3.1 of  ‘Coupled CFD-DEM modeling’ by 

Norouzi et al375. The original proposal of the method is found in Cundall & Strack (1979)408.  

 

Fluid viscous stress (〈𝝉〉𝑓) is the final constitutive term of the suspension stress tensor (deviatoric 

component, 〈𝝉〉𝒎, Equation 8.15). The fluid viscous stress, 〈𝝉〉𝑓, is expressed as: 

〈𝝉〉𝑓 ≡ 𝜇𝑓(1 + 𝐵𝜙 + 𝑘𝜙
2)〈γ̇〉𝑚 

Equation 8.17. Viscous stress tensor, fluid phase 

Where: 

• 𝜇𝑓 = fluid viscosity 

• 𝜙 = particle volume fraction (the fraction of total suspension volume occupied by the particles) 

• 𝐵 = Einstein coefficient409; ascribed a value of 2.5 for a dilute suspension (up to 𝜙 ≈ 5%. ‘’If very small 

rigid spheres are suspended in a liquid, the coefficient of internal friction is thereby increased by a 

fraction which is equal to 2.5 times the total volume of the spheres suspended in a unit volume, 

provided that this total volume is very small.’’ 409 The system considered comprised a dilute 

suspension of particles in Newtonian suspending fluid, under non-turbulent flow conditions. The 

coefficient describes the extent to which local distortion of fluid motion - owing to the presence of the 

particles - increases the ‘internal friction’ (i.e., the viscosity). 

• 𝑘 = second-order viscosity virial coefficient comprising the contribution to viscosity from two-particle 

interactions. ‘’For larger values of 𝜙, the effect of hydrodynamic interaction of the particles must be 

allowed for. The probability that in a particular realization of the suspension there is one other particle 

within a certain distance of a given particle is proportional to 𝜙, and the probability of there being two 

particles in this region is proportional to 𝜙2.’’ 410 It was Batchelor410 who notably first assimilated both 

hydrodynamic interaction and Brownian motion into this second-order viscosity contribution, obtaining 

𝑘 values of 6.2 and 7.6 for suspensions with strong and weak Brownian motion, respectively. 

• 〈γ̇〉𝑚 = suspension rate-of-strain tensor; see Equation 8.19. 

 

The expression for fluid viscous stress (Equation 8.17) comes from the ‘closure’ of a decomposed 

form of the fluid phase effective stress tensor, describing uniform flow conditions; Equation 8.18. 

In a macroscopic modelling context, mathematically ‘unclosed’ expressions feature terms related 

to point (i.e., microscopic) variables. Overcoming the ‘closure problem’ requires expression of 
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macroscopic properties in terms of averaged variables, with the number of variables being reduced 

to the number of governing equations. For the decomposed fluid effective stress tensor, this 

involves tying it to an expression for the mean velocity field, in some fashion physically consistent 

with the system being considered. The project believes the relation shown in Equation 8.18 will be 

applicable to suspensions with particle volume fraction between 30-40%, for which values of 𝐵 and 

𝑘 (introduced in Equation 8.17) will be empirically determined.  

휀〈𝐓〉𝑓 + 𝑛〈𝐂〉𝑓
∗ ≈ − 〈𝑝〉𝑓𝜹 + 𝜇𝑓(1 + 𝐵𝜙 + 𝑘𝜙

2)〈γ̇〉𝑚 

Equation 8.18. Closure: fluid effective (uniform) stress tensor, mixture viscosity 

Where: 

• 휀〈𝐓〉𝑓 , 𝑛〈𝐂〉𝑓
∗  = volume-averaged fluid point stress tensor and the particle presence stress tensor, 

respectively. The latter is a fluid stress term arising from fluid-particle interaction. The prefixes, 휀 and 𝑛 
, are the fluid and particle volume fractions, respectively. Three terms additively comprise the effective 

fluid stress tensor; 휀〈𝐓〉𝑓 , 𝑛〈𝐂〉𝑓
∗  and 〈𝐋〉𝑓. The first two terms describe the contribution to the fluid 

effective stress arising from the distortion of fluid streamlines, as in uniform suspensions, i.e. where the 
particulate phase is distributed uniformly (‘evenly spaced’) throughout the suspending medium. The 

lubrication film stress tensor, 〈𝐋〉𝑓, comes into effect only where particles are in close enough proximity 

for lubrication forces to emerge (discussed in Section 8.2.2 a). 〈𝐋〉𝑓 is defined in Equation 8.16. 

• 〈𝑝〉𝑓𝜹 = mean fluid (normal) pressure tensor (𝜹 denotes normal stress) 

• Note that the second term on the right hand side equates to the viscous stress, defined in Equation 8.17. 

• 〈γ̇〉𝑚 = suspension rate-of-strain tensor; see Equation 8.19. 

 

For the simulation of the particulate phase, using the Discrete Element Method (DEM), the 

movement of every particle is tracked. As such, the effective stress tensor for the particulate phase 

is an emergent property. However, it is required for calculating suspension viscosity, hence a closed 

expression for it is required. The closure in question additively comprises the collisional and 

interparticle stress tensors (𝑛〈𝐃𝑐〉𝑝 and 𝑛〈𝐃𝑖〉𝑝, respectively) which are defined in Equation 8.16. 

These are incorporated in the term 〈𝝉〉𝒎 (Equation 8.15), which is eventually utilised in the 

calculation of the suspension viscosity; Equation 8.20. 

Present in Equations 8.17 and 8.18 is the rate-of-strain tensor, 〈γ̇〉𝑚, which equates to the net 

directional (i.e. ‘useful’) flow of the system411 - 413. It is one of the two tensorial components of the 

velocity gradient tensor; the second being the vorticity tensor, equating to rotational flow, which 

consumes energy, but with no effect on the net flow direction. The rate-of-strain tensor is 

expressed as: 

〈γ̇〉𝑚 ≡ ((∇〈𝐮〉𝑚) + (∇〈𝐮〉𝑚)
T) 

Equation 8.19. Rate-of-strain tensor 
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Where: 

• ∇〈𝐮〉𝑚 = ⟨ensemble average⟩ velocity gradient of the suspension where subscript ‘m’ denotes 

‘mixture’. 

• (∇〈𝐮〉𝑚)
T = the superscript T denotes the transpose of the velocity gradient tensor. The addition of a 

matrix and its transpose results in a symmetric matrix414, which is diagonalizable415. Computationally, 

this property is extremely useful since computations involving a diagonalizable matrix can often be 

reduced to much simpler computations involving the corresponding diagonal matrix415. 

 

As stated at the beginning of this section, calculation of suspension viscosity requires the stress 

tensor of the suspension (deviatoric component, 〈𝝉〉𝒎, Equation 8.15) as input. Solving the 

constitutive terms of the suspension stress tensor (Equations 8.16 - 8.18) over the course of a 

simulation, together with the equations of fluid transport and particle dynamics, the suspension 

viscosity is calculated using 〈𝝉〉𝒎 and 〈γ̇〉𝑚 , as below: 

𝜇𝑚 ≡ |
〈𝜏〉𝑚 ∶  〈γ̇〉𝑚
〈γ̇〉𝑚 ∶  〈γ̇〉𝑚

| 

Equation 8.20. Suspension (‘mixture’) viscosity 

Where: 

• 〈𝜏〉𝑚 = suspension stress tensor (deviatoric component)   

• 〈γ̇〉𝑚 = suspension rate-of-strain tensor 

• colon (:) denotes a ‘double dot product’. The double dot product of two matrices produces a scalar 

result; the sum of multiplying matrix values that share the same index (i.e., position). For example, if:  

𝐀 = [
𝟐 𝟑
𝟓 𝟕

]   and   𝐁 = [
𝟏 𝟗
𝟒 𝟔

]  Then A:B = A i  j * B i  j = (2*1) + (3*9) + (5*4) + (7*6) = 91 

• parallel brackets (| |) denote ‘absolute value’, which is the non-negative value of the items between the 

brackets, disregarding their sign: e.g. the absolute value of 2 is 2, and the absolute value of −2 is also 2. 

Having arrived at the calculation of suspension viscosity, a visual summary/overview of this section 

is attempted in Figure 8.5. 
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Figure 8.5. Equations connection map. An attempt to provide an overview of Section 8.2, namely some fundamental 

equations in the CFD-DEM modelling approach of the project, leading to the calculation of suspension viscosity. The 

equations are shown with some sort of hierarchy/grouping, with interlinkages highlighted. Equation titles are shown, with 

the corresponding equation numbers in brackets ( ), for cross-referencing. Note that, for the sake of brevity, only 

equations closest-related to the work of this thesis were discussed: collision and fluid-particle forces (drag and buoyancy) 

are incorporated by the project, but were not discussed here. 
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8.3. POTENTIALLY RELEVANT DATA/PARAMETERS 

This section presents and discusses the input of this thesis towards future investigations of ‘the 

project’ in the development of a mesoscale rheological model. The coverage of input is split over 

two sub-sections. In Section 8.3.1, parameter values, within the framework of equations discussed 

in the prior section, are presented and discussed. Section 8.3.2 presents thoughts on other 

potential inputs for the rheological model, based on work of the previous five chapters, together 

with possible modifications to the existing framework. 

8.3.1. Parameters for use within the existing framework 

Parameter values (Table 8.1) are collated from the results of prior chapters, and from scouring ‘the 

literature’. Literature data regarding aqueous salt solutions are given at concentrations of 0.1, 0.5 

and 1 molar; or as close to these values as could be found. 

PARAMETER 
NAME: 

HOST EQUATIONS: PARAMETER VALUES: OTHER COMMENTS: 

Viscosity of fluid 

phase: 𝜇𝑓 
➢ Lubrication force: 
𝑓𝑟𝑠
●  (Equation 8.5) 

➢ Torque: 𝑀𝑟𝑠 
(Equation 8.6) 

➢ Viscous stress 
tensor, fluid 

phase: 〈𝜏〉𝑓 
(Equation 8.17) 

Table 3.2 (26°C); page 35 
Appendix C, Table S1 (20°C); page 164 

 

Dielectric 
constant 
(relative 
permittivity) of 
aqueous 
solutions and γ-
alumina: 

𝜖2 and 𝜖1 , 
respectively 

Hamaker constant: 
𝐴𝐻 (Equation 8.8)  
 
 
 

 
 

Pure water:  

• 80.103 (25°C)416 

• 78.304 (20°C)416 

Barium nitrate (298 K = 24.85°C): 

• 76.3 (0.11 mol/kg)417 

• 75.1 (0.20 mol/kg)417 

• 69.4 (0.31 mol/kg)417 

Sodium chloride (20°C): 

• 78.2 (0.1 molar)418 

• 74.0 (0.5 molar)418 

• 68.7 (1.0 molar)418 

Ammonium acetate: no data found. 
Nearest relevant data are for 
ammonium salts with the anions: 
sulfamate, thiocyanate, nitrate, 
borofluoride, perchlorate, bisulfate, but 

no acetate419. 

Barium acetate: no data found. 
Gamma-alumina:** 

• optical dielectric constant: 3.0420, 

421 

• static dielectric constant: 8.48422 

**For solids: the static 
dielectric constant is the 
sum of electronic (optical) 
and lattice contributions. 
The optical dielectric 
constant is calculated 
assuming only the 
response of electrons to 
the electric field (i.e. 
optical regime). The static 
dielectric constant 
incorporates the 
relaxation of internal 
molecular geometry in the 
presence of the electric 
field. 

Table 8.1. Parameters for the fluid phases (pure water, aqueous salt solutions: indicated by salt-name only for 

brevity), the particulate phase (gamma-alumina) and for particle interactions. 



page 127 

 

page 127 

 

Refractive 

index: 𝑛 

Hamaker constant: 

𝐴𝐻 (Equation 8.8)  

Pure water: 

• 1.3330 (25°C, wavelength: 575 

nm)423 

Sodium chloride (20°C): 

• 1.3339 (0.086 molar)424 

• 1.3383 (0.523 molar)424 

• 1.3435 (1.069 molar)424 

Barium acetate (20°C): 

• 1.3362 (0.1 molar)425 

• 1.3485 (0.5 molar)425 

• 1.3629 (1 molar)425 

Ammonium acetate: no data found, 
only values for ammonium chloride (at 

20°C)424: 

• 1.3340 (0.093 molar) 

• 1.3388 (0.565 molar) 

• 1.3426 (0.948 molar) 
Barium nitrate (298.15 K = 25°C): 

• 1.3334 (0.115 molar)427 

• 1.3342 (0.191 molar)427 

Gamma-alumina (300 K = 26.85°C) 

• 1.775428 at wavelength: 400 nm 

• 1.77429 at wavelength: 550 nm 

(source of value not cited/explicitly 
stated in article - as measured by 
authors perhaps?) 

All values relevant to 
‘yellow radiation’ 
wavelengths: ~580 nm. 
 
 
 
Values for barium acetate 
are obtained using a 

theoretical relation,425, 

426 shown in Appendix G; 

Section S2. In the work of 

Padova425, ‘’agreement 

between calculated and 
experimental values of (n 
- n0) was well within the 
accuracy obtainable with 
the refractometer 
(±0.0001).’’ 

Interaction 

constant: 𝒁 
(units: 
Newtons) 

Electric double layer 

force: 𝑓𝑟𝑠
𝐸𝐷𝐿 (Equation 

8.9) 

Pure water: 

• 1.89 x 10-7 
Sodium chloride (1 molar, aqueous): 

• 2.54 x 10-7 
Barium nitrate (0.3 molar, aqueous): 

• 2.56 x 10-7 
Ammonium acetate (1 molar, aqueous): 

• 2.63 x 10-7 
Barium acetate (1 molar, aqueous): 

• 2.65 x 10-7 

See ‘Notes’ below. 

Debye length:  

λD = 1/κ (units: 

angstroms) 

Electric double layer 

force: 𝑓𝑟𝑠
𝐸𝐷𝐿 (Equation 

8.9) 

Pure water: 

• 13.6 Å 
Sodium chloride (1 molar, aqueous): 

• 11.75 Å 

Barium nitrate (0.3 molar, aqueous): 

• 10.34 Å 
Ammonium acetate (1 molar, aqueous): 

• 10.68 Å 
Barium acetate (1 molar, aqueous): 

• 11.94 Å 

 Notes: values for Z  and κ are obtained empirically** from the graphs of coulomb interaction 
energy as a function of separation distance between γ-alumina surfaces (Figure 6.6, row B). The 
weighting procedure utilised in Chapter 6 (Appendix E, Section S12) is implemented to obtain an 
average set of data-points from the graphs of separate interactions of γ-alumina [110]-[110], and 
[100]-[100]. The data-points for each of the aqueous phases were fitted to the equation for electric 

double layer interaction energy (W) between two flat surfaces384:  
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𝑊 = (
𝜅

2𝜋
)𝑍𝑒−𝜅𝐷 

to obtain values of Z  and κ . Fitting was achieved using Python code. The values can then be used 
in Equation 8.9 (EDL force between two identical spherical particles), to retrieve interparticle force 
(arising from EDL interactions) in each aqueous phase. 
**Values obtained by Carl Henrik Dahmén (PhD student currently continuing this project). 

 

8.3.1.1. Some comments regarding Table 8.1 

8.3.1.1 a) Dielectric constants and refractive indices 

Dielectric constants for the aqueous solutions of interest proved difficult to find. No data for 

aqueous solutions of ammonium acetate and barium acetate were found from the literature, nor 

from other resources such as the CRC Handbook of Chemistry and Physics424, or the ‘Electrolyte 

Data Collection’430; the latter cited as ‘a very comprehensive collection of properties’430. Based on 

data that were found, namely for sodium chloride and barium nitrate aqueous solutions, the lower 

dielectric constant of the latter (compared at 0.1 molar) suggests that the conductivity of aqueous 

salt solutions increases with ion pair complexity and/or ionic strength. Related to this, it is worth 

recalling that barium nitrate and barium acetate are divalent salts. Returning to the missing data 

for dielectric constants, we could expect values for solutions of ammonium acetate to be marginally 

lower than for sodium chloride, and the values for barium acetate to be the lowest of the salt 

solutions considered. Similarly, but to a lesser extent, the refractive indices obtained also appear 

to increase with ion pair complexity and/or ionic strength, in the sense that ‘more complex’ ion 

pairs increase the refraction of light travelling through the aqueous medium. 

 

8.3.1.1 b) Electrostatic interactions: Debye length, electrostatic interaction 

constant 

In Table 8.1, values for the Debye length (λD) and electrostatic interaction constant (𝒁) are noted 

for γ-alumina interactions in each of the aqueous phases considered. These values were obtained 

by Carl Henrik Dahmén (PhD student currently continuing the project), calculated from the results 

in Chapter 6 (Figure 6.6). It is worth keeping in mind that the values are obtained from averaged 

(weighted) results of simulated [110]-[110] and [100]-[100] surface interactions. The values 

obtained for the Debye lengths - i.e. the range of electrostatic interaction - are greatest in the 

aqueous phase of pure water, as might be expected with no ions present to ‘screen’ particle surface 

charge. However, all the Debye length values (obtained by equation-fitting), interestingly, are much 

higher than would be theoretically predicted (≤ 3 Å at 1 molar concentration; Statement 8.1). This 

result is in some form of agreement with the work of Smith, Lee & Perkin (2016)431 who 

experimentally recorded the expected decrease of Debye length with increasing aqueous 

electrolyte concentration, with unmeasurably small lengths reached at 0.1 molar. As electrolyte 
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concentration was increased further however, beyond 0.5 molar, it was found that Debye length 

values increased again, to maximum values greater than the theoretical Debye length by a factor 

of ~120. 

The values of the interaction constant (𝒁) increase in the following order: water < sodium chloride 

≈ barium nitrate < ammonium acetate ≈ barium acetate. The largest value of 𝒁 is obtained in the 1 

molar aqueous solution of barium acetate, closely followed by ammonium acetate, indicating the 

strongest interparticle ‘electrostatic repulsion’ in these aqueous phases (the use of quotation 

marks is explained later). The ranking is moreorless opposite to the effect of the aqueous phase on 

particulate suspension viscosities observed in Chapter 6: barium acetate < ammonium acetate ≈ 

barium nitrate < sodium chloride < water. This negative correlation between electrostatic constants 

and suspension viscosities is encouraging, since, in simplest terms: stronger ‘electrostatic repulsion’ 

supposedly keeps particles further apart, thus reducing particle contact (internal friction) and the 

resulting suspension viscosity. 

The usage of quotation marks indicates that the exact origin of what is termed ‘electrostatic 

repulsion’ remains an open question in this thesis. Do salts modify surface charges such that the 

particle surfaces actively ‘repel’ each other? Or is the mechanism being called ‘electrostatic 

repulsion’ in fact something else, more passive? Interpretations so far (e.g. Chapters 6 and 7) have 

leaned towards the latter; namely, the influence of salts in terms of their interactions with the 

aqueous phase in different contexts, rather than as modifiers of surface charge. Related to this is 

the end of Section 8.2.2 b) cited from Israelachvili384, namely that the origin of electrostatic 

repulsion is in fact largely entropic (osmotic), not electrostatic384. 

 

8.3.2. Input from the ‘cumulative molecular’ perspective; suggestions for modification to the 

existing framework 

This section presents thoughts on would-be important contributions to particulate suspension flow 

behaviour, based on insight and experience gained undertaking the work of previous chapters; 

concluding with a possible implementation within CFD-DEM.  

As an underlying recommendation for any future work seeking the ‘’why’s’’ of flow behaviour, the 

hunch of this thesis is that correct identification and interlinkage of the relevant molecular 

phenomena, assigned the right proportions (or orders of magnitude), will produce the effect seen 

at macroscale. This thinking was applicable in predicting the viscosity of aqueous salt solutions 

(Chapter 4, Equation 4.1). It is suspected that a (slightly more elaborate) variation on this principle 

exists for the rheology of particulate suspensions. At a larger scale (relating to the hydration 

structures around particles, rather than ion hydration shells), the PhD thesis of Chuanping Li 

(2004)432 implemented a suite of experimental analysis techniques to probe the rheological 
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behaviour of aqueous nanometric (γ) alumina suspensions432. Particle hydration structures (‘bound 

water’) were found to act as a near solid-like extension of the particles, raising the ‘effective’ 

particle volume fraction. The proportion of ‘bound water’ showed a near-linear increase with solids 

content, approaching a limiting value of 99% of total water in the suspension being ‘bound’, at 60% 

solids content. The data are shown in Table 8.2.432 Above a particle volume fraction of 30%, a sharp 

increase of suspension viscosity was observed, for which overlap of the physically adsorbed water 

layers was found responsible432. As such, ‘bound water content’ was recommended as a parameter 

to be utilised in describing suspension viscosity432.  

  

 

 

 

 

 

 

 

 

 

From the above, and other experimental studies322, 323, it is apparent that particles have the 

capacity to ‘bind’ a significant percentage of the available liquid phase. In practice, this has the 

effect that a certain volume of the liquid phase (the ‘bound’ liquid) has differing properties, in terms 

of potential energy, momentum, and contribution to shear stress, compared to the bulk liquid 

phase; i.e. the liquid phase is not a continuum. Somewhat understandably, not much exists in the 

CFD-DEM framework to accommodate incorporation of this phenomenon433, 434 - this will be 

discussed in a short while.  

Results in Chapter 5 indicate that γ-alumina interfacial hydration structures - which can be 

considered ‘bound’ - occupy a region within 1.5 nm of the γ-alumina surfaces; a fairly common 

range obtained from MD simulation studies on varying surfaces233 - 235, 238, 240, 245. This thickness is 

somewhat less than the data in Table 8.2432, though it is noted that the findings vary between 

experimental studies322, 323. What is certain however, is that the phenomenon exists. However, 

Particle volume fraction (%) Wb/WH2O
total (%) L (nm) 

5 2.9 3.2 

25 32.7 5.5 

30 43.7 5.8 

32 49.1 5.8 

35 54.3 5.5 

40 62.5 5.2 

50 72.1 4.1 

60 99.0 3.8 

Table 8.2. Data from the work of Chuanping Li (2004).432 Experimental determination of interfacial bound 

water content of nanometric particulate suspensions of γ-alumina (particle size < 40nm), using sub-zero 
temperature differential scanning calorimetry (SZT-DSC). The values for bound water content are shown as 

percentages of total water present in the system; Wb/WH2O
total. The measured thickness of the bound water 

layer is also shown, as L. 
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from discussions had over the duration of my PhD between ‘molecular’ and ‘mesoscale’ 

perspectives, a general perception from the latter is that the ‘scale’ of such findings, i.e. within few 

nm from the particle surface, is diminutive. This thesis postulates that rather than a simple 

perception of ‘size’, it is multiple aspects of quantity, that are important, and perhaps being 

overlooked. Along these lines, it was also seen in Chapter 5 that the interfacial region is where the 

highest density of bonds (and potential energy, therefore) occurs. Considered cumulatively, an 

attempt to appreciate the volumetric ‘quantitative density’ is made with the following 

consideration. One millilitre of pure water (20°C) contains ~ 3.34 x1022 water molecules. Estimating 

that each water molecule bonds to 3 others (tetrahedral arrangement, minus double counting) - 

gives a result in the magnitude of ~ 1023 intermolecular bonds, contained within a volume of one 

millilitre. The ESA and NASA estimate that the universe contains up to one septillion (1x1024) 

stars.435, 436 Note the difference in ‘volume’. This example considered ‘free’ (i.e. unbound) liquid 

water. Gamma-alumina (the particulate phase of interest), is utilised for its high surface area 

(approx. range of 80-300 m2/g16-19); the cumulative manifestation of a high degree of atomistic 

roughness. Without going into inconceivable figures, it could be safely anticipated that the 

quantitative density of bonds within the ‘bound’ hydration structure is immense. At the resolution 

considered by CFD-DEM methodology, it is therefore conceivable that the volume of ‘bound’ water 

(~ 50%, at ϕ = 0.35), with its differing characteristics, could comprise a significant share of the 

potential energy, resulting shear stress, and dynamics, of the system. This is especially so when 

considered over the high surface-area of the particulate phase. While the volumetric proportion of 

bound water is sizeable, it could be that the corresponding influence on the spatial distribution of 

system energy, and overall dynamics is even larger. As a simple schematic, the spatial distribution 

of energy density within the fluid phase is envisaged as in Figure 8.6. 

 

 

 

 

 

 

 

 

How could this be accounted for in the CFD-DEM (mesoscopic) framework? For conceptualisation 

purposes, ‘bound water’ is referred to as ‘structural buffer’ for the remaining discussion (for the 

origins of this term, see in-depth discussion on experimental rheology results; Chapter 7, Section 

Figure 8.6. Envisaged spatial 

distribution of energy density, within 

the fluid phase in an aqueous 

particulate suspension; purely 

schematic. 
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7.3). Based on insight obtained over the prior work of this thesis, tentative thoughts on 

parameterization - namely possible incorporation of the structural buffer concept - are made 

below, with the experimental results of Chapter 7 reproduced in Figure 8.7, for ease of reference.  

• at zero, or very low, shear rates, the salt-specific differences in viscosity are thought to 

reflect differing effects on the initial proximities of the particles, which the existing 

framework might be able to reproduce. The parameter values obtained for interaction 

constants and Debye lengths (Table 8.1, calculated from results in Chapter 6) somewhat 

reflect the observed trends for particle agglomeration (Chapter 6). 

• as the shear rate increases, shear thinning is observed. Salt-specific differences in the 

capacity for shear thinning (seen in the shear-thinning indices of Chapter 7; Section 7.3, 

Table 7.2) are thought to arise from the extent of salt-specific reinforcement of the 

structural buffer, as discussed in Section 7.3. The suspensions with least shear thinning 

capacity show the steepest ‘energy penalty’ increase with shear rate, seen in the 

normalised results reproduced in Figure 8.7. 

 

• unlike the lubrication force (previously discussed, Equation 8.5), which comes into effect 

only within a certain interparticle separation distance, the structural buffer is a 

continuously present (but adaptable) feature. The physical integrity of the structural buffer 

decreases with increasing shear at a rate associated with a (salt-specific) energy cost that 

increases with shear rate (and thus could perhaps be coupled with, or scaled by, particle 

impact velocity), until reaching a plateau. Parameterization of this adaptive behaviour likely 

requires a variable, not a constant, as is widely the case for parameters in the current CFD-

Figure 8.7. Reproduced from Chapter 7: experimental results for viscosity vs. shear rate as a function of salt 

type in the aqueous phase, for aqueous particulate suspensions of γ-alumina at 20°C; ϕ = 0.35. Left panel: 

absolute values. Right panel: values normalised, relative to results in the aqueous phase of pure water. 
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DEM framework. In this context, numerical simulations encounter difficulty reproducing 

shear thinning behaviour; with shear thickening (viscosity increase) typically observed 

instead50, 437-439. The latter behaviour manifests as a transition from hydrodynamics-

dominated to friction-dominated interactions440, 441. This might suggest that the nature of 

particle-centric parameterization and force constants (non-adaptive parameters) provide 

insufficient ‘buffering’ at higher shear rates, hence the shear-thickening behaviour 

observed. 

• searching through recent literature of CFD-DEM, the nearest resemblance to a possible 

solution enables the specification of an ‘interface thickness’442, which was shown to have 

an effect on simulated results for viscosity when ϕ > 0.2442: as might be expected based on 

the data of Table 8.2431. The method introduces permeability to the particulate phase 

interface and adds a ‘volume penalty’ (VP) term into the momentum equation for the fluid 

phase. The VP term is calculated as442: 

𝑓𝑉𝑃 =
𝜒𝜌𝑓

휂
(𝑈𝑠𝑜𝑙𝑖𝑑 − 𝑈) 

Equation 8.21 

Where: 

𝜒 = the mask function 𝜌𝑓 = fluid density 

휂 = permeability, governing the fluid penetration into the solid domain 
𝑈 = fluid velocity 
𝑈𝑠𝑜𝑙𝑖𝑑  = velocity of the solid phase, calculated as: 𝑣𝑝 + 𝑟 × 𝜔𝑝  

where: 
𝑣𝑝 , 𝜔𝑝 = particle velocities: translational and angular, 

respectively 

𝑟 = relative position from the centre of gravity of the particle 
 

The physical interpretation of the VP term corresponds to Darcy’s law of fluid flow through 

porous media by which, for low permeabilities, the fluid velocity approaches that of 

𝑈𝑠𝑜𝑙𝑖𝑑
442. This parameterization potentially fits the system of interest to the project, in the 

sense that gamma-alumina is a highly porous material16-19, with its hydration structures 

acting as a ‘near solid-like’ extension of the particles432, 322, 323. 

The VP term (Eq. 8.21) contains a ‘smooth’ mask function, which governs the transition 

between the fluid and solid domains, for which 𝜒 equates to 0 and 1, respectively. The 

gradation across the solid-liquid interface takes the form442:  

𝜒 =  
1

2
{1 − tanh (

𝜎

𝛿
)} 
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Equation 8.22 

Where: 

𝜎 = signed distance (positive towards the fluid domain, negative into the solid domain) from the 
‘real’ particle surface 

𝛿 = thickness parameter 

 

The parameterization above resembles the closest identified starting point for the type of 

adaptation that could be required, although flexibility might need to be incorporated (e.g. 

for the interface thickness parameter) to reproduce the correct responsiveness to shear 

rate. Namely, in terms of the physics, the ‘responsiveness’ envisaged is that as the shear 

rate (and thus particle velocity) increases, the dissipation of the structural buffer results in 

a release of energy from potential form (within the bound liquid) into kinetic form (the bulk 

liquid). It is conceivable that this energy transition within the liquid phase could produce a 

shear thinning effect (decrease in viscosity with increase of shear rate). To the best of my 

knowledge, such a transition and physical origin has not to-date been proposed as a 

contribution to shear thinning behaviour in particulate suspensions. This could be worth 

considering given that such energy transitions have been correlated with macroscopic 

friction coefficients, albeit in a different context443. 

On a final note, the rheological model being developed is currently utilising ‘unresolved’ 

CFD-DEM. The parameterization discussed above442 utilises ‘resolved’ CFD-DEM. The 

classification is made according to the relationship between particle size and CFD mesh 

resolution442. While the unresolved methodology is advantageous in terms of 

computational speed and achievable system size, the resolution of flow detail around the 

individual particles is compromised. Resolved CFD-DEM resolves detailed flow around 

individual particles such that the hydrodynamic forces are computed from the resultant 

flow field rather than provided as an input442. Adoption of resolved CFD-DEM might be 

worthwhile, in light of the discussion of ideas presented in this section, and the seemingly 

increasing appearance of ‘micro’ in recent literature (‘microscopic physics’, 

‘microstructure’) seeking improved simulation predictions of flow behaviour.444, 445 

 

8.4. CONCLUDING STATEMENT, OUTLOOK AND FUTURE WORK 

8.4.1. Concluding statement  

This thesis has taken the perspective of ‘flow behaviour’ as a phenomenon underpinned by 

happenings observable at molecular resolution. The context of investigation was the understanding 

of ‘salt-specific effects’ on flow behaviour. Aspects thought to comprise the behaviour of a 
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particulate suspension were investigated via simulations at atomistic resolution, and experiments: 

the aqueous phase (Chapter 3), interfacial behaviours (Chapter 5) and particle interactions 

(Chapter 6), pieced together in the framework of suspension rheology (Chapter 7). Findings 

relevant to further investigation, at lower spatial resolution and larger timescales, were presented 

in the form of parameters relevant to the framework and definitions of CFD-DEM modelling 

(Chapter 8).  

Consistent salt-specific characteristics were observed, with different manifestations across the 

areas investigated. The characteristics found to be important relate to the creation of structure 

(equated to energy) and entropic effects, relative to investigations in pure water. An attempt is 

made below to interlink key ideas and findings from all chapters into a unified discussion. 

In Chapter 6, viscosity measurements (experiments) were conducted on suspensions of γ-alumina 

particles at 35% particle volume fraction; in pure water and aqueous salt solutions. All the salts 

were found to lower suspension viscosity, compared to the aqueous phase of pure water. The 

extent to which salts were able to do this was attributed to increasing the ‘structural content’ of 

the aqueous phase, at interfaces and in the bulk. The outcomes of increased structural content, in 

terms of sample structure and the manner in which it breaks down (described via 3 factors), 

manifest to hinder particle motion and contact, i.e., the dominant contributors to internal friction 

(viscosity). It was noted that as the shear-rate increased - and frequency of particle contact, by 

causal association - suspension viscosities relative to the aqueous phase of pure water increased. 

For most of the suspensions in aqueous salt solutions, the magnitude of this increase roughly 

corresponds to the structural content of the aqueous phase. The latter is quantified from the 

experimental viscosity results undertaken during the work of Chapter 3, expressed as the viscosity 

of aqueous salt solutions (no particles) normalised by the viscosity of pure water. This comparison 

is presented in Table 8.2. In Table 8.2, discrepancies of varying extents are present between the 

values of Columns 4 and 5. A notable discrepancy occurs for the suspension in aqueous barium 

acetate solution. Over the shear-rate interval considered, its viscosity increase relative to the 

suspension in pure water (Column 4) is approximately double the viscosity of the corresponding 

aqueous salt solution (Column 5). This discrepancy, and others to a lesser extent, suggest 

contributions to flow behaviour beyond structural-breakdown of the aqueous phase; potentially 

arising from the breach of interfacial hydration structures upon particle contact. Insight on this is 

the domain of Chapter 6, which examined interactions of γ-alumina surfaces. PMF profiles of γ-

alumina interactions in barium acetate aqueous solution had the largest free-energy fluctuations, 

attributed to large entropic repulsion associated with increased confinement of the barium acetate 

ion-pairs and their associated hydration structure, upon approach of the particle surfaces. 
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The discussion thus far of ‘structure’, ‘energy’ and ‘entropy’ is not mutually exclusive of the 

concepts of ‘electrostatic repulsion’ and the overlap of ‘electric double layers’. The ion pairs of the 

systems considered do not move through vacuum; their motion (and the associated transportation 

of charge) is a product of the structures into which they are bound. This is seen in the results of 

Chapter 5, with the interfacial arrangement of ion pairs starting at (and extending to) varying 

distances from the γ-alumina surfaces. Additionally, both monovalent and divalent salt-types are 

considered. Combined, this results - for each ion pair considered - in differing content and spatial 

distribution of charge within the region between a γ-alumina surface, and what can be defined as 

the ‘slip plane’ (the distance from the surface at which the atomic density and diffusion of ion-pairs 

and water resume bulk values). In addition, the slip plane itself will be located at differing distances 

from the surface. In ‘electric double layer’ parlance, this manifests as differing values of Debye 

length and zeta potential (at the slip plane) for each of the ion pairs considered, as was shown in 

Table 8.1. 

A visual summary of this concluding discussion is attempted in Figure 8.6 (next page). 

 

 

 

Column 1 Column 2 Column 3 Column 4 Column 5 

Suspension aqueous 
phase: 

A) Suspension 
viscosity: in salt 

solution, normalised 
by aqueous phase of 
pure water, at 10 s-1 

B) Suspension 
viscosity: in salt 

solution, normalised 
by aqueous phase of 
pure water, at 700 s-1 

B / A: viscosity 
increase over the 
shear-rate range, 

relative to viscosity 
in the aqueous 

phase of pure water 

Viscosity of 
aqueous salt 

solutions, 
relative to 
pure water  

sodium chloride, 1 
molar 

0.724 0.780 1.08 1.16 

ammonium acetate, 1 
molar 

0.378 0.511 1.35 1.29 

barium nitrate, 0.3 
molar 

0.448 0.521 1.16 1.11 

barium acetate, 1 
molar 

0.120 0.483 4.03 2.14 

Table 8.2. Viscosity of γ-alumina particulate suspensions, 20°C: in aqueous salt solutions, at low and high shear-rates 

(Columns 2 and 3, respectively). Details of viscosity experiments are in Chapter 7. Values are normalised relative to 

suspension viscosity in an aqueous phase of pure water. The values of Columns 2 and 3 are the arithmetic mean of 

triplicate measurements; comparison with individual measurements is shown in Appendix G, Section S3. Column 4 

shows the viscosity change over the shear-rate interval 10 s-1 to 700 s-1, relative to the suspension in pure water over 

the same interval. Column 5 shows experimental results, at 20°C, for viscosity of the aqueous salt solutions (no 

particles) at the corresponding concentrations, normalised relative to the viscosity of pure water. Data in column 5 

are taken from Appendix B, Section S1.  
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Figure 8.6. ‘The visual synopsis of salt-specific effects’, as observed for each area of investigation in this thesis. For 

ion-pair names under the heading of ‘Chapter 5’, writing in purple denotes the ion closest to the surfaces. Note 

that in Chapters 5, 6 and 7, systems in salt solutions were studied only at one concentration (1 molar, except for 

barium nitrate at 0.3 molar). 
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8.4.2. Outlook  

Suspension rheology is an active area of research and development446, with abundant possibilities 

in terms of characteristics and system conditions for investigation: the role of surface chemistry447, 

suspensions of rough particles448, 449, smooth particles450, rigid particles27, deformable particles451, 

non-colloidal suspensions in Newtonian452 and non-Newtonian fluids453, colloidal suspensions454, 

455, the influence of flow conditions456 and particle volume fraction457, and an abundance of 

rheology-modifying additives458 - 460. The possibilities go on, accompanied by a plethora of 

application contexts. 

The work of this thesis has focused on the influence of salts, in the context of flow behaviour of 

washcoat formulations for catalytic converters. However, other ‘ingredients’ such as organic 

additives, structural stabilisers and chemical promoters are also present in the aqueous phase of 

the washcoat, used to optimise parameters such as pH, conductivity and rheology. In explaining 

the effects for each ‘ingredient’ category, some, or all, of the molecular phenomena found relevant 

in the work of this thesis might apply. 

Regarding the rheological behaviour for the system of interest - aqueous particulate suspensions 

of  γ-alumina, specifically - the findings of prior work432 , insights from which were considered in 

Section 8.3, did not reach interpretations of proposed causative phenomena at the resolution of 

molecular thermodynamics. However, it was stressed that ‘a better science base is needed to 

elucidate how the chemistry and physics of the solid- liquid interface controls interparticle 

interaction, agglomeration, and the rheology of ceramic suspensions’432 and that, in understanding 

the causes of flow behaviour, collective interactions (particle/solute/solvent) must be taken into 

account432. For the systems considered, the work of the current thesis has presented a multi-

faceted investigation of the constitutive components of flow behaviour; in terms of fundamental 

particle/solute/solvent interactions and causative molecular origins of the behaviours observed. It 

is hoped that the insights obtained provide food for thought to future investigations. 

8.4.3. Future work 

This thesis concludes with recommendations for future investigation, grouped by analysis method: 

simulation (MD, CFD-DEM) and experimental. 

8.4.3 a) Molecular dynamics simulations 

➢ Due to time constraints, the work of Chapter 6 studied only interactions of γ-alumina [110]-

[110] and [100]-[100] terminations, i.e. interactions of ‘like’ crystallographic surface pairs. 

Mixed surface-type interactions ([110]-[100]) could also be investigated. Similarly, due to time 

constraints, only one salt concentration was studied for each system in Chapters 5 and 6. To 
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determine the effects of salt concentration, a few systems in salt solutions of 0.1 molar 

concentration could be simulated. 

➢ In all the simulations conducted, ‘classical’ force-fields were utilised. These parameterizations 

require a predefined connectivity maintained between bonded atoms, which precludes the 

simulation of reactive events. Related to the work of Chapter 5, it might be of interest to study 

the chemically dynamic evolution of hydroxyl group association/dissociation from γ-alumina 

surfaces in the presence of ion pairs. For this purpose, MD simulation of the systems studied in 

Chapter 5, using a ‘reactive’ force-field (such as ReaxFF83, 84 or the COMB reactive 

potentials461), might be feasible in the near-future. Two very recent works (at the time of 

writing)462, 463 have utilised ReaxFF, and a COMB3 reactive potential developed for Al2O3 

systems464, for MD simulation of γ-alumina surfaces462, 463. 

➢ In addition to ion pairs in the aqueous phase, a washcoat formulation will also contain organic 

additives, usually with rheology-modifying effects. An investigation of the ‘additive-specific 

effects’ for relevant additives/surfactants could be conducted, along a similar investigation 

path of the work presented in Chapters 3-7. 

➢ MD simulations could be utilised to obtain friction coefficients465 - 468 - for ‘sliding motions’ 

between γ-alumina surface pairs - to investigate hydrodynamic lubrication effects as a 

function of crystallographic termination, surface separation distance, and aqueous 

composition. 

➢ Non-equilibrium MD simulations have been utilised to calculate values of zeta-potential; the 

approach was initially proposed by Předota et al. (2016)469, with the investigation being 

extended in later work470. Application of the approach to systems considered in this thesis 

could provide insight into the nature and magnitude of salt-specific effects on zeta-potential 

of γ-alumina surfaces in aqueous salt solutions, relative to conditions in pure water. 

Interestingly, the initial work469 concluded that, at molecular level, the zeta potential arises 

from ‘a delicate interplay of spatially varying dynamics, structure, and electrostatics in a 

narrow interfacial region within about 15 Å of the surface, even in dilute salt solutions’469. 

This supports some of the thoughts discussed towards the end of Section 8.4.1 (‘Concluding 

statement’). 

➢ the expressions for viscosity prediction proposed in Equations 4.1 and 4.2 (Chapter 4) could 

be tested for a variety of salts (in aqueous solution), solute and solvent types 
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8.4.3 b) CFD-DEM simulations 

These recommendations relate to the follow-on work currently being conducted in the PhD project 

(‘the project’) of Carl Henrik Dahmén, at UCL, under the supervision of Prof. Luca Mazzei. 

• The system currently being considered comprises monodisperse, spherical particles (particle 

diameter: 10 microns). The investigation could eventually be extended to incorporate effects 

of particle polydispersity471. 

• Contemplate an investigation of the phenomena discussed in Section  8.3.2. 

• It has been shown that surface roughness significantly affects the magnitude of surface 

interaction forces, especially the van der Waals force472, 473. Nanoscale porosity and high 

surface-area (80 to 300 m2/g)16-19 are characteristic features of γ-alumina16-19, hence its 

suitability for use in washcoat formulations. These characteristics can be reasonably attributed 

to extensive asperity at the nanoscale474. The project currently considers smooth particles. This 

could be extended to an investigation of how to account for particulate materials with high 

surface area to volume ratio (i.e., roughness), such as γ-alumina, in terms of the implications 

for particle interaction forces. 

• The project currently assumes Stokesian flow conditions (i.e. non-turbulent, low Reynolds 

number), with a simulated shear rate of 10 s-1. For a complete investigation of flow behaviour, 

this shear-rate will need to be increased, with implementation of an appropriate turbulence 

model for turbulent flow conditions475. The simulation geometry imposing the shear could 

potentially also be considered, when comparing to rheology experiments, e.g. to mimic the 

experimental geometry of a parallel-plate rheometer476. 

8.4.3 c) Experiments 

• The viscosity experiments of Chapter 7 were conducted on suspensions at 35% particle volume 

fraction, in aqueous phases of pure water and salt solutions. The ranking of suspension 

viscosities, according to the aqueous phase, was observed as: water > sodium chloride > barium 

nitrate (0.3 molar) ≈ ammonium acetate > barium acetate. The viscosity reductions were 

attributed to the extent of salt-specific ‘structural enhancement’ of the aqueous phase; at 

interfaces (modifying the free energy fluctuations upon particle approach) and in the bulk. The 

salt-specific effects on these factors were thought to determine the extent of particle contact 

‘buffering’, and hence the associated viscosity decrease. By this same reasoning however, I 

hypothesized (to Carl, via Microsoft Teams, February 2023) that at a high enough particle 

volume fraction (when particles are forced into close proximity due to ‘over-crowding’), the 

ranking observed in Chapter 7 would become reversed. Preliminary viscosity experiments 

conducted by Carl, on γ-alumina suspensions at 48.22% particle volume fraction (Figure 8.7, 
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data received 6th March 2023, reproduced with permission) might tentatively support the 

hypothesis. However, any correlation should be interpreted with caution, since the γ-alumina 

particles used were substantially larger (12 micron diameter), than those for the experiments 

of Chapter 7 (< 50 nm diameter), which may influence the results. For a true validation, results 

at higher particle volume fractions would need to be compared for suspensions of like particle 

size. 

 

 

 

 

 

 

 

 

  

Figure 8.7. Log-log plot (created by Carl) of viscosity vs. shear rate, for suspensions of γ-alumina (12 micron 

particle diameter) at 48.22% particle volume fraction, in the aqueous phases shown in the graph legend.  

Abbreviations: ‘BaAcetate’ = barium acetate, ‘BaNitrate’ = barium nitrate, ‘NaCl’ = sodium chloride, 

‘NH4Acetate’ = ammonium acetate. For the aqueous salt solutions, concentrations are shown in molarity. 
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APPENDIX A (CHAPTER 1) 

Section S1. Viscosity: geometry-specific definitions of shear rate 

Measurements of viscosity and flow behaviour use the application of shear, at a given rate, or 
series of rates, on a sample of interest. The definition of the shear rate (𝛾 ̇ ) is specific to the 

geometry in which the sample is confined during shear. For the viscosity results presented in this 
thesis (Chapters 3 and 7), three ‘confining geometries’ were utilised. Shear rate definitions for 

each are provided below, together with practical supporting information. Comprehensive sources 

of the latter are found in the technical manuals and webpages of rheometer manufacturers1 - 3, 

from which Figures S2 to S6 (below) were sourced/adapted 
1.  

Simulations (Chapter 3): Steady, Simple Shear Flow 

For the simulations of viscosity in Chapter 3, periodic translation of the upper surface of the 
simulation cell was used to apply shear to the sample volume, with the lower surface remaining 
stationary. This creates a steady, simple shear flow on the fluid sample, shown schematically below.  

 

 

 

• Velocity of top plate = V0 

• Bottom plate is stationary 

• 𝑣𝑥 = (
𝑧

𝐻
) ∗  𝑉0 

𝛾 ̇ =
𝑑𝑣𝑥
𝑑𝑧

=  
𝑉0
𝐻

 

 

Experiments (Chapter 3): Cone and Plate geometry 

Experimentally, the simple shear model shown above (flow between two infinite, flat parallel 
plates) is not practicable. The instrument utilised for the experimental study of viscosity and flow 

Figure S1. Left: Simulation cell, showing translation of the upper surface. Note the scale of the 

‘sample volume’ being simulated, as in Chapter 3. Right: Schematic, used in the explanation below. 

Coordinate axes apply to both the left and right images in the figure. 
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behaviour is the rheometer, often with a variety of geometries (utilised as rheometer attachments) 
to choose from. Among these, the Cone and Plate geometry offers an option compatible with a 
wide range of viscosities, including very low viscosity liquids, such as water and the salt solutions 
studied in Chapter 3, with small sample volumes required (compared to other geometry options, 
e.g., concentric cylinder). The sample is confined between a stationary flat surface beneath, and a 
rotating cone above. The cone shape produces a smaller gap height closer to the centre, so that 

the shear strain (𝛾) on the sample is constant. Note that shear rate, (𝛾 ̇ ), is the rate of change of 
strain with time (dγ/dt). 

 

 

 

 

 

 

 

 

 

 

 
 

�̇� =  Ω
1

𝛽
 

Defined using the machine parameters of:  Ω = angular velocity 𝛽 = cone angle 

 
Note two key parameters for the cone; the cone angle, and diameter. For a given angular velocity, 

a cone with smaller angle and diameter increases the effective shear rate and shear stress acting 

on the sample, respectively. This is shown schematically below (Figure S3): 

Figure S2. A fluid sample (orange) confined between the cone and plate. Surface tension is sufficient to prevent 

leakage from the outer edge. 

Figure S3. Cone and Plate geometry: for a given angular velocity, the effect of cone angle (left) and cone 

diameter (right) on the shear rate and shear stress experienced by the sample. Relation for shear stress 

(specific to cone and plate geometry) shown on the right; M = torque, r  = radius. 
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Experiments (Chapter 7): Parallel Plate (rotational) geometry, with surface roughness 

The viscosity experiments of Chapter 7 were conducted on particulate suspensions, of moderate 
particulate loading (35% particles, by volume). For samples of this type, the Cone and Plate 
geometry previously described runs into limitations. The truncation height (see Figure S4) limits 
the particle/agglomerate size that can be present in the sample; particles must be at least 10 times 
smaller than the truncation height to prevent jamming. This is problematic since gap height is 
typically not adjustable for Cone and Plate geometries. The next consideration is that the ‘finish’ of 
the cone surface is smooth. Emulsions and slurries can be prone to slippage effects at the interfaces 
of a confining geometry. This can be overcome using an attachment with a roughened surface, 
which additionally provides traction on the sample, encouraging it to flow. The Parallel Plate 
geometry provides a resolution, allowing gap height adjustment, with a choice of surface finishes. 
However, as a compromise for the modifiable gap height, the sample experiences an average, 
rather than absolute, shear rate value; see Figure S5. 

 

 

 

 

 

 

 

For Parallel Plate geometry, the relation of instrument parameters defining the shear rate are as 

follows: 

�̇� = Ω
𝑟

ℎ
 

Where:   Ω = angular velocity r  = plate radius  h = gap height 

Figure S4. Cone and Plate geometry limitation for slurries: gap height at the truncated cone apex (truncation 

height) must be ≥ 10 times the particle (or agglomerate cluster) diameter to prevent jamming of particles. The 

typical truncation height for a 1° cone angle (as utilised in the viscosity experiments of Chapter 3) is approx. 20-30 

microns, i.e., a particle/agglomerate diameter limit of 2-3 microns. The non-adjustable gap height and smooth 

surface of the Cone and Plate geometry make it an unsuitable choice for the samples considered in Chapter 7. 

Figure S5. Parallel Plate geometry. The true shear rate varies radially across the Parallel Plate; for a given angle of 

deformation (upper plate rotation), a greater arc of deformation is present at the edge of the plate than at the centre. 
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Two key parameters for the Parallel Plate setup are the gap height, and the plate diameter. For a 

given angular velocity and plate diameter, decreasing the gap height increases the effective shear 

rate. For a given angular velocity and gap height, a plate with smaller diameter increases the shear 

stress acting on the sample, according to the relation shown in the schematic below (Figure S6). 

As seen from comparison between Figures S2 and S5, for the Parallel Plate geometry, the shear 

rate within the sample volume is not totally uniform. If ‘true’ shear rate (rather than the 

apparent/average shear rate) values are of interest, the Weissenberg-Rabinowitsch shear rate 

correction factor4 can be applied to the results to account for this geometric artifact.  

The Weissenberg-Rabinowitsch correction was considered, and tested on the results of Chapter 7. 

The interpretation target of Chapter 7 are the salt-specific trends observed, relative to pure water 

as the suspension aqueous phase. The interpretation is built from the phenomena observed in 

previous chapters. The difference in results obtained (with and without the correction factor 

applied) were negligible - within the variation between triplicate viscosity measurements for each 

sample - with no change in the observed trends. As such, the intended interpretation focus of 

Chapter 7 was pursued (cf. discussing correction applicability and the related rheological theory5, 

6), and the correction was left out. For reference however, a brief overview of the correction is 

provided below6: 

𝜎𝑅 =
2𝑀

𝜋𝑟3
[
3

4
+
1

4
 
𝑑 ln𝑀

𝑑 ln �̇�𝑅
] 

(Weissenberg-Rabinowitsch correction) 

Where:  

𝜎𝑅= shear stress at plate rim  𝑟 = radius of plate  𝑀 = torque 

�̇�𝑅= shear rate at plate rim 

Figure S6. Parallel Plate geometry: for a given angular velocity, the effect of gap height (left) and plate 

diameter (right) on the shear rate and shear stress experienced by the sample. Relation for shear stress 

(specific to Parallel Plate geometry) shown on the right; M = torque, r  = radius. 
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The Weissenberg-Rabinowitsch correction considers a shear rate, and corresponding shear stress 

value, in a specific radial zone; namely, towards the outer edge of the plate6. 

In practice, the ‘true shear rate’ can be obtained from a log-log plot of shear stress vs. apparent 

shear rate. The correction is applied at each apparent shear rate value, using the following 

equation7, 8: 

�̇� =
3𝑛 + 1

4𝑛
�̇�𝑎 

Where: 

𝑛 = tangent slope of the true shear stress vs. apparent shear rate (log-log plot), at the apparent shear rate 

value being corrected. Theoretically, this value represents the ‘Power Law’ index; the assumption being 

that the sample flow-behaviour obeys the Power Law Model8, 9.  

�̇� = true shear rate �̇�𝑎= apparent shear rate 
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FIGURE S1. 

 

Dynamic (self-diffusion, shear viscosity) and structural properties of water (radial distribution functions), as 

predicted by three commonly used water models: TIP3P1, SPC/E2 and TIP4P/20053. Experimental data is shown for 

comparison4, 5, with x-ray diffraction and Empirical Potential Structural Refinement (EPSR) data for RDFs6.  
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FIGURE S2. 
Ion-ion RDFs in aqueous solution at the highest concentrations considered. T=26ºC. 
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TABLE S1.  

Force field parameters implemented to describe ions, with references. 

 
Harmonic bond style potential: E = K (r – r0)2 

K: (energy/distance2) 
r0: equilibrium bond distance 
Harmonic angle style potential: E = K (θ – θ 0)2 

K: prefactor (energy) 
θ0: equilibrium angle value 

Charmm dihedral style potential: E = K [1 + cos (nϕ - d)] 
 

 ION PAIRS: 

Parameters NH4
+, C2H3O2

- Ba2+, 2(C2H3O2
-) Ba2+, 2(NO3

-) Na+, Cl- 

𝜖 (kcal/mol), 
σ (Å) 

N-N 0.1700,  
3.25 

Ba-Ba 0.017686424,  
3.82 

Ba-Ba 0.017686424,  
3.82 

Na-Na 0.3526418, 
2.159 

H-H 0.0157,  
1.06908 

CT-CT 0.1094,  
3.39967 

N-N 0.17000478,  
3.15 

Cl-Cl 0.0127850, 
4.830 

CT-CT 0.1094,  
3.39967 

HC-HC 0.0157,  
2.64953 

O-O 0.200,  
2.85 

  

HC-HC 0.0157,  
2.64953 

C-C 0.0860,  
3.39967 

    

C-C 0.0860,  
3.39967 

O-O 0.2100,  
2.95992 

    

O-O 0.2100,  
2.95992 

      

q (e) 
 

N -0.70686 Ba 2.00 Ba 2.00 Na 1.00 

H 0.426715 CT -0.2126 N 1.118 Cl -1.00 

CT -0.2126 HC 0.003577 O -0.706   

HC 0.003577 C 0.882473     

C 0.882473 O -0.840302     

O -0.840302       

Bond 
coefficients:  

elastic constant 
(kcal mol-1/Å2), 

equilibrium 
bond length (Å) 

 

N-H 3369.0,  
1.033 

CT-H 337.3,  
1.0920 

N-O 5000.0,  
1.226 

  

CT-H 337.3,  
1.0920 

CT-C 328.3,  
1.5080 

    

CT-C 328.3,  
1.5080 

C-O 648.0,  
1.2140 

    

C-O 648.0,  
1.2140 

      

Angle 
Coefficients: 

K (kcal/mol), 

angle (θ0 , in 
degrees) 

H-N-H 40.52,  
108.11 

H-CT-H 39.43,  
108.35 

O-N-O 500.0,  
120.00 

  

H-CT-H 39.43,  
108.35 

HC-CT-C 47.2,  
109.68 

    

HC-CT-C 47.2,  
109.68 

CT-C-O 68.03,  
123.11 

    

CT-C-O 68.03,  
123.11 

      

Dihedrals: 

K (kcal/mol), 

n (integer >= 0), 
d (integer value 

of degrees), 
weighting 

factor (1.0, 0.5, 
or 0.0) 

HC-CT-C-O 1.60, 1, 0.0, 0.0  1.60, 1, 0.0, 0.0     

CT-O1-C-
O2 

0.16, 2, 180, 0.0  0.16, 2, 180, 0.0     

References: 10 9, 10 9, 8 7 
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TABLE S2. 
Example simulation results for water viscosity, with uncertainties; 12ns duration. Pure water; 3 
independent system configurations, SPC/E water model, 11089 water molecules, 20ºC. 
The first 6ns are dropped from analysis, with the remaining 6 ns used for production (the simulation is 
shown here split into time-blocks of 2ns). Viscosity values, computed every 500 fs, are averaged over the 
latter 6 ns to yield a mean value for each simulation production run. Prediction uncertainty is calculated as 
standard deviation from the mean average value of three production runs, and lies within 2%, for all salt 
types and concentrations considered.  

 
TABLE S3. 

Example simulation results for water viscosity; 18ns duration. To test the reliability of predictions and 
adequacy of a 12 ns simulation run-time for obtaining equilibrated viscosity values, simulations for pure 
water were conducted to 18ns, starting from the same three independent initial system configurations. 

 
TABLE S4. 

Example simulation results for water viscosity; 22ns duration. A final simulation was conducted for 22 ns. 
Comparing results from Tables S2-S4, we conclude 12ns to be sufficient for obtaining equilibrated viscosity 
values; within the viscosity range of 0.795±0.0473 mPa s11 reported for SPC/E water at 19.85ºC (293K). 

 
 
 
 
 
 
 
 
 
 
 
 

Configuration 1 Configuration 2 Configuration 3 Average of 3 simulations 

 
Time 
(ns) 

Viscosity 
[mPa s] 

Standard 
deviation 

 
Time 
(ns) 

Viscosity 
[mPa s] 

Standard 
deviation 

 
Time 
(ns) 

Viscosity 
[mPa s] 

Standard 
deviation 

 
Time 
(ns) 

Viscosity 
[mPa s] 

Standard 
deviation 

0-2 0.779 0.021 0-2 0.777 0.016 0-2 0.786 0.011 0-2 0.781 0.005 

2-4 0.772 0.003 2-4 0.769 0.001 2-4 0.780 0.002 2-4 0.773 0.006 

4-6 0.767 0.001 4-6 0.770 0.002 4-6 0.777 0.001 4-6 0.771 0.005 

6-8 0.766 0.001 6-8 0.764 0.001 6-8 0.774 0.001 6-8 0.768 0.005 

8-10 0.763 0.001 8-10 0.764 0.000 8-10 0.773 0.001 8-10 0.767 0.006 

10-12 0.762 0.000 10-12 0.764 0.000 10-12 0.772 0.000 10-12 0.766 0.005 

Mean  
(6-
12ns): 

0.764 0.002 Mean  
(6-
12ns): 

0.764 0.001 Mean  
(6-
12ns): 

0.773 0.001 Mean  
(6-
12ns): 

0.767 0.005 

Configuration 1 Configuration 2 Configuration 3 Average of 3 simulations 
 
Time 
(ns) 

Viscosity 
[mPa s] 

Standard 
deviation 

 
Time 
(ns) 

Viscosity 
[mPa s] 

Standard 
deviation 

 
Time 
(ns) 

Viscosity 
[mPa s] 

Standard 
deviation 

 
Time 
(ns) 

Viscosity 
[mPa s] 

Standard 
deviation 

0-2 0.781 0.022 0-2 0.780 0.015 0-2 0.783 0.013 0-2 0.781 0.002 

2-4 0.769 0.001 2-4 0.782 0.002 2-4 0.769 0.002 2-4 0.773 0.007 

4-6 0.770 0.001 4-6 0.776 0.002 4-6 0.768 0.001 4-6 0.771 0.005 

6-8 0.770 0.000 6-8 0.771 0.002 6-8 0.768 0.001 6-8 0.770 0.002 

8-10 0.771 0.001 8-10 0.768 0.000 8-10 0.768 0.000 8-10 0.769 0.002 

10-12 0.770 0.000 10-12 0.767 0.000 10-12 0.768 0.001 10-12 0.768 0.002 

12-14 0.769 0.001 12-14 0.767 0.000 12-14 0.767 0.001 12-14 0.768 0.001 

14-16 0.768 0.000 14-16 0.767 0.000 14-16 0.766 0.000 14-16 0.767 0.001 

16-18 0.767 0.000 16-18 0.767 0.000 16-18 0.766 0.000 16-18 0.767 0.001 

Configuration 3 

Time (ns) Viscosity [mPa s] Standard deviation 

0-2 0.776 0.011 

2-4 0.775 0.001 

4-6 0.770 0.001 

6-8 0.772 0.001 

8-10 0.772 0.001 

10-12 0.772 0.001 

12-14 0.772 0.001 

14-16 0.771 0.000 

16-18 0.771 0.000 

18-20 0.770 0.000 

20-22 0.771 0.000 
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TABLE S5. 
Example simulation results for water self-diffusion at 26°C, with uncertainties. Self-diffusion coefficients 
were obtained from three independent simulations of 4.5ns each; 1ns equilibration time and 3.5ns 
production. Mean-squared displacement (MSD) values were obtained utilising in-built LAMMPS code. Self-
diffusion coefficients were subsequently obtained from the slope of MSD over time using the Einstein 
relation12. Uncertainty for diffusion coefficient results is calculated as the standard deviation from the 
mean average of three independent simulations per concentration for each salt type. 
Example results for water self-diffusion in 1M barium acetate aqueous solution: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Simulation 1 Simulation 2 Simulation 3 Average of 3 simulations 

D (10-9m2/s): 1.54 1.57 1.52 1.54 

Standard deviation: 2.41 x10-11 

Expressed as a percentage of the mean: 1.56% 
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SECTION S1. 
 

Simulation and experimental results for viscosity of water and aqueous salt solutions at 20°C. 

Simulations for shear viscosity and water self-diffusion were initially conducted at 20°C (293.15K). This was 

followed by experimental measurements of viscosity, using a rheometer with temperature control at 20°C. 

However, during subsequent experiments for water self-diffusion, temperature conditions of the NMR 

spectrometer were found to be 26°C, with no option for temperature adjustment. Simulations for water self-

diffusion were subsequently re-run at 26°C to match the experimental conditions. The original manuscript 

was therefore submitted with viscosity (simulation and experimental) results at 20°C, and water self-diffusion 

results at 26°C. Following a request of the manuscript reviewers, viscosity simulations and experiments were 

redone at 26°C; as per the work presented in the main body of Chapter 3, and the published paper13. 

The simulation setup utilised was the same as presented in Chapter 3, with the exception of the simulation 

temperature (20°C, rather than 26°C). Viscosity values were calculated from 12ns triplicate independent 

simulations per concentration, for each salt type. The first 2 ns were dropped from the analysis, with the 

remaining 10ns used for production. The production run was split into 5 equal time blocks, with average 

viscosity values calculated every 500fs.  Block averages between the three simulations were averaged to 

obtain the viscosity value for each time block. Reported viscosity values are taken from the last time block 

(10-12ns). Uncertainty is taken as the standard deviation from the mean value of the three block averages. 

For the experiments at 20°C, only one measurement (i.e. not triplicate) per aqueous phase was conducted. 

Aqueous salt solutions were prepared by volume, using volumetric flasks of appropriate size (accuracy 

±0.02ml). To prepare 1M solutions, salts were weighed out using a Precisa LS 220A self-calibrating system 

scale; accuracy ±0.0001g. Lower-molarity solutions were obtained by subsequent dilution. For barium nitrate, 

the maximum concentration prepared was 0.3M due to its low water solubility at ambient conditions15-17. 

Viscosity measurements were conducted at 20°C using a TA Discovery Hybrid Rheometer-3, with double gap 

concentric cylinder rotor geometry. The additional shearing surface of the double gap geometry provides 

lower stress and higher sensitivity for extremely low viscosity solutions18. Measurements were taken over 60 

seconds, with sampling interval of 1s per data point, at a fixed shear rate of 500s-1. Further experiment details 

are provided below.  

 
 

EXPERIMENTAL COMPONENT: DETAILS 

Cylinder geometry Inside cup diameter:  
Outside cup diameter:  

Gap:  
Inner cylinder height:  

40mm 
44.75mm 
500μm 
60mm 

Salts  

• Ammonium acetate 

• Barium acetate 

• Barium nitrate 

• Sodium chloride 

Certified AR for Analysis; Fisher Chemical. All salts were 
newly opened 
prior to 
experiments. 

99+%, Fisher Chemical. 

99+%, Fisher Chemical. 

99.9% BP, ACS, PH EUR, FCC; APC Pure. 

Water Milli-Q Reference Water Purification System, resistivity (25 °C): 18.2 
MΩ•cm. Sterile Millipak -40 (0.22μm) filter unit. 

Experimental component details for viscosity measurements 
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As per Chapter 3 - to facilitate comparison between simulations and experiments - the viscosity results below 

(at 20°C), are expressed as the ratio η/η0. The reference value η0 is the viscosity of pure water at 20°C. Results 

are presented both tabulated and graphed, to aid interpretation. The simulation and experimental viscosity 

data obtained are shown both tabulated and graphed. The statistical range of triplicate simulation results is 

on the magnitude of the plot data-markers. Percentage uncertainty between simulation prediction averages, 

for each concentration and all salt solutions, is < 1%. Uncertainty within experimental measurements is <1%, 

omitting the first data point taken during shear initialization from the data averages. The experimental 

viscosity data obtained for sodium chloride aqueous solutions are within 4.1% of corresponding literature 

values14. These values are presented alongside the results obtained, normalized relative to the viscosity of 

pure water at the corresponding temperature (20°C). 
 

 

 

 

  

 Sodium chloride Ammonium acetate Barium acetate Barium nitrate 

MOLARITY Sim. Exp. Sim. Exp. Sim. Exp. Sim. Exp. 

0.1 1.0275 1.0426 1.0278 1.0460 1.0850 1.1403 1.0505 1.0257 

0.5 (*0.3) 1.1263 1.1295 1.1415 1.1859 1.5190 1.5038 1.1941 1.1064 

1.0 1.2635 1.1599 1.3156 1.2865 2.2186 2.1350   

VISCOSITY (ƞ/ƞ0): table showing comparison between simulation (Sim.) and experimental (Exp.) results. 
η0 i.e. viscosity of pure water, mPa s: 0.7670 (simulation), 1.001 (experimental), at 20°C. Molar 

concentrations for barium nitrate, where different, are shown in parentheses (*). 

Above: viscosity of aqueous salt solutions at 20°C. Experimental data from Ozbek et al. (1977)14, for 

aqueous sodium chloride solutions at 20°C, are included for comparison. 
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FIGURES S3 - S6: ION-WATER RADIAL DISTRIBUTION FUNCTIONS, AT 26ºC. 
 
FIGURE S3. Ammonium acetate in aqueous solution: ion-water RDFs, concentration M=0.1 to 1. Simulation 

results from literature, obtained using MD with SPC/E water for the acetate ion19 and Monte-Carlo (MC) methods 

with SPC/E for both acetate and ammonium ions20, are shown alongside for comparison. Reference atoms for the 

acetate ion are carboxylate group oxygens and methyl group carbon. 
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FIGURE S4. Barium acetate in aqueous solution: ion-water RDFs, concentration M = 0.1 to 1: 

 
FIGURE S5. Sodium chloride in aqueous solution: ion-water RDFs, concentration M = 0.1 to 1. Literature 

results, from the Empirical Potential Structural Refinement (EPSR) approach21 and MD simulations with 
SPC/E water and Joung-Cheatham ion parameters (24.85°C, M = 1.3877)21, are shown for comparison. 
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 FIGURE S6. Barium nitrate in aqueous solution: ion-water RDFs, at M = 0.1 and 0.3. Literature data for the 

nitrate ion, shown for comparison: aqueous (SPC/E) potassium nitrate solution at 26.85°C, 0.102 M22. 

 

FIGURE S7: 
Jones-Dole plots and resulting B-coefficients calculated from experimental viscosity data obtained in the 
present work (reported in main text). Values are assumed to be additive, and should be viewed tentatively 
due to the limited number of sample concentrations, but are presented here for readers that may be 
interested. 

• In very dilute solutions (experimental data concentration range: 0.005 to 1 molal) forces are 
proportional to the square root of electrolyte concentration, hence the expression for fluidity 

(original Jones-Dole expression)23 in the form: 

 

𝛗 = 𝟏 + 𝐀√𝐜 + 𝐁𝐜 
 

implemented by subsequent authors24 to express relative viscosity (ƞr = ƞ/ƞ0).  
A: accounts for long range electrostatic/coulombic interactions, dominating at dilute regimes 
B: adjustable, additive parameter related to ion size and proportional to partial molar entropies of the ions, 
accounting for non-electrostatic interactions that emerge at higher salt concentrations (>0.1M). 
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SALT: 

B 
 (concentrations 
≤1 molar), 26ºC 

B 
(concentrations 

≤0.5 molar), 26 ºC 

B 
Compiled from (Table 3 of ref.18): 

‘selected’ values, at 25ºC 

Barium acetate 1.0208 0.7402 0.708 

Barium nitrate -0.0315 -0.0315 0.13 

Ammonium acetate 0.0549 -0.0316 0.238 

Sodium chloride -0.0463 -0.1425 0.08 

 
TABLE S6. 

Approximate proportion of total water ‘engaged’ in first hydration shells of ions: 1M aqueous 
solutions. 
Water molecules: 11089. Number of ions shown at 1 molar concentration, with exception of 
barium nitrate (0.3 molar). Coordination numbers taken from Table 5 (in main text, with 
references).  
 

 
SALT: 

Number of ions in 
the system 

(First shell) ion coordination 
number 

Proportion of total 
water ‘engaged’ 

 
Sodium chloride 

(Na)+ → 200 
(Cl)- → 200 

(Na)+ → 5 
(Cl)- → 6 

 

2200/11089 → ~20% 

 
Ammonium 
acetate 

(NH4)+ → 200 
(CH3CO2)- → 200 

(NH4)+ → 5 
(CH3CO2)- → 16 

 

4200/11089 → ~38% 

 
Barium acetate 

Ba2+ → 200 
(CH3CO2)- → 400 

Ba2+ → 8 
(CH3CO2)- → 16 

 

8000/11089 → ~72% 

 
Barium nitrate 

Ba2+ → 70 
(NO3)- → 140 

Ba2+ → 8 
(NO3)- → 21 

 

3500/11089 → ~32% 

 

  

y = -0.0463x + 0.193 (-0.1425x + 0.2347)

y = 0.0549x + 0.2277
(-0.0316x + 0.2652)y = -0.0315x

+ 0.2296

y = 1.0208x + 0.0456
(0.7402x + 0.1672)
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TABLE S7. 
(Unpublished data): water coordination numbers (CN) within first hydration-shells of ions, 
obtained from radial distribution functions, for aqueous salt solutions at 20°C. Background 
theory on radial distribution functions and coordination numbers. 

 

BACKGROUND THEORY: 25, 26 
The radial distribution function (RDF), denoted in equations by g (r), 
describes the average radial distribution of atoms around a given 
atom-type - in a molecular system - in terms of atomic density (1/Å3) 
over distance. This is shown conceptually in Figure S8. 
 
Within macroscopically isotropic liquids, the average density of the 

system is referred to as the bulk density; ρ. For a system of N atoms, 

in volume V, ρ = N/V. Local density, ρ(r), is dependent on 
the local structuring influence of the atom-type of interest 
on surrounding molecules. In a dense system, g(r) starts at 
zero (since the reference atom is not counted), and rises to 
a peak at the distance characterizing the first solvation 
shell surrounding the reference atom. Beyond the 

Values sourced from ion-water (water oxygen 
atom, OW) RDF profiles. Defined by the positions 

of the first minimum, r min 1 , corresponding to the 
radii of the first hydration shell around the ions. 

MOLAR CONCENTRATION (M): 

 
0.1 

 
0.5 

 
1.0 

  
Coordination site 

r min 1 

(Å) 
 

CN 
r min 1 

(Å) 
 

CN 
r min 1 

(Å) 
 

CN 

Sodium chloride Na+ 3.405 6.0 3.045 5.7 3.135 5.8 

Cl- 3.855 7.3 3.795 7.1 3.795 7.1 

 
 
 
 
Ammonium acetate 

N  
(ammonium) 

3.78 7.2 3.78 7.2 3.54 6.2 
 

H  
(ammonium) 

2.38 1.1 2.34 1.0 2.26 0.9 

C  
(methyl group) 

5.06 17.6 5.18 18.6 5.18 18.3 

H 
(methyl group) 

3.66 4.4 3.74 4.9 3.78 5.3 

O  
(carboxylate group) 

3.10 3.1 3.14 3.1 3.26 3.2 

 
 
Barium acetate 

Ba2+ 3.75 8.4 3.65 7.2 3.55 6.9 

C  
(methyl group) 

5.15 19.1 5.45 21.2 5.15 17.8 

H 
(methyl group) 

3.65 4.5 3.55 3.9 3.65 4.4 

O  
(carboxylate group) 

3.15 3.3 3.55 4.4 3.65 4.7 

  MOLAR CONCENTRATION (M): 

0.1 0.3 

r min 1 (Å) CN r min 1 (Å) CN 

 
Barium nitrate 

Ba2+ 3.78 8.3 3.51 8.5 

N  
(nitrate anion) 

4.52 
 

11.3 
 

4.28 9.8 

O  
(nitrate anion) 

3.38 3.0 3.28 2.7 

Figure S8. Basic schematic: evaluation of the 
radial distribution function in a molecular 

system. Image: public domain, uploaded by 
user profile Wiki47222 at Wikimedia Commons, 
https://commons.wikimedia.org/wiki/File:Rdf_s

chematic.svg  

https://commons.wikimedia.org/wiki/File:Rdf_schematic.svg
https://commons.wikimedia.org/wiki/File:Rdf_schematic.svg
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influence of the reference atom, g (r) approaches the value of 1, in isotropic media. The radial 
distribution function can be evaluated as follows: 

 

𝑔(𝑟) =  
𝑑𝑛𝑟

4𝜋𝑟2𝑑𝑟 ⋅ 𝜌
  (Equation S1) 

In Equation S1, d𝑛 𝑟 samples a specified radius around the reference atom, computing the 
number of a specified atom-type, within shells (or radial ‘bins’) of thickness dr . The local density, 

ρ(r), at radial distance r from the reference atom is given by ρ (r) = n (r)/4π r2dr ; where n(r) 
is the mean number of atoms found at radius r.  
The radial distribution function is also known as the pair correlation function, and it relates local 
density to the bulk density via the following (essentially Equation S1, abbreviated):  

 

𝑔(𝑟) =
𝜌(𝑟)

𝜌𝑏𝑢𝑙𝑘
 

 

From our atom of reference, the probability of finding a specified atom-type at a distance 𝑟, 

within a shell of thickness 𝑑𝑟, is:  

𝑃(r) =  4π𝑟2𝑔(r) dr 

 

Consequently, integrating ρ ⋅ g (r) in spherical coordinates to the first minimum of the RDF 
profile (over the first density peak) yields the average number of atoms (or their host molecules) 
present within the first solvation shell, i.e., the first-shell coordination number. This value is 
equivalent to the area under the first density peak of g (r); shown schematically in Figure S9. 

 

 
 

 

 

 

 

 

  

(Equation S2) 

(Equation S3) 

Figure S9. First coordination sphere of a water molecule, shaded on the RDF of OW - OW (OW = water, oxygen atom). 

SPC/E water model at 26°C, adapted from Figure S1. 
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This Appendix shows viscosity prediction results (using Equation 4.1 of the main text), using system 
energy values obtained from shear viscosity (non-equilibrium) MD simulations, at 20 and 26°C. 
Simulation results of shear viscosity for each aqueous phase were obtained from three simulations, 
each with different starting configurations. Simulations were of 12 ns duration. System potential and 
kinetic energies were obtained from the last 2 ns of each viscosity simulation (i.e. from 10-12 ns). 
Energy values reported here for each system (i.e. each aqueous phase) are the mean average from 
three simulations. For all aqueous phases, relative standard deviation (RSD) of the energy values was 
calculated to be < ±1% of the mean average result. 

RESULTS AT 20°C: 

Relative to pure water, the effects of salt type and concentration on ‘system energy’ can be considered 
two ways; a) proportional change (i.e. change in the proportional contributions) from potential and 
kinetic energy to total system energy, or b) absolute change in the values of potential and kinetic energy.  
In Table S1, the proportional contributions of potential and kinetic energy to the total system energy of 
each aqueous phase are presented; normalised relative to the contributions for the system of pure 
water. For pure water, the total system energy comprises contributions of 86.5 % and 13.5 %, from 
potential energy (PE) and kinetic energy (KE), respectively. Viscosity change for each aqueous phase - 
normalised relative to the viscosity of pure water - is also shown for comparison. To assist 
interpretation, changes in proportional contributions of PE and KE for each aqueous phase are also 
presented graphically, in Figure S1.  

 

 Sodium chloride Ammonium acetate Barium acetate Barium nitrate 

MOLARITY ƞ/ƞ0 PE KE ƞ/ƞ0 PE KE ƞ/ƞ0 PE KE ƞ/ƞ0 PE KE 

0.1 1.0275 1.0038 0.9756 1.0278 1.0024 0.9850 1.0850 1.0088 0.9436 1.0505 1.0096 0.9388 

0.5 (*0.3) 1.1263 1.0172 0.8901 1.1415 1.0100 0.9360 1.5190 1.0341 0.7816 1.1941 1.0324 0.7926 

1.0 1.2635 1.0307 0.8034 1.3156 1.0178 0.8859 2.2186 1.0534 0.6581    

TABLE S1. Simulation results, at 20°C, normalised relative to values for pure water: changes in viscosity, and corresponding 
changes in the contributions of potential and kinetic energy to the total energy of each aqueous system, as a function of salt 

type and concentration. Molar concentrations for barium nitrate, where different, are shown with parentheses (*).  

The viscosity of pure water, η0, is 0.7670 mPa s (simulation result). As determined from simulation output, total system 

energy for the aqueous phase of pure water comprises contributions of 86.484 and 13.516%, from potential and kinetic 
energy (PEWATER and KEWATER), respectively. How the table works: as an example, the contribution from PE in the aqueous 

phase of 1 molar ammonium acetate equates to: PEWATER*1.0178 = 88.023 %).  

Figure S1. Aqueous salt solutions: changes in the percentage contributions of potential and kinetic energy (left and right 
panels, respectively) to total system energy, as a function of the salt type and concentration present. Obtained from 

simulations conducted at 20°C. As determined from simulation output, total system energy for the aqueous phase of pure 
water comprises contributions of 86.484 and 13.516%, from potential and kinetic energy, respectively. Results are shown 

normalised relative to values for water, e.g. the value for a given system is calculated as: %PE / %PEWATER. 
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A second way to probe the systems is to look at the absolute change in values of PE and KE, relative to 
pure water, which might correspond more closely with the observed changes in viscosity. These 
results are shown Table S2, and presented graphically in Figure S2. The results are shown normalised 
relative to absolute values of PE and KE for the aqueous phase of pure water, determined from 
simulation output as (-) 124,185.862 and 19,408.0503 kcal/mol, respectively. 

 
 
 

 

 

 

 

 

 

 Sodium chloride Ammonium acetate Barium acetate Barium nitrate 

MOLARITY ƞ/ƞ0 PE KE ƞ/ƞ0 PE KE ƞ/ƞ0 PE KE ƞ/ƞ0 PE KE 

0.1 1.0275 1.0308 1.0018 1.0278 1.0286 1.0108 1.0850 1.0836 1.0136 1.0505 1.0842 1.0081 

0.5 (*0.3) 1.1263 1.1531 1.0090 1.1415 1.1373 1.0540 1.5190 1.4125 1.0676 1.1941 1.3343 1.0244 

1.0 1.2635 1.3061 1.0180 1.3156 1.2731 1.1081 2.2186 1.8170 1.1351    

TABLE S2. Simulation results, at 20°C, normalised relative to values for pure water: changes in viscosity, and 
corresponding changes in the absolute values of potential and kinetic energy for each aqueous system, as a function of 
salt type and concentration. Molar concentrations for barium nitrate, where different, are shown with parentheses (*).  

The viscosity of pure water, η0, is 0.7670 mPa s (simulation result). As determined from simulation output, absolute 

values of PE and KE for the aqueous phase of pure water (PEWATER and KEWATER), are (-)124,185.862 and 19,408.0503 
kcal/mol, respectively. How the table works: as an example, the absolute value of PE in the aqueous phase of 1 molar 

ammonium acetate equates to: PEWATER*1.2731 = (-) 158,105.20 kcal/mol).  

Figure S2. Aqueous salt solutions: changes in absolute values of potential and kinetic energy (left and right panels, 
respectively) relative to pure water, as a function of the salt type and concentration present. Obtained from simulations 

conducted at 20°C. As determined from simulation output, absolute values of PE and KE for the aqueous phase of pure water 
are (-)124,185.862 and 19,408.0503 kcal/mol, respectively. Results are shown normalised relative to these values. 
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0.1 Molar: 

 
 

PEABS 

 

waterFirst Shells 

(%) 

ƞ/ƞ0 

(simulation 
result) 

ƞ/ƞ0 

(prediction) 
Percentage difference 

between prediction and 
simulation result 

sodium chloride 1.0308 1.981 1.0275 1.0204 - 0.69 

ammonium acetate 1.0286 3.782 1.0278 1.0389 1.08 

barium nitrate 1.0842 4.682 1.0505 1.0508 0.03 

barium acetate 1.0836 7.203 1.0850 1.0781 - 0.64 

0.5 Molar:      

sodium chloride 1.1531 9.905 1.1263 1.1142 - 1.07 

ammonium acetate 1.1373 18.909 1.1415 1.2150 6.44 

barium nitrate (0.3 Molar) 1.3343 14.046 1.1941 1.1874 - 0.56 

barium acetate 1.4125 36.017 1.5190 1.5087 - 0.68 

1 Molar:      

sodium chloride 1.3061 19.809 1.2635 1.2587 - 0.38 

ammonium acetate 1.2731 37.817 1.3156 1.4815 12.61 

barium acetate 1.8170 72.033 2.2186 2.3089 4.07 

TABLE S3. Viscosity of aqueous salt solutions at 20°C, as predicted by Equation 4.1 (main text); shown with values 

of the associated parameters. Parameters for PE are obtained from non-equilibrium MD simulations at 20°C. 

Results are expressed normalised, relative to values for pure water. Predictions are shown alongside  the 

simulation results, with the percentage difference between the values also displayed. 

Figure S3. Viscosity predictions for aqueous salt solutions at 20°C: results of Table S3, in graphical form. 
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Sodium chloride 

Number of ions in 
the system 

(First hydration shell) ion 
coordination number 

waterFirst Shells 

• 0.1 molar (Na)+ → 20 
(Cl)- → 20 

(Na)+ → 5 
(Cl)- → 6 

220/11,106 → 2% 
(1.981%) 

• 0.5 molar (Na)+ → 100 
(Cl)- → 100 

(Na)+ → 5 
(Cl)- → 6 

1100/11,106 → 10% 
(9.905%) 

• 1 molar (Na)+ → 200 
(Cl)- → 200 

(Na)+ → 5 
(Cl)- → 6 

2200/11,106 → 20% 
(19.809%) 

Ammonium acetate    

• 0.1 molar (NH4)+ 
→ 20 

(CH3CO2)- 
→ 20 

(NH4)+ 
→ 5 

(CH3CO2)- 
→ 16 

420/11,106 → 4% 
(3.782%) 

• 0.5 molar (NH4)+ 
→ 100 

(CH3CO2)- 
→ 100 

(NH4)+ 
→ 5 

(CH3CO2)- 
→ 16 

2100/11,106  → 19% 
(18.909%) 

• 1 molar (NH4)+ 
→ 200 

(CH3CO2)- 
→ 200 

(NH4)+ 
→ 5 

(CH3CO2)- 
→ 16 

4200/11,106  → 38% 
(37.817%) 

Barium acetate    

• 0.1 molar Ba2+ 
→ 20 

(CH3CO2)- 
→ 40 

Ba2+ 
→ 8 

(CH3CO2)- 
→ 16 

800/11,106  → 7% 

(7.203%) 

• 0.5 molar Ba2+ 
→ 100 

(CH3CO2)- 
→ 200 

Ba2+ 
→ 8 

(CH3CO2)- 
→ 16 

4000/11,106  → 36% 
(36.017%) 

• 1 molar Ba2+ 
→ 200 

(CH3CO2)- 
→ 400 

Ba2+ 
→ 8 

(CH3CO2)- 
→ 16 

8000/11,106  → 72% 
(72.033%) 

Barium nitrate    

• 0.1 molar Ba2+ 
→ 20 

(NO3)- → 40 
Ba2+ 

→ 8 
(NO3)- → 9 

520/11,106 → 5% 

(4.682%) 

• 0.3 molar Ba2+ 
→ 60 

(NO3)- → 120 
Ba2+ 

→ 8 
(NO3)- → 9 

1560/11,106 → 14% 
(14.046%) 

TABLE S4. Calculation of the ‘waterFirst Shells’ parameters, using values from non-equilibrium MD simulations of 

aqueous salt solutions at 20°C. For the simulations, a total of 11,106 water molecules were present in each 
system. The parameter approximates the water population engaged within the first hydration shell of ions, as a 

percentage of all the water present in the aqueous phase. Ion-water coordination numbers are sourced from 
Table 3.4 (page 41, main text), except for the nitrate anion; discussed on page 50 (main text, Chapter 4). 
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RESULTS AT 26°C: 

Relative to pure water, the effects of salt type and concentration on ‘system energy’ can be considered 
two ways; a) proportional change (i.e. change in the proportional contributions) from potential and 
kinetic energy to total system energy, or b) absolute change in the values of potential and kinetic energy.  
In Table S5, the proportional contributions of potential and kinetic energy to the total system energy of 
each aqueous phase are presented; normalised relative to the contributions for the system of pure 
water. For pure water, the total system energy comprises contributions of 86.2 % and 13.8 %, from 
potential energy (PE) and kinetic energy (KE), respectively. Viscosity change for each aqueous phase - 
normalised relative to the viscosity of pure water - is also shown for comparison. To assist 
interpretation, changes in proportional contributions of PE and KE for each aqueous phase are also 
presented graphically, in Figure S4.  

 
 Sodium chloride Ammonium acetate Barium acetate Barium nitrate 

MOLARITY ƞ/ƞ0 PE KE ƞ/ƞ0 PE KE ƞ/ƞ0 PE KE ƞ/ƞ0 PE KE 

0.1 1.0203 1.0040 0.9755 1.0245 1.0024 0.9849 1.0829 1.0091 0.9434 1.0491 1.0099 0.9386 

0.5 (*0.2) 1.1226 1.0177 0.8898 1.1431 1.0103 0.9356 1.5213 1.0352 0.7808 1.1034 1.0183 0.8862 

1.0 (*0.3) 1.2577 1.0317 0.8027 1.3252 1.0185 0.8851 2.1977 1.0551 0.6570 1.1979 1.0335 0.7913 

 

 

 

 

 

TABLE S5. Simulation results, at 26°C, normalised relative to values for pure water: changes in viscosity, and corresponding 
changes in the contributions of potential and kinetic energy to the total energy of each aqueous system, as a function of salt 

type and concentration. Molar concentrations for barium nitrate, where different, are shown with parentheses (*).  

The viscosity of pure water, η0, is 0.6882 mPa s (simulation result). As determined from simulation output, total system 

energy for the aqueous phase of pure water comprises contributions of 86.157 and 13.843%, from potential and kinetic 
energy (PEWATER and KEWATER), respectively. How the table works: as an example, the contribution from PE in the aqueous 

phase of 1 molar ammonium acetate equates to: PEWATER*1.0185 = 87.75 %).  

Figure S4. Aqueous salt solutions: changes in the percentage contributions of potential and kinetic energy (left and right 
panels, respectively) to total system energy, as a function of the salt type and concentration present. Obtained from 

simulations conducted at 26°C. As determined from simulation output, total system energy for the aqueous phase of pure 
water comprises contributions of 86.157 and 13.843%, from potential and kinetic energy, respectively. Results are shown 

normalised relative to values for water, e.g. the value for a given system is calculated as: %PE / %PEWATER. 
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A second way to probe the systems is to look at the absolute change in values of PE and KE, relative to 
pure water, which might correspond more closely with the observed changes in viscosity. These 
results are shown Table S6, and presented graphically in Figure S5. The results are shown normalised 
relative to absolute values of PE and KE for the aqueous phase of pure water, determined from 
simulation output as (-) 123,249.44 and 19,802.84 kcal/mol, respectively. 

 

 

 

 

 

 

 

 

 

 Sodium chloride Ammonium acetate Barium acetate Barium nitrate 

MOLARITY ƞ/ƞ0 PE KE ƞ/ƞ0 PE KE ƞ/ƞ0 PE KE ƞ/ƞ0 PE KE 

0.1 1.0203 1.0311 1.0019 1.0245 1.0289 1.0110 1.0829 1.0843 1.0137 1.0491 1.0849 1.0083 

0.5 (*0.2) 1.1226 1.1542 1.0092 1.1431 1.1384 1.0542 1.5213 1.4157 1.0678 1.1034 1.1678 1.0163 

1.0 (*0.3) 1.2577 1.3086 1.0182 1.3252 1.2753 1.1082 2.1977 1.1352 1.1352 1.1979 1.3381 1.0245 

TABLE S6. Simulation results, at 26°C, normalised relative to values for pure water: changes in viscosity, and 
corresponding changes in the absolute values of potential and kinetic energy for each aqueous system, as a function of 
salt type and concentration. Molar concentrations for barium nitrate, where different, are shown with parentheses (*).  

The viscosity of pure water, η0, is 0.6882 mPa s (simulation result). As determined from simulation output, absolute 

values of PE and KE for the aqueous phase of pure water (PEWATER and KEWATER), are (-) 123,249.44 and 19,802.84 
kcal/mol, respectively. How the table works: as an example, the absolute value of PE in the aqueous phase of 1 molar 

ammonium acetate equates to: PEWATER*1.2753 = (-) 157,180.23 kcal/mol).  

Figure S5. Aqueous salt solutions: changes in absolute values of potential and kinetic energy (left and right panels, respectively) 
relative to pure water, as a function of the salt type and concentration present. Obtained from non-equilibrium MD simulations 

conducted at 26°C. As determined from simulation output, absolute values of PE and KE for the aqueous phase of pure water 
are (-) 123,249.44 and 19,802.84 kcal/mol, respectively. Results are shown normalised relative to these values. 
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0.1 Molar: 

 
 

PEABS 

 

waterFirst Shells 

(%) 

ƞ/ƞ0 

(simulation 
result) 

ƞ/ƞ0 

(prediction) 
Percentage difference 

between prediction and 
simulation result 

sodium chloride 1.0311 1.9839 1.0203 1.0205 0.02 

ammonium acetate 1.0289 3.7875 1.0245 1.0390 1.41 

barium nitrate 1.0849 4.6893 1.0491 1.0509 0.17 

barium acetate 1.0843 7.2144 1.0829 1.0782 -0.43 

0.5 Molar:      

sodium chloride 1.1542 9.9190 1.1226 1.1145 -0.72 

ammonium acetate 1.1384 18.9377 1.1431 1.2156 6.34 

barium nitrate (0.2 Molar) 1.1678 9.3787 1.1034 1.1095 0.56 

barium acetate 1.4157 36.0718 1.5213 1.5107 -0.70 

1 Molar:      

sodium chloride 1.3086 19.8390 1.2577 1.2596 0.15 

ammonium acetate 1.2753 37.8754 1.3252 1.4830 11.91 

barium nitrate (0.3 Molar) 1.3381 14.0680 1.1979 1.1882 -0.81 

barium acetate 1.8231 72.1436 2.1977 2.3152 5.35 

TABLE S7. Viscosity of aqueous salt solutions at 26°C, as predicted by Equation 4.1 (main text); shown with values 

of the associated parameters. Parameters for PE are obtained from non-equilibrium MD simulations at 26°C. 

Results are expressed normalised, relative to values for pure water. Predictions are shown alongside  the 

simulation results, with the percentage difference between the values also displayed. 

Figure S6. Viscosity predictions for aqueous salt solutions at 26°C: results of Table S7, in graphical form. 
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FIGURE S1. 

The smaller of the two systems investigated in the manuscript is the γ-alumina [100] surface (surface 

dimensions: 44.696 * 25.239 * 16.136 Å in x, y and z dimensions, respectively). To determine the extent of 

any system size effects, a simulation for this surface, with pure water as the aqueous phase, was repeated, 

but doubling the size of the surface in the y-dimension, yielding a bigger surface size of 44.696 * 50.478 * 

16.136 Å. Comparison of results for the ‘original’ and ‘bigger’ surface sizes are shown below, in terms of 

atomic density profiles of water, perpendicular to the surface, and water residence times at the interface.  

Density profiles of water, oxygen and hydrogen atoms, are shown in panels A) and B), respectively.  
Water residence times within the first and second interfacial hydration layers are shown in panels C) and 
D), respectively.  
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FIGURE S2. 

Radial distribution functions (RDFs) obtained for γ-alumina surfaces, compared with selected ab-initio 

data1. Ab-inito data points obtained through DigitizeIt software1. 

Panels A, B: O (μ1-OH, μ3-OH, surface H2O) vs. H (liquid water), for γ-alumina [110] and [100] surfaces, 

respectively. Ab-initio data obtained from Figure 5c, Wakou et al.2 MD results appear to pick up the main 

features of the ab-initio data. An exception is for the first peak at 1Å, representing transient protonation of 

surface OH groups (μ1-OH and chemisorbed H2O). At distances of 1.75Å (2Å for MD) bonding between 

these OH groups and water hydrogens occurs.  

Panels C, D: RDFs between all oxygen and hydrogen atoms of [110] and [100] alumina surface groups, 

respectively; OH pairs within μ1-OH, μ3-OH and surface H2O. Ab-initio data obtained from Figure S4 

(Supplementary Info.) of Wakou et al.2 
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FIGURE S3. 

Atomic density profiles of (pure) water perpendicular to γ-alumina surfaces, spanning the complete 

thickness of the water layer (~50-55 Å); pale red and grey indicate water oxygen and hydrogen atoms, 

respectively. Profiles over the thickness considered in the main text (15 Å) are shown alongside (in red 

and black, for water oxygen and hydrogen, respectively). 

Panel A: atomic density profiles, [110] surface. Panel B: atomic density profiles, [100] surface. 

Simulation box dimensions and the amount of water incorporated is sufficient to ensure that ‘bulk-

like’ water conditions are established in the middle of the layer, away from the influence of the two 

interfacial regions; solid-liquid and liquid-vacuum, respectively. 
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FIGURE S4. 

Simulation snapshots from the γ-alumina [110] surface, showing water within the first and second 

hydration layers. Selected surface atoms from the aerial view are labelled for position reference. Dynamic 

bonds are shown in the snapshots, colour-coded to illustrate the transition from the first to the second 

hydration layer. Green; interaction between the surface and water molecules in the first hydration layer. 

Pale yellow; interaction between water molecules in the first and second hydration layers (i.e., the 

transition between layers). Cyan; interaction of water molecules in the second hydration layer with alumina 

surface groups. Lengths of the dynamic bonds shown range from 1.7 to 1.9 Å. 
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FIGURE S5. 

To provide an indication of uncertainty for the computed average water residence times, the analysis was 

repeated, starting from different time origins within the simulation trajectory output. The full simulation 

trajectory utilised for the present work comprises 10,000 frames (each frame = 400 fs duration). Average 

residence times presented in the main text were computed between frames 5000-10,000. Results below 

show the same analysis, starting from frame zero (to 5000), and frames 2500-7500. 

Panels A), B): γ-alumina [110], first and second interfacial hydration layers, respectively. 

Panels C), D): γ-alumina [100], first and second interfacial hydration layers, respectively.  
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FIGURE S6a. 

The [110] γ-alumina surface, superimposed onto surface density distribution graphs of interfacial water 

(taken from main text Fig. 5.12, row A). For clarity, only the surface atoms of [110] γ-alumina are shown. 

Diagrams A) and B) – first interfacial hydration layer; water oxygen and hydrogen density distributions, 

respectively. Unit cells (white borderlines) are shown for clarity. OH groups are shown in initial configuration 

(bond vectors aligned in the direction normal to the surface). See simulation snapshot, showing a single unit 

cell surface, for representative orientations (indicated with red arrows). White = hydrogen, red (where 

visible) = oxygen atoms part of an OH group, pale pink = free surface oxygen atoms. Scale bar is applicable to 

both graphs. 
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FIGURE S6b. 

The [110] γ-alumina surface, superimposed onto surface density distribution graphs of interfacial water 

(taken from main text Fig. 5.12, row A). For clarity, only the surface atoms of [110] γ-alumina are shown. 

Diagrams A) and B) - second interfacial hydration layer; water oxygen and hydrogen density distributions, 

respectively. Unit cells (white borderlines) are shown for clarity. OH groups are shown in initial configuration 

(bond vectors aligned in the direction normal to the surface). See simulation snapshot, showing a single unit 

cell surface, for representative orientations (indicated with red arrows). White = hydrogen, red (where 

visible) = oxygen atoms part of an OH group, pale pink = free surface oxygen atoms. Scale bar is applicable to 

both graphs. 
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FIGURE S7a. 

The [100] γ-alumina surface, superimposed onto surface density distribution graphs of interfacial water 

(taken from main text Fig. 5.13, row A). For clarity, only the surface atoms of [100] γ-alumina are shown. 

Diagrams A) and B) – first interfacial hydration layer; water oxygen and hydrogen density distributions, 

respectively. Unit cells (white borderlines) are shown for clarity. OH groups are shown in initial configuration 

(bond vectors aligned in the direction normal to the surface). See simulation snapshot, showing a single unit 

cell surface, for representative orientations (indicated with red arrows). White = hydrogen, red (where 

visible) = oxygen atoms part of an OH group, pale pink = free surface oxygen atoms. Scale bar is applicable to 

both graphs. 
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FIGURE S7b. 

The [100] γ-alumina surface, superimposed onto surface density distribution graphs of interfacial water 

(taken from main text Fig. 5.13, row A). For clarity, only the surface atoms of [100] γ-alumina are shown. 

Diagrams A) and B) – second interfacial hydration layer; water oxygen and hydrogen density distributions, 

respectively. Unit cells (white borderlines) are shown for clarity. OH groups are shown in initial configuration 

(bond vectors aligned in the direction normal to the surface). See simulation snapshot, showing a single unit 

cell surface, for representative orientations (indicated with red arrows). White = hydrogen, red (where 

visible) = oxygen atoms part of an OH group, pale pink = free surface oxygen atoms. Scale bar is applicable to 

both graphs. 
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FIGURE S8. 

Atomic density profiles, perpendicular to γ-alumina surfaces. Panel 1: [110] γ-alumina. Panel 2: [100] γ-
alumina. Rows A, B: water (oxygen), water (hydrogen) density profiles, respectively, for all systems, to 

facilitate comparison of any salt-specific effects. Rows C to F: sodium chloride (1 molar, aq.), ammonium 
acetate (1 molar, aq.), barium nitrate (0.3 molar, aq.), barium acetate (1 molar, aq.).  
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Figure S9.  
Planar density distributions of water over the γ-alumina [110] surface. Columns 1 and 2: first hydration 

layer, water oxygen and hydrogen (OW and HW), respectively. Columns 3 and 4: second hydration layer, 
water oxygen and hydrogen (OW and HW), respectively. Rows A), B), C), D) and E) are for pure water, 1M 
aqueous solution of sodium chloride, 1M aqueous solution of ammonium acetate, 0.3M aqueous solution 
of barium nitrate, and 1M aqueous solution of barium acetate, respectively. The scale bar is applicable to 

all graphs in the figure. 
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FIGURE S10. 
Surface density distributions of ions, within first and second interfacial hydration layers of γ-alumina [110]. 
Labels, 1) and 2), are used to indicate ion density distributions within the first and second hydration layers, 
respectively. Scale-bar density units: 1/Å3. Panels A, B, C and D correspond to aqueous systems of 1 molar 
sodium chloride, ammonium acetate, barium acetate and 0.3 molar barium nitrate, respectively. Feature 

enlargements are outlined in white; placed in blank areas. 
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FIGURE S11. 
Surface density distributions of ions, within first and second interfacial hydration layers of γ-alumina [100]. 

Labels, 1) and 2), refer to ion density distributions within first and second hydration layers, respectively. 
Density units: 1/Å3. Panel A: sodium chloride (1 molar). Panels B, C: ammonium acetate (1 molar), barium 
nitrate (0.3 molar). Panel D: barium acetate (1 molar). Feature enlargements are outlined in white; placed 

in blank areas. 
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FIGURE S12. 
[100] γ-alumina surface, aqueous phase: barium acetate (1 molar). 

Panel A) aerial view (initial configuration with unit cells shown, for clarity). Selected atoms are labelled for 
position reference. A region of complex ion association, as seen during the simulation, is superimposed; an 
enlargement, minus surface atoms, is provided for clarity. This region of ion accumulation, in the second 
hydration layer, is visible in Fig. S11 (Panel D) and appears to be responsible for interfacial water 
displacement within this layer, as seen in Figure S13, row E. Panel B) simulation snapshots. Atoms of the 
reference plane are shown in faded colours, to aid visualisation. The dynamic bonds depicted between 
bariums and acetate carboxyl oxygens are of 2.8 Å length. This equates to the distance to the first peak of 
the radial distribution function for Ba - carboxyl oxygens, in aqueous solution (see Drecun et al., 2021; 
supplementary information, Figure S2) 3. 
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Figure S13. 
Planar density distributions of water over the γ-alumina [100] surface. Columns 1 and 2: first hydration 

layer, water oxygen and hydrogen (OW and HW), respectively. Columns 3 and 4: second hydration layer, 
water oxygen and hydrogen (OW and HW), respectively. Rows A), B), C), D) and E) are for pure water, 1M 
aqueous solution of sodium chloride, 1M aqueous solution of ammonium acetate, 0.3M aqueous solution 
of barium nitrate, and 1M aqueous solution of barium acetate, respectively. The scale bar is applicable to 

all graphs in the figure. 
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FIGURE S14. 
[100] γ-alumina surface, aqueous phase: sodium chloride (1 molar). 

Panel A) aerial view of surface (initial configuration with unit cells shown, for clarity). An example 
adsorption site of Na+ (yellow, label 4), as seen during the simulation, is superimposed. Nearest neighbours 
of the sodium ion at this site - oxygen atoms, from two Al4O1H surface groups, and an Al5O1H2 group - are 
labelled 1), 3) and 2), respectively.  
Panel B) simulation snapshots showing sodium ion interaction at the adsorption site and orientation of 
alumina surface groups, with a water molecule (stick representation) appearing in the first hydration layer 
that appears to ‘stabilise’ the configuration (label 5). Atoms of the plane below (reference plane) are shown 
in faded colours, to aid visualisation. Atom coordinates from the snapshots (x, y, z): 
1) 5.66, 4.58, 19.62 2) 8.38, 1.86, 19.55 3) 11.14, 4.58, 19.65 4) 8.19, 4.17, 19.78 = 
sodium ion 
5) 8.70, 6.48, 20.25 = water (oxygen atom) 
In Panel A, another observed adsorption site of sodium is shown (label 6), where the same configuration, 

with a ‘stabilising’ water molecule, is observed. 
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FIGURE S15. 
[100] γ-alumina surface, aqueous phase: ammonium acetate (1 molar). 

Panel A) aerial view of surface (initial configuration with unit cells shown, for clarity). An example adsorption 
site of ammonium (label 6), as seen during the simulation, is superimposed. Nearest neighbours of the 
ammonium ion at this site - oxygen atoms, from four Al4O1H surface groups, and an Al5O1H2 group - are 
labelled 1-4, and 5, respectively.  
Panel B) simulation snapshots showing ammonium ion interaction at the adsorption site and orientation of 
alumina surface groups, with a water molecule (stick representation) appearing in the first hydration layer 
that appears to ‘stabilise’ the configuration (label 7). Atoms of the reference plane are shown in faded 
colours, to aid visualisation. Atom coordinates from the snapshots (x, y, z): 
1) 5.75, 13.08, 19.59 2) 11.22, 13.13, 19.63 3) 5.70, 10.26, 19.59 4) 11.26, 10.25, 19.73 
5) 8.30, 10.24, 19.44 6) 8.62, 12.65, 20.80 = ammonium ion (nitrogen) 7) 8.34, 15.53, 20.52 = water 

(oxygen atom) 
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FIGURE S16. 
[100] γ-alumina surface, aqueous phase: barium nitrate (0.3 molar). 

Panel A) aerial view of surface (initial configuration with unit cells shown, for clarity). Two example nitrate 
ion adsorption sites (labels 1 and 5), as seen during the simulation, are superimposed. Each nitrate ion 
appears to interact with three Al5O1H2 surface groups, labelled 2-4 and 6-8, respectively.  
Panel B) simulation snapshots showing nitrate ion interaction at adsorption sites, and orientation of alumina 
surface groups. Atoms of the reference plane are shown in faded colours, to aid visualisation. 
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FIGURE S17. 
[100] γ-alumina surface, aqueous phase: sodium chloride (1 molar). 

Panel A) aerial view of surface (initial configuration with unit cells shown, for clarity). An example adsorption 
site of Cl- (green, label 2), as seen during the simulation, is superimposed. Nearest neighbour atoms of the 
chloride ion at this site - hydrogens from two Al5O1H2 surface groups - are labelled 1) and 3) respectively.  
Panel B) simulation snapshot showing chloride ion interaction at the adsorption site, and orientation of 
alumina surface groups (water molecules not shown for clarity). Atoms of the plane below (reference plane) 
are shown in faded colours, to aid visualisation. Atom coordinates from the snapshot (x, y, z): 
1) 12.20, 24.24, 19.77 2) 14.03, 24.03, 20.94 = chloride ion 3) 15.70, 24.32, 19.86 
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FIGURE S18. 
[110] γ-alumina surface, aqueous phase: barium nitrate (0.3 molar). 

Panel A) aerial view (initial configuration with unit cells shown, for clarity). Selected atoms of the surface are 
labelled for position reference. The outlined area (pink) corresponds to a zone of nitrate ion – interfacial 
water interaction observed during the simulation; shown in the enlargement.  
Panel B) simulation snapshot, from different angles. Atoms of the ‘reference plane’ are shown in faded 
colours, to aid visualisation. Dynamic bonds are shown in the snapshots (cyan), to illustrate surface – water 
– ion interaction. Lengths of the dynamic bonds depicted range from 1.7 to 1.9 Å. Water, nitrate ion are 
depicted with stick representation. During visits to the interface, the nitrate ion appears near the preferred 
adsorption site of water in the first hydration layer (compare with snapshots in Fig. S4 for aqueous phase: 
pure water). 
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S1. STRUCTURE OF SIMULATED GAMMA-ALUMINA NANOPARTICLES 
The bulk structure of gamma-alumina is the subject of ongoing literature discussion1, 2, due to 
complexities arising from its structural defects. However, for the present work, we utilised the 
crystallographic structural model of Digne et al.3, which appears the most widely adopted model in the 
literature to date, by both ab-initio and MD simulation studies.  
Crystallographic dimensions of the unit cell structural model (along crystallographic axes a, b, c) are a = 
5.587 Å, b = 8.413 Å, and c= 8.068 Å. The crystallographic information file (CIF) for the unit cell model 
of Digne et al.3,4 was sourced from the template by Herráez, modified by Gutow.5 It is worth mentioning 
that, in practice, the ‘[100]’ and ‘[110]’ surfaces described by Digne et al. are found at the [001] and 
[100] surfaces of their unit cell model, respectively.  
In this work, the unit cell was replicated to create the γ-alumina nanoparticles using the CrystalMaker6 
software package. For the [110] γ-alumina surface ([100] on the unit cell model), the unit cell was 
replicated to 2a * 5b * 5c, yielding absolute dimensions of 11.17 * 42.065 * 40.34 Å, along 
crystallographic axes a, b and c, respectively. For the [100] γ-alumina surface ([001] on the unit cell 
model), the unit cell was replicated to 8a * 3b * 2c, yielding absolute dimensions of 44.696 * 25.239 * 
16.136 Å. Figure S1a shows schematics of the model γ-alumina unit cell, with hydroxylation of the [110] 
and [100] crystallographic faces. 

The resulting γ-alumina nanoparticles were re-orientated, to align the surface of interest parallel to the 
x-y plane of our simulation cells. This results in nanoparticle thickness of 11.17 Å (16.202 Å including 
attached surface OH groups), with side-lengths 40.34 * 42.065 Å (x, y) for the [110] surface, and 
thickness of 16.136 Å (20.563 Å including attached surface OH groups), with side-lengths of 44.696 * 
25.239 Å (x, y) for the [100] surface. This yields final surface areas of 1696.9021 Å2 and 1128.08 Å2, for 
[110] and [100] surfaces, respectively. 

Figure S1a. Schematics of the model γ-alumina unit cell, showing hydroxylation of the [110], left, and [100], right, crystallographic faces. 

As indicated by the crystallographic axes, the surfaces described as [110] and [100] are found at [100] and [001] positions of the unit cell 

model, respectively. The diagrams show single, complete unit cells, with unit cell boundaries (pale grey). For the group labels in black, 

subscripts signify ligancy of surface aluminium to oxygen, and of the hydroxyl group oxygen to aluminium atoms. For groups arising 

from surface oxygen atoms, for example, Al6O3H, the value for Al refers to the oxygen-coordination of aluminium atoms connected to 

the surface oxygen atom. Al = cyan, O = red (bold and pale, for oxygen atoms of the substrate and of attached groups, respectively), H = 

white. The notation utilised by both Digne et al.3,4 and Wakou et al.7 is also shown, in lilac. For this notation, the subscript indicates the 

number of aluminium atoms linked to each OH group, resulting in three ‘families’ of OH groups. This notation is used herein, with the 

associated OH ‘family grouping’ for computing related results from the simulations, e.g., the orientations of surface OH groups 

(Sections S8 & S10). 
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Surface OH groups were added onto the two crystallographic surfaces manually in Excel, yielding final 
OH surface densities of ∼10.3 and 12.8 OH groups per square nanometre, to fulfil indications specified 
in the literature7, 8. An image of the nanoparticles ([100] alumina surfaces) within the simulation setup 
is shown in Figure S1b.  

 
  

FIGURE S1b. Panel 1): representative snapshot of the simulation setup for interaction of γ-alumina [100] surfaces. The blue box is the 
simulation cell. Inside the cell, two nanoparticles are surrounded by water molecules (cyan). Periodic images are shown extended in 

the x-direction, in which the particles are effectively infinite, due to the combination of simulation setup and periodic boundary 

conditions. Panel 2): schematic. Distance between the nanoparticle surfaces, ΔZSURFACE, is derived from the distance between the z-
coordinate of the ‘upper nanoparticle’ (centre of mass, marked with ‘X’) and a ‘dummy atom’ directly beneath, at the base of the 

simulation cell (at z=0). This latter distance is indicated as ΔZCOM in the schematic. The umbrella sampling constraints in our 

simulations are enforced on ΔZCOM. The values of ΔZ for A), B) and C) are known. The first US simulation starts at ΔZSURFACE of 25 Å. In 

each subsequent US simulation, ΔZCOM is reduced by an increment of 0.5 Å to adjust the value of ΔZSURFACE accordingly. Simulations 

are performed for ΔZSURFACE ranging from 25 to 5 Å, resulting in 41 US simulations for each system. The PMF profiles are plotted as 

functions of ΔZSURFACE. 
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S2. UMBRELLA SAMPLING (US): SIMULATION PROCEDURE 

For Stage 1, CrystalMaker was used to construct the crystal lattice of the nanoparticles to the desired 
size. The nanoparticles were assembled at the correct orientation and initial surface separation distance 
(25 Å) using Excel. To generate the aqueous phases in the space surrounding the particles, the space 
was split into five zones (colour coded in Stage 3). The ‘gmx insert-molecules’ command of GROMACS 
was utilised to generate PDB files for the aqueous phases in boxes of the corresponding dimensions. 
These were subsequently assembled in the correct positions around the particles, and converted to 
LAMMPS format, using Excel. All the LAMMPS ‘input’ files used in our simulations were assembled in 
Excel.  
MD simulations of stages 2, 3 and 5 were conducted on several computer clusters, and were found to 
be most efficiently performed utilising 120 CPU cores. 

FIGURE S2a. Schematic of the stages involved in computing PMF profiles for particle interactions. Each stage is explained in 

further detail below. 
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In Stage 2, each system was equilibrated for 8 ns. The two nanoparticles were maintained at their 
separation distance (25Å) using the ‘fix spring/self’ command in LAMMPS; tethering the nanoparticles 
to their position using a spring force constant of 100 kcal/mole-Å. To ensure that equilibration time was 
sufficient, potential energy of the systems was monitored, and found to plateau within 5 ns. 
Initial configurations for the umbrella sampling simulations were extracted from the rapid ‘pulling’ 
simulations of Stage 3, implementing the collective variables (COLVARS) module in LAMMPS. The pulling 
velocity of the upper particle, towards the lower particle, has to be slow enough for water molecules to 
be able to relocate around the particles in the transition time between consecutive ‘pulls’. A pulling 
velocity of 5 Å /ns was observed to be sufficient. Separation distance between the particle surfaces was 
reduced from 25 to 5 Å, in increments of 0.5 Å - i.e. 41 stages - via an external driving force of 2500 
kcal/mol applied to the centre of mass of the upper particle, whose permitted motion was constrained 
to the z-axis. For each system, the ‘pulling’ simulation was of  5.1 ns duration, with 100,000 fs spent at 
each inter-particle separation distance. From each of the simulations, 41 initial configurations were 
extracted, for 41 subsequent umbrella sampling simulations at each separation distance for each system 
(e.g. pure water, [100] alumina surfaces at separation distances 25, 24.5, 23Å, etc).  
In Stage 4, with 10 systems being investigated (interactions for two y-alumina terminations, in five 
aqueous phases each), a total of 410 umbrella sampling simulations were conducted. Each simulation 
was of 13 ns duration. To test the adequacy of simulation time, PMF profiles were obtained for the 
system of γ-alumina [100] interaction in pure water, using US simulations of 6, 13 and 19 ns duration. 
Comparison of the resulting PMF profiles is shown in Figure S2b. Based on this, the duration of 13 ns 
was chosen as a trade-off between convergence and computational time and intensity. In each US 
simulation, the (centre of mass) coordinates of the ‘upper particle’ were tethered - according to the 
required separation distance from the ‘lower particle’ surface - using a force constant of 100 kcal/mol. 
For some systems, intensified particle interaction at close surface separation distances (<10 Å) resulted 
in deviation of the upper particle from the specified position. In such cases, the force constant value 
was increased to 800 kcal/mol to ensure sufficient overlap of the ‘sampling windows’ required for the 
PMF calculations to converge. A ‘sampling window’ refers to the amount of space along the z-coordinate 
within which the position of the restrained particle oscillates during each simulation. 
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FIGURE S2b. The plot shows the PMF profiles obtained as a function of US simulation time-length. The legend indicates the duration 

of the US simulations used to obtain the corresponding profile. By 13 ns, (i.e. 41 US simulations of 13 ns each) the profiles obtained 

are seen to converge with respect to simulation time. 
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TABLE S1. EXPERIMENTAL COMPONENT DETAILS FOR DLS MEASUREMENTS 
  

EXPERIMENTAL COMPONENT DETAILS 

γ-alumina (Al2O3) particles  Sigma-Aldrich aluminium oxide nanopowder (gamma phase). 

Particle size: <50  nm (TEM), Quality Level: 200. 

Salts:  

• sodium chloride 99.9% BP, ACS, PH EUR, FCC; APC Pure 

• barium acetate 99+%, Fisher Chemical 

• barium nitrate 99+%, Fisher Chemical 

• ammonium acetate Certified AR for Analysis; Fisher Chemical 

Water PURELAB Chorus 2+ Reference Water Purification System. Inorganics resistivity at 

25 °C:  >15 MΩ•cm. 

Syringe filtration (for water and 

aqueous salt solutions) 

Fisherbrand 0.2 µm filter unit, 25mm diameter Nylon membrane. 

NanoBrook Omni: 

 • scattering angle: 90°, disposable square polystyrene cell. 

• Sample equilibration time: 120 seconds. 

• Measurement duration: 60 seconds. Three measurements per sample, five-

second interval between measurements. 

Sample preparation: • 100 ml of the following aqueous phases were prepared: water, 1 molar 

solutions of sodium chloride, ammonium acetate, barium acetate, and a 0.3 

molar solution of barium nitrate. Solutions were prepared by volume, using 

100 ml volumetric flasks (accuracy ±0.5 ml). Analytical balance: OHAUS 

Pioneer, resolution ±0.1 mg. Accuracy of molar concentration values, i.e. 

the weighing of salts, is ≤ 1.97 % (percentage difference) from the target 

concentrations.  

• Aqueous phases were filtered through a 0.2 micron syringe filter. 0.05 g of 

γ-alumina nanopowder was weighed and added to each filtered aqueous 

phase to create suspensions of γ-alumina; 0.05 % m/v. Accuracy of the 

particle concentration of the suspensions, i.e. the weighing of γ-alumina 

powder, is ≤ 6.67 % (percentage difference) from the target concentration 

of 0.05 % m/v. 

Measurement parameters:  

• Refractive indices:    Notes: 

gamma-alumina 1.700 9, 10    

water  1.330 11 At 20°C 

1 Molar sodium chloride, aq. 1.34247 12 0.9835 Molar, at 20°C 

1 Molar ammonium acetate, aq. 1.34396 13 1.0147 Molar, at 25°C 

0.3 Molar barium nitrate, aq. 1.3342 14 0.191 Molar, at 25°C. No experimental data available at 0.3 

Molar concentration. 

1 Molar barium acetate, aq. 1.3342 14 Using the value for barium nitrate (divalent salt of nearest 

molecular mass), due to unavailability of experimental data.  

• Viscosity of aqueous phases:   

water 1.001 15 ** Values at 20°C 

1 Molar sodium chloride 1.161599 15** 

1 Molar ammonium acetate 1.2877865 15** 

0.3 Molar barium nitrate 1.1075064 15** 

1 Molar barium acetate 2.137135 15 ** 
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Figure S3. 
Potential of mean force (PMF) profiles for interactions between: Panel A) [110] to [110], and Panel B) [100] 
to [100] terminations of γ-alumina, respectively. Profiles are shown spanning the complete distance 
considered (up to 25 Å surface separation); compared with the main text (15 Å).For all the PMF profiles, the 
most pronounced features are seen within the distance range of the latter. 
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Figure S4. 
Atomic density profiles for water, between two surfaces of y-alumina [110]. First and second columns show 

density profiles of water oxygen (OW) and hydrogen (HW) atoms, respectively, in pure water and aqueous salt 
solutions. Rows A to E show density profiles for surface separation distances of 5, 6, 7, 8.5 and 10 Å, respectively. 

Density profiles are centrally aligned for ease of interpretation; Z = 0 lies midway between the two [110] 
surfaces, at each separation distance. Legend (top right) is applicable to all graphs in the figure. 
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Figure S5.  
Atomic density profiles for water, between two surfaces of y-alumina [100]. First and second columns show 
density profiles of water oxygen (OW) and hydrogen (HW) atoms, respectively. Rows A to E show density 
profiles for surface separation distances of 5, 6, 7, 7.5 and 9 Å, respectively. Density profiles are centrally 
aligned for ease of interpretation; Z = 0 lies midway between the two [100] surfaces, at each separation 
distance. Legend (top right) is applicable to all graphs in the figure.  
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Figure S6.  
Atomic density profiles for water, and ions, between two surfaces of y-alumina [110] for close range inter-
particle separation distances of 5, 6 and 7 Å; first to third columns, respectively. Rows A to D show density 
profiles for aqueous salt solutions of sodium chloride, ammonium acetate, barium nitrate and barium 
acetate, respectively. Salt concentrations in aqueous solution are 1 Molar, except for barium nitrate (0.3 
Molar) due to its lower solubility limit. Density profiles are centrally aligned for ease of interpretation; Z = 0 
lies midway between the two [100] surfaces, at each separation distance. Graph legends in the first graph of 
each row are applicable to all remaining graphs in the row. Water density profiles are shown in red and grey 
(for water oxygen and hydrogen atoms, respectively): applicable to all graphs in the figure. 
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Figure S7. 
Atomic density profiles for water, and ions, between two surfaces of y-alumina [100] for close range inter-
particle separation distances of 5, 6 and 7 Å; first to third columns, respectively. Rows A to D show density 
profiles for aqueous salt solutions of sodium chloride, ammonium acetate, barium nitrate and barium 
acetate, respectively. Salt concentrations in aqueous solution are 1 Molar, except for barium nitrate (0.3 
Molar) due to its lower solubility limit. Density profiles are centrally aligned for ease of interpretation; Z = 0 
lies midway between the two [100] surfaces, at each separation distance. Graph legends in the first graph of 
each row are applicable to all remaining graphs in the row. Water density profiles are shown in red and grey 
(for water oxygen and hydrogen atoms, respectively): applicable to all graphs in the figure. 
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Section S8a. 
Orientation of surface OH groups, in pure water and aqueous salt solutions, on γ-alumina [110] and [100] 
surfaces (Columns A and B, respectively). Orientations are expressed as probability distributions, for the 
cosine of the angle (θ) measured between two vectors: the surface normal and the net dipole moment (for 
μ1-H2O groups), or the O-H bond vector (for μ1- and μ3-OH groups). Schematics show the corresponding 
values of θ at the peak positions. Results are computed at a separation distance between γ-alumina surfaces 
of 5 Å. Distributions at greater separation distances were also computed but are not shown, since no major 
changes were observed. Graph legend applicable to all graphs in the figure.  
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Section S8b.  
Simulation snapshots showing representative orientation of surface OH groups, in pure water (water not 

shown for clarity), on γ-alumina [110] and [100] surfaces (Panels A and B, respectively). Spatial domains of 

the surface groups are colour coded; the μ3-OH groups (shaded cyan) reside closer to the bulk structure, 

while μ1-OH and μ1- H2O  groups (shaded yellow) occur above the bulk structure, further removed. For visual 

comparison, the results presented in the previous section are shown alongside the snapshots.  

 

 
  

Panel A: γ-alumina [110] 

 

Panel B: γ-alumina [100] 
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Section S9.  
 

Simulation snapshots showing ion pairs between γ-alumina surfaces, at 5 Å surface separation distance. Column 

A: between γ-alumina [110] surfaces. Column B: between γ-alumina [100] surfaces. Water molecules are 

present, but not shown for clarity. Rows A, B, C and D are 1 molar aqueous solutions of sodium chloride (yellow, 

pale green), ammonium acetate, barium acetate, and 0.3 molar barium nitrate, respectively. 

 

 

 

 

 

 

 
  

Column A: γ-alumina [110]      Column B: γ-alumina [100] 
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B) 
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Section S10a. 

Coulomb interactions between γ-alumina surface pairs. Row A) coulomb interactions between [110] 
surfaces. Row B) coulomb interactions between [100] surfaces. Van der Waals interactions in vacuum are 

the same as for the respective surface pairs in pure water, and are therefore not included here.  
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Section S10b. 
Orientation of surface OH groups, in pure water and in vacuum, on γ-alumina [110] and [100] surfaces 

(Columns A and B, respectively). Orientations are expressed as probability distributions, for the cosine of 
the angle measured between two vectors: the surface normal and the net dipole moment (for μ1-H2O 

groups), or the O-H bond vector (for μ1- and μ3-OH groups). Results are computed for interactions of like 
surfaces, i.e. [110] – [110] and [100] – [100], separated by distances of 5 Å in water, 5 Å in vacuum, and 25 

Å in vacuum. For interpretation, it is worth noting that in our structural models, γ-alumina [100] has a 
higher surface density of OH groups compared to the [110] surface (12.9 vs. 10.3 OH/nm2, respectively). 
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Section S11. 
Procedure: obtaining work of cohesion from PMF profiles 

From each PMF profile shown in the main text, Figure 6.2, values for work of cohesion (Wcohesion) were 

obtained. With respect to distance (r), force equates to the (negative) gradient of the potential energy. In 

our context, the value of Wcohesion is the energy associated with the action of force over distance in each 

aqueous phase, as one surface approaches another. As such, Wcohesion subsequently possesses the physical 

dimensions, and units, of energy. The analysis was conducted using Origin16 data analysis software via the 

following steps, using tools in the ‘Analysis’ tab: 

• Obtaining force-distance curves from PMF profiles. The derivatives of PMF profiles w.r.t distance were 

calculated using the ‘Differentiate’ tool17 (see Panel 1, below). Since the gradient of potential energy 

over distance is prefixed by a minus sign (-), in its relation to force, the values obtained are multiplied by 
-1.  

• For each resulting force-distance profile, the minimum x-intercept of force is identified. We omit 
integration over distances less than this, for which the rise in energy originates from steric interactions. 
The example in Panel 2 shows the force-distance profile for interaction of a pair of y-alumina [100] 
surfaces, in pure water. For our force-distance profiles (all shown in Section S14), the minimum 
intercept value lies between 5.5 - 6.5 Å. Starting from this value, we integrate areas enclosed by the 
curve (above and below Force = zero) out to a maximum distance of 15 Å (or convergence to zero, if 

smaller). Wcohesion is obtained from absolute values of: (areas below F = zero) minus (areas above F = 

zero). In the example of Panel 2, these areas are colour-coded yellow and green, respectively. The 

areas are calculated using the ‘Integrate’ tool18 in Origin16. Under the option of ‘Area type’, ‘Absolute 

area’ is selected.  
In the process of integration it appears that Origin linearly interpolates the data, to increase the number of 
data points within the distance range to a minimum interval of 0.1 along the x-axis between data points (i.e. 
a data point every 0.1 Å, instead of 0.5 Å as in our original dataset). If desired, the number of data points can 

be further increased manually under the ‘Interpolate/Extrapolate’19 option, as an additional step prior to 

differentiation.   
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Section S11. (continued) 
Table S2. Values for work of cohesion (Wcohesion) between surfaces of γ-alumina in pure water and aqueous 

salt solutions. The values are obtained from simulation-derived force-distance profiles, using the procedure 

detailed on the previous page. Values not normalised over interfacial surface area. For values of Wcohesion 

per unit area, see Table S4. All salt solutions are at 1 molar concentration, except for barium nitrate (0.3 

molar). The zero (i.e. neutral) values for [110] interactions in aqueous sodium chloride indicate that the 

surfaces can come together as easily as moving apart. 

 

 

 

 

 

 

 

 

Table S3. Interfacial surface areas of simulated surface pairs of γ-alumina. Results for work of cohesion per 

unit area (Table S4) are calculated from the Wcohesion values shown in Table S2: the values are divided by 

interfacial surface area, with subsequent conversion from (kcal/mol)/Å2 to mJ/m2 (see below). 

 

 

Conversion from (kcal/mol)/Å2 to mJ/m2 : 

 Wcohesion (kcal/mol) 
 
Aqueous phase: 

[110]-[110] [100]-[100] 

sodium chloride -0.03 5.92 

pure water 3.65 9.05 

ammonium acetate 1.95 6.78 

barium nitrate 1.01 6.43 

barium acetate 7.48 4.65 

Crystallographic termination: Simulated surface area (single surface, 

Å2):  

Total surface area (i.e. 

interacting surface pair, Å2) 

[110] 1696.9021 3393.8042 

[100] 1128.0823 2256.1647 
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Section S11. (continued) 
Table S4. Values for work of cohesion per unit area, between crystallographic terminations of γ-alumina: 

[110] and [100], in water and aqueous salt solutions. All salt solutions are at 1 molar concentration, except 
for barium nitrate (0.3 molar). For each surface pair, values in each aqueous phase are listed from lowest to 

highest.  

  

 Work of cohesion per unit area (mJ/m2) 

Surface interaction: [110]-[110] [100]-[100] 

Aqueous phase: sodium chloride zero, i.e. neutral barium acetate 1.43 

barium nitrate 0.21 sodium chloride 1.82 

ammonium acetate 0.40 barium nitrate 1.98 

water (pure) 0.75 ammonium acetate 2.09 

barium acetate 1.53 water (pure) 2.79 
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Section S12. Weighting procedure 
 

Nanoparticle interactions (an approximation): 

We assume interaction between two y-alumina nanoparticles with identical exposure ratios of 

the crystallographic faces [110] and [100]; namely 70% [110] and 30% [100], for each 

nanoparticle. 

The probabilities of surface interaction combinations are estimated as: 

P[110]-[110] = 0.7 * 0.7 = 0.49 

P[100]-[100] = 0.3 * 0.3 = 0.09 

P[110]-[100] = 0.7 * 0.3 = 0.21 

P[100]-[110] = 0.3 * 0.7 = 0.21 

         --------- 
Total:   1.0 
 

The average work of cohesion per unit area (abbreviated ‘WC’ below) between two 

nanoparticles in each aqueous phase is calculated as the sum of the following contributions: 

1) Contribution from interactions [110]-[110]: 0.49 * WC [110]-[110] 

2) Contribution from interactions [100]-[100]: 0.09 * WC [100]-[100] 

3) Contributions from interactions [110]-[100]: 0.42 * ( √(𝐖𝐂[𝟏𝟏𝟎]−[𝟏𝟏𝟎] ∗ 𝐖𝐂[𝟏𝟎𝟎]−[𝟏𝟎𝟎]) ) 

The likely interparticle separation distance (σ) in each aqueous phase (see Section S15) is 

calculated as the sum of:  

1) Proportion of interactions occurring at σ[110]-[110]: 0.49 * σ[110]-[110] 

2) Proportion of interactions occurring at σ[100]-[100]: 0.09 * σ[100]-[100] 

3) Proportion of interactions occurring at σ[110]-[100]: 0.42 *  (
𝝈[𝟏𝟏𝟎]−[𝟏𝟏𝟎]+𝝈[𝟏𝟎𝟎]−[𝟏𝟎𝟎]

𝟐
) 

For values of σ, the separation distances identified on the next page are utilised (Section S14). 

Note that, in the absence of simulations for the interactions of [110]-[100], we resort to using 

Lorentz-Berthelot combining rules (typically applied to interactions of atoms and molecules, 

rather than surfaces) to provide estimates for interaction energy and likely average separation 

distance. As such, our values for σ represent an ‘equilibrium interaction distance’ rather than an 

‘equilibrium bond length’. In terms of the latter, for mixed-type interatomic/molecular 

interactions, it is possible that the σ variable relates to pairwise entropy.20 Along somewhat 

similar lines but at a different scale, we reason that an ‘equilibrium interaction distance’ between 

particle surface-pairs depends on the configurational entropy response of the intervening 

medium upon particle approach. 

  



APPENDIX E (CHAPTER 6): page 213 

 

page 213 

 

          Column A: [110]-[110]            Column B: [100]-[100] 

Section S13. 
Simulation-derived force-distance curves, for interactions of y-alumina surface pairs in a selection of aqueous 
phases. Column A: y-alumina [110] - [110]. Column B: y-alumina [100] - [100]. Rows A to E show force-
distance profiles in aqueous phases of pure water, barium nitrate, barium acetate, ammonium acetate and 
sodium chloride, respectively. All salt solutions are at 1 molar concentration, except for barium nitrate (0.3 

molar). Selected minima, from which Wcohesion’’ were obtained are labelled with the separation distance at 

which they occur, as considered for calculating the averaged values presented in S5 and S6 (Section S14). 
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- 3.65 kcal/mol 

6.5 Å 

- 5.17 kcal/mol 

10.5 Å 

- 1.01 kcal/mol 

6 to 10 Å 

- 1.43 kcal/mol 

10 Å 

 

- 8.18 kcal/mol 

6 Å 

- 5.07 kcal/mol 

13 Å 

- 2.90 kcal/mol 

8.3 Å 

0, i.e. neutral 
6.5 Å - 6.54 kcal/mol 

6.5 Å 
 

- 10.17 kcal/mol 
6.5 Å 

A) 
 
 
 
 
 
 
 

 

B) 
 
 
 
 
 
 
 
 

C) 
 
 
 
 
 
 
 
 

D) 
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Section S14. 

Table S5. Values for work of cohesion (Wcohesion’’) and ‘likely interparticle separation distance’, obtained 

from simulation-derived force-distance profiles (shown in Section S14) between surfaces of γ-alumina in pure 

water and aqueous salt solutions. Values not normalised over interfacial surface area. For values of 

Wcohesion’’ per unit area, see Table S6. All salt solutions are at 1 molar concentration, except for barium 

nitrate (0.3 molar). The ‘weighted average’ values are obtained by applying the weighting procedure of SI, 

Section S12 (to values of Wcohesion’’ and location of minimum) for [110]-[110] and [100]-[100] interactions. 

The weightings are chosen based on surface morphology of γ-alumina nanoparticles, for which the [110] and 

[100] terminations are thought to account for ~ 70% and 30 % of total surface exposure3, 20, 21, respectively. 

The zero (i.e. neutral) values for [110] interactions in aqueous sodium chloride indicate that the surfaces can 

come together as easily as moving apart. 

 

Table S6. Values for work of cohesion (Wcohesion’’) per unit area, between crystallographic terminations 

of γ-alumina: [110] and [100], in water and aqueous salt solutions. All salt solutions are at 1 molar 

concentration, except for barium nitrate (0.3 molar). For each surface pair, values for Wcohesion’’ in each 

aqueous phase are listed from least to most attractive. Results for each surface pair are calculated by 

normalising the un-weighted Wcohesion’’ values (Table S5) over surface area and converting the units 

(procedure described in Section S11). The weighting procedure of Section S12 is then applied to calculate 
the weighted average values per unit area. 

 

 

 [110]-[110] [100]-[100] Weighted averages: 

 
Aqueous 
phase: 

Wcohesion’’ 
(kcal/mol) 

Location of 
minimum 

(Å) 

Wcohesion’’ 
(kcal/mol) 

Location of 
minimum 

(Å) 

Wcohesion’’ 
(kcal/mol) 

Likely 
separation 

distance 

sodium 
chloride 

zero, i.e. 
neutral 

6.5 6.54 6.5 0.59 6.5 Å 

pure water 3.65 6.5 5.17 10.5 4.08 7.7 Å 

ammonium 
acetate 

2.90 8.3 10.17 6.5 4.62 7.8 Å 

barium 
nitrate 

1.01 6 to 10 Å 1.43 10.0 1.13 7.2 to 10 
Å 

barium 
acetate 

8.18 6.0 5.07 13.5 7.17 8.25 Å 

 Work of cohesion (Wcohesion’’) per unit area: mJ/m2 

Surface interaction: [110]-[110] [100]-[100] Weighted averages: 

Aqueous phase: sodium chloride zero, i.e. 

neutral 

barium nitrate 0.44 sodium chloride 0.18 

barium nitrate 0.21 barium acetate 1.56 barium nitrate 0.27 

ammonium acetate 0.59 water (pure) 1.59 water (pure) 0.97 

water (pure) 0.75 sodium chloride 2.01 ammonium acetate 1.14 

barium acetate 1.68 ammonium acetate 3.13 barium acetate 1.64 
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Section S15. 

Correlations between agglomerate size (experimental result), work of cohesion (Wcohesion’’) per unit area 

(simulation-derived) and likely particle separation distance (simulation-derived), for interactions of  γ-
alumina nanoparticles in pure water and aqueous salt solutions. Table S7 shows the corresponding values, 
for each of the aqueous phases, normalised relative to the values for the aqueous phase of pure water. All 
salt solutions are at 1 molar concentration, except for barium nitrate (0.3 molar). Note that the ‘likely particle 
separation distance’ in barium nitrate (aq.) shown below is taken as the midpoint of the range (7.2 to 10 Å) 
given in Table S5. All other distance values are taken from Table S5 directly. 

   

Table S7 

 Absolute values Results normalised relative to pure water 
aqueous phase 

 Likely 
particle 

separation 
distance 

(Å) 

Wcohesion’’ 

(WC, 
mJ/m2) 

Hydrodynamic 
diameter (HD, 

nm) 

distance/ 

distancewater 
WC/WCwater Agglomeration 

factor 

(HD/HDwater) 

water 
(pure) 

7.7 0.969 801 1.00 1.00 1.00 

sodium 
chloride 

6.5 0.180 3918 0.84 0.19 4.9 

ammonium 
acetate 

7.8 1.142 2923 1.01 1.18 3.6 

barium 
acetate 

8.25 1.644 1508 1.07 1.70 1.9 

barium 
nitrate 

8.6 0.271 1208 1.12 0.28 1.5 

sodium 
chloride

ammonium 
acetate

barium acetate

barium nitrate (0.3 molar)
1

2

3

4

5

0.80 0.90 1.00 1.10 1.20

HD/HDwater

distance/distancewater

agglomerate size vs. 
particle separation distance

sodium 
chloride

ammonium 
acetate

barium acetate

barium nitrate 
(0.3 molar)

0.0

0.5

1.0

1.5

2.0

0.80 0.90 1.00 1.10 1.20

WC/WCwater

distance/distancewater

Wcohesion'' vs. 

particle separation distance

barium nitrate 
(0.3 molar)

sodium 
chloride

ammonium 
acetate

barium 
acetate

1

2

3

4

5

0.0 0.5 1.0 1.5 2.0

HD/HDwater

WC/WCwater

agglomerate size vs. Wcohesion''
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Section S16. 

Table S8. Work of cohesion (Wcohesion) evaluated for all features of simulation-derived force-distance 

profiles, between surfaces of γ-alumina in pure water and aqueous salt solutions. All salt solutions are at 1 

molar concentration, except for barium nitrate (0.3 molar). Feature-types in single quotation marks (‘t’) refer 

to features with corresponding Wcohesion small enough to be questionable as a definite ‘feature’.  

 

 
  

Surface interaction: [110]-[110] [100]-[100] 
 
Aqueous phase: 

Feature-
type 

Distance 
range (Å) 

Wcohesion 

(kcal/mol) 

Feature-
type 

Distance range 
(Å) 

Wcohesion 

(kcal/mol) 

water (pure) 
 

minimum 6.0 - 7.0 3.65 minimum 6.3 - 7.78 15.31 

 maximum 7.78 - 9.5 10.88 

minimum 9.5 - 11.43 5.17 

maximum 11.43 - 12.8 2.48 

sodium chloride 
 

featureless 6.0 - 15.0 0.033 minimum 6.15 - 8.05 6.54 

 maximum 8.1 - 9.7 2.81 

minimum 9.7 - 11.55 2.19 

ammonium acetate 
 

minimum 5.7 - 6.75 4.68 minimum 6.18 - 7.38  10.17 

maximum 6.75 - 7.9 5.63 maximum 7.38 - 9.7 5.51 

minimum 7.9 - 10.6 2.90 minimum 9.7 - 11.16 2.12 

barium nitrate 
 

‘minimum’ 5.8 - 6.35 0.83 minimum 6.0 - 7.2 10.7 

‘maximum’ 6.35 - 6.65 0.17 maximum 7.2 - 9.43 5.7 

‘minimum’ 6.65 - 7.3 0.71 ‘minimum’ 9.43 - 11.28 1.43 

‘maximum’ 7.3 - 8.35 1.55  

‘minimum’ 8.35 - 10.0 1.19 

barium acetate 
 

minimum 5.83 - 7.48 8.18 minimum 6.48 - 7.55 11.44 

 maximum 7.55 - 9.05 19.70 

minimum 9.05 - 10.6 13.67 

maximum 10.6 - 11.95 5.83 

minimum 11.95 - 13.78 5.07 
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Section S1.1, 2 
Determining average bulk density of γ-alumina nanopowder using Archimedes’ principle 

 

The average bulk density of γ-alumina nanopowder was determined experimentally, using Archimedes’ 

principle, namely, the buoyant force on a body immersed in a liquid (Fb) is equal to the weight of liquid 

displaced:  

Fb = ( ρ liquid * V )g 

Where: ρ liquid = density of the liquid, V = sample volume, and g is the gravitational acceleration constant. 

Sample density can be determined from the principle as follows: the difference between the weight of the 

sample when immersed in a liquid, Wimmersed, and the weight in air, Wair, equates to the buoyant force. 

Since the weight of the sample in air, Wair, is just the product of its mass, m, and the gravitational acceleration 

constant, g, the unknown density of the sample can be found in terms of the measured weights and the 

known density of the liquid; ρ liquid. 

𝜌 =
𝑚

𝑉
=  

𝑊𝑎𝑖𝑟 ∗ 𝜌𝑙𝑖𝑞𝑢𝑖𝑑

𝑊𝑎𝑖𝑟 −𝑊𝑖𝑚𝑚𝑒𝑟𝑠𝑒𝑑
 

This principle is useful for determining the volume, and therefore the density of an irregularly shaped sample. 

The effective weight of the sample when submerged in water will be the value of its weight in air minus the 

weight of water displaced. 𝑊𝑎𝑖𝑟 −𝑊𝑖𝑚𝑚𝑒𝑟𝑠𝑒𝑑therefore gives the weight of water displaced, and allows the 

calculation of the volume of the sample. The mass divided by the volume thus determined provides the 

average density of the sample. 

Procedure:  

• Two flasks, 10 ml volume, of same accuracy: 

• Cylinder A: Simax Czech Replublic, 10ml ±0.2 ml. Weight of cylinder: 42.531 g --> used for water. 

• Cylinder B: Pyrex, ISO 4788, 10ml ±0.2 ml. Weight of cylinder:  25.780 g --> used for γ-alumina 

nanopowder. 

• Weigh 0.400 g γ-alumina nanopowder into Cylinder A 

• Weigh Cylinder B after adding 4 ml of water to determine density of water. 

• Add the 4ml of water from Cylinder A into Cylinder B. 

• Use the change in volume to calculate the density of γ-alumina nanopowder via:  

ργ-alumina = Wγ-alumina in air/ΔV 

The procedure above was repeated three times. Measurement details are shown in the table below. 

Units: mass (grams), volume (ml). Run 1 Run 2 Run 3 

A) Cylinder A, initial mass 42.531 42.531 42.530 

B) Cylinder A: mass after adding 4 ml of water 46.537 46.534 46.535 

C) Mass of water, i.e. B) – A) 4.006 4.003 4.005 

D) Density of water (g/ml), i.e. mass/volume 1.0015 1.00075 1.00125 

E) Cylinder B, initial mass 25.780 25.781 25.780 
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F) Cylinder B: mass after adding 0.4 g γ-alumina nanopowder 26.186 26.183 26.181 

G) Mass of γ-alumina, i.e. F) – E) 0.406 0.402 0.401 

H) Cylinder B: mass after adding 4 ml of water to γ-alumina nanopowder 30.106 30.131 30.102 

I) Cylinder B: visible volume change (ml) after mixing components 

together thoroughly 

0.5 0.5 0.5 

ρ γ-alumina = Wγ-alumina in air/ΔV (i.e., step G/step I) 0.812 0.804 0.802 
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Section S2. 
Rheology experiments; Measurement procedure 3 

The results of rheology experiments presented in the main text (Section 6.3) are everything but a tidy piece 
of history; but rather, the final outcome of trial and error via two previously attempted measurement 
procedures. For completeness, the details of these measurement procedures (‘Measurement procedures 1 
& 2’), and the results obtained, are provided in Sections S3 and S4. This section, S2, provides supplementary 
information for the results that are utilised in the main text (obtained via the third-attempted measurement 
procedure; ‘Measurement procedure 3’). Details regarding sample preparation accuracy are also provided in 
Section S2-S4, for reference. All results are for suspensions of γ-alumina, particle volume fraction of 0.35, in 
the following five aqueous phases: pure water, sodium chloride, ammonium acetate, barium acetate (1 molar 
aqueous solutions) and barium nitrate (0.3 molar, aq.). These aqueous phases are indicated on graph legend 
descriptions according to the available space. 
 

‘Measurement procedure 3’: details 

Number of repeats: 3, with 3 separate sample sets. 

Procedure details are provided in the main text (Section 7.2), but are reproduced here for convenience. 

 

 

 

 

Rheometer set-up: 
 
 
 
 
 
 

Parallel-plate geometry: 

 

RheoCompass™ pre-defined moving profile: 
Ramping Mode: 

 
 

Measurement duration: 
 
 

PP40/S with surface roughness, sandblasted 
Plate diameter:  

Gap: 

‘Paste-like (lift and rotate)’ 
‘Linear’; shear rate is 
ramped up/down linearly 
over time. 
fixed (710 seconds); equal 
duration for forward and 
backward runs 
 
39.974 mm 
1 mm 

 Rheology measurement procedure for each sample: 
1) 60 seconds pre-shear at 10 s-1 
2) 5 minute wait 
Interval 1: 710 seconds, 71 data points from 0.1 to 700.1 s-1 

Interval 2: 710 seconds, 71 data points from 700.1 to 0.1 s-1 

Sample preparation: • 10 ml of the following aqueous phases were prepared: pure water, 1 

molar solutions of sodium chloride, ammonium acetate, barium 

acetate, and a 0.3 molar solution of barium nitrate. Solutions were 

prepared by volume, using 10 ml volumetric flasks (accuracy ±0.2 ml). 

After preparation, solutions were decanted into glass vials. 

• Creating suspensions of 35% γ-alumina particles by volume (ϕ = 0.35): 

for a 10 ml total sample volume, this volume fraction equates to 3.5 ml 

of powder, i.e. 2.8 g of powder by mass, using an average bulk density 

of 0.8 g/cm3. 

Analytical balance: Kern ABT, resolution ±0.1 mg. Accuracy of molar 
concentration values, i.e. weighing of salts, is ≤ 2.3413% (percentage 
difference) from the target concentrations. Accuracy of particle volume 
fractions, i.e. weighing of powder, is ≤ 2.1173% (percentage difference) from 
the target volume fraction. 
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Rheology, measurement procedure 3: results 
Viscosity vs. shear rate.  Results from three runs, showing viscosity as a function of accelerating and 
decelerating shear rate (‘forward’ and ‘backward’ measurements, indicated with labels (1) and (2), 
respectively. 
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Measurement procedure 3: viscosity vs. acceleration of shear rate (i.e. ‘Forward’ measurements). 
Comparison of results from three runs for each aqueous phase. 
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Measurement procedure 3: viscosity vs. deceleration of shear rate (i.e. ‘Backward’ measurements). 

Comparison of results from three runs for each aqueous phase. 
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Measurement procedure 3: shear stress vs. acceleration of shear rate during ‘Forward’ measurements. 

Comparison of results from three runs for each aqueous phase. 
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Measurement procedure 3: shear stress vs. deceleration of shear rate during ‘Backward’ measurements. 

Comparison of results from three runs for each aqueous phase. 
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Run 1 
A) 

Run 2 Run 3 

Measurement procedure 3: ‘thixotropic area’ graphs, i.e., area beneath the forward curve minus area 

beneath backward curve (shaded cyan) for the measurement of shear stress vs. shear rate. Visual 

comparison of results from three runs for each aqueous phase. Rows A to E show results for particulate 

suspensions with aqueous phases of: pure water, 1 molar solutions of sodium chloride, ammonium acetate, 

barium nitrate (0.3 molar) and barium acetate, respectively. Results are also shown tabulated, on the 

following page. 
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Measurement procedure 3: ‘thixotropic area’ numerical results, i.e., area beneath the forward curve 
minus area beneath backward curve for the measurement of shear stress vs. shear rate. 

The graphs on the previous page show that differences that do occur emerge at low shear rates (< 10 s-1). 
The extent of this difference, and the range over which it occurs, does not evidence thixotropic behaviour. In 
terms of measurement range reliability, the minimum rotational torque of the Anton Paar MCR 302e 

rheometer is specified as 1 nN·m (= 0.001 mN·m)3. During our rheology experiments (using Measurement 
procedure 3), the lowest recorded torque was 0.005 mN·m, i.e. above the specified low-torque limit. 

However, the study by Johnston & Ewoldt (2013)4 presents a detailed case that torque generated by sample 
surface tension, particularly for aqueous samples, can raise the effective instrument low-torque limit. For 
low-torque measurements, sample surface tension can generate a torque more than two orders of 
magnitude larger than the torque from material deformation; other studies were also cited as showing a 
practical low-torque limit 20 times larger than specified by the equipment manufacturer. 
The variability of the ‘thixotropic area’ results, as presented in the table below, suggest no thixotropic 

behaviour is present (indeed, the values obtained are mostly negative; values for thixotropic samples would 

be positive). 

 

 

 

 

 

  

 Area beneath data curves Run 1 Run 2 Run 3 

water forward: 10,826,800 10,387,800 11,084,500 

backward: 10,842,100 10,607,400 11,382,700 

forward minus backward: -15,300 -219,600 -298,200 

Mean average: -177,700.00 

Standard deviation: 146,030.17 

sodium 
chloride, 1 
molar aq. 

forward 5,981,600 9,608,470 8,681,510 

backward 6,038,320 9,764,870 8,863,970 

forward minus backward: -56,720 -156,400 -182,460 

Mean average: -131,860 

Standard deviation: 66,364.87 

ammonium 
acetate, 1 
molar aq. 

forward: 4,907,490 4,590,530 4,764,990 

backward: 4,936,790 4,567,090 4,761,660 

forward minus backward: -29,300 23,440 3,330 

Mean average: -843.33 

Standard deviation: 26,616.53 

barium nitrate, 
0.3 molar aq. 

forward: 5,106,720 4,839,140 5,273,640 

backward: 5,136,600 4,946,310 5,333,130 

forward minus backward: -29,880 -107,170 -59,490 

Mean average: -65,513.33 

Standard deviation: 38,995.47 

barium acetate, 
1 molar 

forward 3,971,570 3,737,530 3,509,620 

backward 3,967,860 3,746,390 3,530,320 

forward minus backward: 3,710 -8,860 -20,700 

Mean average: -8,616.67 

Standard deviation: 12,206.82 
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Section S3. 

Rheology, ‘measurement procedure 1’  

Details: 

Number of repeats: 2 (with two separate sample sets) 

 

 

 

 

 

 

 

 

 

 

 

Rheometer set-up: 
 
 
 
 

 
Parallel-plate geometry: 

 

RheoCompass™ pre-defined moving profile: 
Ramping Mode: 

 
 

Measurement duration: 
 

PP40/S with surface roughness, sandblasted 
Plate diameter:  

Gap: 

‘Paste-like (lift and rotate)’ 
‘Logarithmic’; shear rate is 
ramped up/down 
logarithmically over time.   
determined by 
instrument, i.e. not fixed 
 
39.974 mm 
1 mm 

 
 
 
 

i.e. ‘backward - forward’ 

Rheology measurement procedure for each sample: 
1) 60 seconds pre-shear at 10 s-1 
2) 180 seconds wait 
Interval 1: 38 data points from 500 to 0.01 s-1 

Interval 2: 120 seconds rest 
Interval 3: 41 data points from 0.01 to 1000 s-1 

Sample preparation: • 10 ml of the following aqueous phases were prepared: pure water, 1 

molar solutions of sodium chloride, ammonium acetate, barium 

acetate, and a 0.3 molar solution of barium nitrate. Solutions were 

prepared by volume, using 10 ml volumetric flasks (accuracy ±0.2 ml). 

After preparation, solutions were decanted into glass vials. 

• Creating suspensions of 35% γ-alumina particles by volume (ϕ = 

0.35): for a 10 ml total sample volume, this volume fraction equates 

to 3.5 ml of powder, i.e. 2.8 g of powder by mass, using an average 

bulk density of 0.8 g/cm3. 

Analytical balance: OHAUS Pioneer, resolution ±1 mg. Accuracy of molar 
concentration values, i.e. weighing of salts, is ≤ 2.158% (percentage 
difference) from the target concentrations. Accuracy of particle volume 
fractions, i.e. weighing of powder, is ≤ 2.442% (percentage difference) from 
the target volume fraction. 
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Rheology, ‘measurement procedure 1’: results 

Viscosity vs. shear rate. Panel A: results from run 1. Panel B: results from run 2. 

 

 

 

B) 

A) 
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Measurement procedure 1: shear stress vs. shear rate. Panel C: shear rate deceleration, comparison 
of results from run 1 and run 2. Panel D: shear rate acceleration, comparison of results from run 1 and 
run 2. 
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Section S4. 

Rheology, ‘measurement procedure 2’ 
Details: 

 
Number of repeats: 3 (with 3 separate sample sets) 

 

 

 

 

 

 

 

 

 

 

 

Rheometer set-up: 
 
 
 
 
 

Parallel-plate geometry: 

 

RheoCompass™ pre-defined moving profile: 
Ramping Mode: 

 
 

Measurement duration: 
 

PP40/S with surface roughness, sandblasted 
Plate diameter:  

Gap: 

‘Paste-like (lift and rotate)’ 
‘Logarithmic’; shear rate is 
ramped up/down 
logarithmically over time.   
determined by instrument, 
i.e. not fixed 
 
39.974 mm 
1 mm 

 
 
 
 

i.e. ‘forward - backward’ 

Rheology measurement procedure for each sample: 
1) 60 seconds pre-shear at 10 s-1 
2) 5 minute wait 
Interval 1: 41 data points from 0.01 to 1000 s-1 

Interval 2: 180 seconds rest 
Interval 3: 41 data points from 1000 to 0.01 s-1 

Sample preparation: • 10 ml of the following aqueous phases were prepared: pure water, 1 

molar solutions of sodium chloride, ammonium acetate, barium 

acetate, and a 0.3 molar solution of barium nitrate. Solutions were 

prepared by volume, using 10 ml volumetric flasks (accuracy ±0.2 ml). 

After preparation, solutions were decanted into glass vials. 

• Creating suspensions of 35% γ-alumina particles by volume (ϕ = 0.35): 

for a 10 ml total sample volume, this volume fraction equates to 3.5 ml 

of powder, i.e. 2.8 g of powder by mass, using an average bulk density 

of 0.8 g/cm3. 

Analytical balance: OHAUS Pioneer, resolution ±1 mg. Accuracy of molar 
concentration values, i.e. weighing of salts, is ≤ 2.61% (percentage 
difference) from the target concentrations. Accuracy of particle volume 
fractions, i.e. weighing of powder, is ≤ 2.114% (percentage difference) from 
the target volume fraction. 
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Rheology, ‘measurement procedure 2’: results 

Viscosity vs. acceleration of shear rate (i.e. ‘Forward’ measurements). Comparison of results from three 

runs for each aqueous phase. 
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Measurement procedure 2: viscosity vs. deceleration of shear rate (i.e. ‘Backward’ measurements). 

Comparison of results from three runs for each aqueous phase. 
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Measurement procedure 2: shear stress vs. acceleration of shear rate during ‘Forward’ measurements. 

Comparison of results from three runs for each aqueous phase. 

 

 

 

 

 

 

 

 

 

 

 

0.01

0.1

1

10

100

0.01 0.1 1 10 100 1000

Sh
e

ar
 s

tr
e

ss
 [

P
a]

Shear rate [1/s]

Aqueous phase: water

run 1

run 2

run 3

0.01

0.1

1

10

100

0.01 0.1 1 10 100 1000

Sh
e

ar
 s

tr
e

ss
 [

P
a]

Shear rate [1/s]

Aqueous phase: sodium chloride, 1 
molar

run 1

run 2

run 3

0.01

0.1

1

10

100

0.01 0.1 1 10 100 1000

Sh
e

ar
 s

tr
e

ss
 [

P
a]

Shear rate [1/s]

Aqueous phase: ammonium acetate, 
1 molar

run 1

run 2

run 3
0.01

0.1

1

10

100

0.01 0.1 1 10 100 1000

Sh
e

ar
 s

tr
e

ss
 [

P
a]

Shear rate [1/s]

Aqueous phase: barium nitrate, 
0.3 molar

run 1

run 2

run 3

0.01

0.1

1

10

100

0.01 0.1 1 10 100 1000

Sh
e

ar
 s

tr
e

ss
 [

P
a]

Shear rate [1/s]

Aqueous phase: barium acetate, 1 molar

run 1

run 2

run 3



APPENDIX F (CHAPTER 7): page 237 

 

page 237 

 

Measurement procedure 2: shear stress vs. deceleration of shear rate during ‘Backward’ measurements. 

Comparison of results from three runs for each aqueous phase. 
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Section S5. 

Normalised results for forward measurements of viscosity vs. shear rate from Runs 1 and 2 (using 

Measurement procedure 3). Results are normalised relative to (i.e. divided by) the viscosity values for the 

aqueous phase of pure water. 
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Section S6. 

Shear-thinning indices (STI) obtained using viscosity values at a lowest shear rate of 0.1 s-1 (as opposed to 

10 s-1 shown in the main text; Chapter 7, Table 7.2). 

Note the much greater variability compared to the values in the main text. The shear-thinning indices are 

calculated from experimental data (3 runs) of viscosity vs. shear rate for particulate suspensions of γ-alumina 

(particle volume fraction: 0.35) in aqueous phases of pure water and various salt solutions. The STI mean 

averages obtained are also shown normalised relative to the mean average STI for the suspensions in the 

aqueous phase of pure water. 

 

 

 

 

 

 

 

Suspension aqueous 

phase: 

 Viscosity units: mPa·s  

Run 1 Run 2 Run 3 STI/STI_water 

 

pure 

water 

 A) viscosity at 0.1 s-1: 41960.4 32339.3 39487.1  

 B) viscosity at 700.1 s-1: 29.5 28.9 30.7 

A ÷ B: 1422.386 1119.007 1286.225 

Mean average: 1275.873 

Standard deviation: 151.954 

 

sodium chloride, 1 

molar aq. 

A) viscosity at 0.1 s-1: 19379.3 23467.6 22090.7  

B) viscosity at 700.1 s-1: 17.5 27.2 24.7 

A ÷ B: 1107.389 862.779 894.360 

Mean average: 954.843 0.75 

Standard deviation: 133.049  

 

ammonium acetate, 

1 molar aq. 

A) viscosity at 0.1 s-1: 21516.0 10334.0 19451.9  

B) viscosity at 700.1 s-1: 15.6 14.8 15.1 

A ÷ B: 1379.231 698.243 1288.205 

Mean average: 1121.893 0.88 

Standard deviation: 369.704  

 

barium nitrate, 0.3 

molar aq. 

A) viscosity at 0.1 s-1: 11758.1 17682.9 9162.5  

B) viscosity at 700.1 s-1: 15.5 14.8 16.1 

A ÷ B: 758.587 1194.791 569.099 

Mean average: 840.826 0.66 

Standard deviation: 320.8505  

 

barium acetate, 1 

molar 

A) viscosity at 0.1 s-1: 3130.2 2546.9 3219.9  

B) viscosity at 700.1 s-1: 15.1 14.3 13.6 

A ÷ B: 207.298 178.105 236.757 

Mean average: 207.387 0.16 

Standard deviation: 29.3261  
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Section S1. 
Scalar resistance functions and the resistance matrix 

 

In writing the description of terms for Equation 8.5 (main text), I wanted to make sure that I understood the 
terms (a general endeavour, as far as possible, for all the equations incorporated in this thesis). The scalar 
resistance functions proved rather difficult; especially the meaning of the superscript letters. After a journey 
through a number of papers with scary equations, my quest to find ‘A, B and C’ has resulted in the 
understanding below. 
The scalar resistance functions found in Equations 8.5 (lubrication force) and 8.6 (torque) of the main text 
are as follows. 

Equation 7.5: 𝑋11
𝐴 , 𝑌11

𝐴 , 𝑌11
𝐵 , 𝑌21

𝐵   Equation 7.6: 𝑌11
𝐵 ,   𝑌11

𝐶 ,   𝑌12
𝐶  

 
These functions are deconstructed below. 

Superscript: 

The superscript letters (A, B, C) of the scalar resistance functions denote tensors comprising the ‘resistance 

matrix’1): 

 

(

F1
F2
L1
L2

) = μ(

A11 A12 B11 B12
A21 A22 B21 B22
B11 B12 C11 C12
B21 B22 C21 C22

)(

U1 − U(x1)

U2 − U(x2)
Ω1 − Ω
Ω2 − Ω

) 

 
(Matrix S1) 

In which: 
for spherical particles immersed in a field of linear, ambient flow... 

• F1, F2 = forces exerted on the fluid by particles 1 and 2, respectively 

• L1, L2 = couple exerted on the fluid by particles 1 and 2, respectively. Calculated relative to the 

particle centre in each case. 

• μ = dynamic viscosity of the fluid phase 

• A = isotropic (also called ‘translational’) resistance tensor2) - 4)   

• B = coupling tensor2) - 4) C = rotational resistance tensor2) - 4) 

A, B, and C are second-order tensors. The fluid viscosity is scaled from these quantities such that the 

matrix elements A, B, and C have dimensions of length; to the first, second and third powers, respectively. 

Their mathematical definitions can be found detailed elsewhere1), 2). The subscripts of A, B, and C 
comprise two numbers. The first number is either 1 or 2, and denotes the particle label within an 
interacting pair (i.e. particle 1 or particle 2). The second number refers to the motion of the particle in 
question, translational or rotational; indicated as 1 or 2, respectively. 

• U1, U2 = translational velocities of particle 1 and particle 2, respectively 

• Ω1, Ω2 = angular velocities of particle 1 and particle 2, respectively 

• U, Ω = respectively: ambient velocity, and vorticity, of the fluid 

• 𝑥1, 𝑥2 = the centres of particle 1 and particle 2, respectively 

 
CONTEXT: ‘The resistance problem’ - what is the resistance matrix? 

For solving the hydrodynamics of particulate flows, the task of determining the forces, torques and stresslets 
(momentum) resulting from particle motion in a fluid phase - given the particle velocity and configuration - 
is known as the ‘resistance problem’.  
The resistance problem involves calculating the force distribution arising from particle motions. Once the 
force and moment associated with each of the six rigid-body motions** is calculated, the resistance matrix 

can be utilised, which, via the linearity of the Stokes equations, relates the force (F) and moment (M) to 

the translational velocity (U) and angular velocity (Ω) for any rigid-body motion5). The matrix below (Matrix 

S2) summarizes the relations dealt with by the tensors in each of the colour-coded matrix blocks of Matrix 
S1: 
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( 
F
M
 ) = (

AFU BFΩ
BMU CMΩ

) ( 
U
Ω
 )   (Matrix S2) 

**The six motions: 

• unit velocity translation in the xj direction,  

• unit angular velocity rotation about the  xj -axis 

...for j = 1, 2, 3 (i.e. a triple-axis Cartesian coordinate system). 
 

For deformable (i.e. non-rigid) particles, the matrix (Matrix S1) extends to the ‘grand resistance matrix’6): 

 

(

 
 
 

F1
F2
L1
L2
S1
S2)

 
 
 
= 𝝁

(

 
 
 
 

A11 A12 B̃11 B̃12 G̃11 G̃12
A21 A22 B̃21 B̃22 G̃21 G̃22
B11 B12 C11 C12 H̃11 H̃12
B21 B22 C21 C22 H̃21 H̃22
G11 G12 H11 H12 M11 M12
G21 G22 H21 H22 M21 M22)

 
 
 
 

(

 
 
 

U1 − U∞(x1)

U2 − U∞(x2)
Ω1 − Ω∞
Ω2 − Ω∞
E1 − E∞
E2 − E∞ )

 
 
 

 

 
(Matrix S3) 

In which A, B, B̃, and C are second-rank tensors. G, G̃, H, and H̃ are third-rank tensors and the M tensors are 

fourth-rank. S1 and S2 denote stresslets, and E∞ denotes the ambient rate-of-strain field. However, for 

the purposes of ‘the project’, the γ-alumina particles are assumed rigid. As such, discussion of the grand 
resistance matrix is not considered here. 

So what about X and Y? 
The tensors obey symmetry relations inherent to the geometric configuration of two spherical particles. 
Namely, the axisymmetry about the sphere-sphere axis (connecting the particle centres) means that each 

tensor in Matrix S1 can be decomposed into expressions containing at most, two scalar functions1), 3), 4). 

These functions take the form of 𝑋𝛼𝛽
𝑅

 and 𝑌𝛼𝛽
𝑅

. 𝑋 and 𝑌 denote particle resistances parallel and 

transverse to the sphere-sphere axis of the particle pair, respectively. These resistances are represented 

schematically in Figure S1. The subscripts of 𝑋 and 𝑌 take the same form as for the tensors of the 

Figure S1. Schematic of the particle 

motions that generate resistances 

denoted by scalar resistance functions X 

and 𝑌. Black dashed line represents the 

‘sphere-sphere axis’ connecting the 

centres of the particle pair in each case. 
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resistance matrices S1 and S3, i.e. 𝛼 denotes the particle label, 𝛽 indicates the particle motion; 
translational or rotational. The superscript indicates the relevant tensor of the resistance matrix. 
The scalar resistance functions and their descriptions are compiled in Table S1 below. The descriptions are 

compiled from the technical report of Kim & Mifflin7), and cross-checked with the work of Jeffrey & Onishi1) 

concerning the tensors of the resistance matrix for rigid particles (Matrix S1), and with the work of Jeffrey6) 

for the G, H and M tensors of the grand resistance matrix (Matrix S3). Kim & Mifflin condensed their technical 

report into a subsequent journal publication8). For my purposes, however, the format and 

comprehensiveness/extra details of the technical report7) (e.g. Section 2.2 and Table 1) proved helpful. In 

Table S1, descriptions of the various scalar resistance functions are provided. The functions utilised in the 
equations of lubrication force and torque (restated in Equations S1 and S2 beneath the Table) are shown in 
purple. 
 

TABLE S1. Description of scalar resistance functions 
 

The letter: Is used for any function associated with flows... 

X axisymmetric about the line of centres (i.e. a line connecting the 
centres of an interacting particle pair) 

Y transverse to the line of centres 

Z perpendicular to the line of centres (for non-rigid particles) 

Scalar resistance function: Description: 

Xαβ
A  , Xαβ

G  translation along sphere-sphere axis 

Yαβ
A  , Yαβ

B  , Yαβ
G  translation transverse to sphere-sphere axis 

X11
M  + X12

M  axisymmetric straining (i.e. deformation) 

Y11
M  + Y12

M  rate-of-strain as in ZX shear flow 

Z11
M  + Z12

M  hyperbolic straining (i.e. deformation) in XY plane 

Xαβ
C  rotation about sphere-sphere axis 

Yαβ
C  , Yαβ

H  axis of rotation perpendicular to sphere-sphere axis 

 
For ease of reference, the equations for lubrication force and torque (Equations 8.5 and 8.6 of main text, 
respectively) are re-stated below. Note that the equations express the force and torque experienced by a 

particle 𝑟, from a particle 𝑠: in the subscript labelling convention for the resistance functions, 𝑟 and 𝑠 
correspond to 1 and 2, respectively, in the first number of the subscript. 
 

𝑓𝑟𝑠
● = 𝜇𝑓[(𝑋11

𝐴 𝒏⨂𝒏 + 𝑌11
𝐴(𝐼 − 𝒏⨂𝒏)) ∙ (U𝑠 − U𝑟) + 𝑌11

𝐵 (Ω𝑟 × 𝒏) + 𝑌21
𝐵 (Ω𝑠 × 𝒏)] 

Equation S1. Hydrodynamic lubrication force 

 
𝑀𝑟𝑠 = 𝜇𝑓[𝑌11

𝐵 (𝑼𝑠 − 𝑼𝑟) × 𝒏 − (𝐼 − 𝒏⊗ 𝒏)(𝑌11
𝐶Ω𝑟 + 𝑌12

𝐶Ω𝑠)] 
 

Equation S2. Torque on a particle ′𝑟′ 

The mathematical expressions for the scalar resistance functions utilised are as given by Equations S3 to S8 
below, for the case of two spherical particles of equal size. The formulations follow those found in the work 
of Cheal & Ness9) (Appendix A, Equations A1a - A1f), using a value of β = 1; where β = radius of sphere 
2/radius of sphere 1 (= 1 for two spherical particles of equal size). Note that expressions S5 and S6 appear 
the same: the formulations are different (the latter involves powers of -19)), but equivalent expressions 
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result for particles of equal size. The symbol ‘𝜉’ is a parameter for interparticle separation distance, 

normalised by a length scale symmetric with respect to both spheres. The expression for 𝜉 is given below; 

discussion with further detail can be found in the book of Kim & Karilla2) (pages 272-273).  

 

𝑋11
𝐴 = 𝑎𝜋 (

3

2𝜁
+
27

20
ln (

1

𝜉
))    (Equation S3) 

𝑌11
𝐴 = 𝑎𝜋 ln (

1

𝜉
)    (Equation S4) 

𝑌11
𝐵 = −𝑎2𝜋 ln (

1

𝜉
)    (Equation S5) 

𝑌21
𝐵 = −𝑎2𝜋 ln (

1

𝜉
)    (Equation S6) 

𝑌11
𝐶 = 𝑎3𝜋

8

5
ln (

1

𝜉
)    (Equation S7) 

𝑌12
𝐶 = 𝑎3𝜋

2

5
ln (

1

𝜉
)    (Equation S8) 

 

𝜉 =
2(𝑅−𝑎−𝑏)

(𝑎+𝑏)
    (Equation S9) 

In which: 

𝑅 = separation of particle centres 
𝑎 , 𝑏 = radii of particle 1 and particle 2, respectively 

 
 

SECTION S2. 
Refractive indices of barium acetate aqueous solutions. 

Refractive indices for aqueous solutions of barium acetate (Table 8.1, main text) were obtained from the 

following relation put forward by Merland10), with the relevant values for constants a and b sourced from 

the later work of Padova11): 

𝑛 − 𝑛0 = 𝑎(1 − 𝑒
−𝑏𝐶)   (Equation S10) 

The work of Merland10) proved hard to find, and upon finding, was written in French. Given its brevity and 

for ease of reference, translation is provided below. 
 

Physical chemistry. - On two experimental laws relating the refractive index and the concentration 

of a solution. Note (*) by Mr. Antoine Merland, presented by Mr. Aime Cotton. 

In a recent work (1) I showed that the refractive indices n of aqueous solutions of neodymium chloride and 

nitrate followed the law 

 

where n0 represents the refractive index of water for the considered radiation and the given temperature, 

where C represents the concentration of the solution in gram-molecules per litre, and where a and b are 

constants characterizing the dissolved salt. a depends on the wavelength of the radiation considered, b is 

independent of this wavelength, within the limits of experimental errors. 
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I set out to verify whether this law applies to other saline solutions, using in particular the results of the 

very complete measurements of Chèneveau (2). Here, for example, are the numbers relating to a solution 

of sodium chloride, at a temperature of 15° and for yellow radiation (5893 Å). 

The numbers in the last column were calculated by taking: 

 

As the refractive indices were measured with an absolute uncertainty of 0.0001, the n - n0 differences are 

determined to within 0.0002. The law is therefore verified, within the limits of experimental uncertainties, 

for the concentrations used and the salt cited. It is verified, with the same approximation, for the solutions 

of the salts which appear in the following table, giving the values of the constants a and b. The indices are 

always relative to yellow radiation and the temperature of 15°C. 

For certain salts, the law seems to extend up to the concentration Cm which corresponds to the crystallized 

state. It gives, for the crystallized salt index, a value fairly close to the measured value, and within the limit 

resulting from the approximations on a and b. Here are some numbers: 

The theoretical interpretation of this law will be the subject of another work. It shows that the constant b is 

generally equal to (v1 + v2), v1 and v2 being the volumes of the dissolved ions, volumes evaluated in litres per 

ion-gram. It makes it possible to find, in certain cases, the degree of hydration of the ions obtained by other 

methods.  
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I have shown, in the cited work, that one can also write, for aqueous solutions of nitrate and neodymium 

chloride, the invariance of the quotient (n-1)/V2/3 when the concentration C varies. V represents the 

molecular volume, that is to say the proper volume of a gram-molecule of salt in the dissolved state. 

This law is not general. It is checked for aqueous solutions of the following salts: 

KCl (concentration: 1 to 4 molec. gr/litre), BaCl2 (0.26 to 1.34), KNO3 (0.45 to 2), CaCl2 (1 to 5), NaNO3 (0.6 

to 6), KI (1 to 2.5), NaI (0.5 to 2), NaBr (0.5 to 2), KNO2 (0.6 to 1.5). 

It does not apply to solutions of: KBr (0.5 to 4), NaCl (0.5 to 5), K2SO4 (0.07 to 0.5), K2SO4 (0.1 to 0.9), 

NH4Cl (1 to 5). 

(*) Session of 12th July 1948 
(1) Thesis, A 2211, no. 3 082, Paris 1948. 
(2) Thesis, A 542, no. 1 266, Paris 1907.  

 

The subsequent work of Padova (1965)11) extended the applicability of Merland’s relation to mixed 

solvents; aqueous solutions of sulfate salts (sodium, magnesium), manganese (II) chloride, and acetate salts 

(sodium, barium, magnesium, and potassium) with ethanol or acetone also present in the solvent phase. 

‘’The agreement between the calculated and experimental values of (n – n0) was well within the accuracy 

obtainable with the refractometer (±0.0001).’’  

Values of the constants a and b provided for barium acetate aqueous solution (no ethanol/acetone in 

solvent phase) are: a = 0.2020, b = 0.160011). These values, used in the Merland relation, for molar 

concentrations ( C ) of 0.1, 0.5 and 1, with n0 = 1.333, yield the refractive indices (n) shown in Table 8.1 of 

the main text. 

SECTION S3. 
 

Table S2. Experimental viscosity values of γ-alumina particulate suspensions: in aqueous salt solutions, at 
low and high shear-rates (Values A) and B), respectively). Three viscosity measurements (denoted Run 1, 
Run 2 and Run 3) were conducted for each suspension, loading a new sample dose for each measurement. 
Full details of viscosity experiments are in Chapter 7. ‘Viscosity’ values are normalised, relative to 
suspension viscosity in an aqueous phase of pure water at the corresponding shear-rate. The values of ‘B/A’ 

show the viscosity change of each suspension, over the shear-rate interval 10 s-1 to 700 s-1, relative to the 

suspension in pure water over the same interval. 

 
Suspension aqueous phase: Run 1 Run 2 Run 3 Arithmetic mean of 3 runs 

sodium chloride, 1 molar     

A) viscosity at 10.1 s-1 0.498 0.913 0.761 0.724 

B) viscosity at 700.1 s-1 0.593 0.941 0.805 0.780 

B/A: 1.190 1.031 1.057 1.08 

ammonium acetate, 1 molar     

A) viscosity at 10.1 s-1 0.372 0.393 0.368 0.378 

B) viscosity at 700.1 s-1 0.529 0.512 0.492 0.511 

B/A: 1.422 1.303 1.335 1.35 

barium nitrate, 0.3 molar     

A) viscosity at 10.1 s-1 0.443 0.451 0.451 0.448 

B) viscosity at 700.1 s-1 0.525 0.512 0.524 0.521 

B/A: 1.190 1.135 1.163 1.16 

barium acetate, 1 molar     

A) viscosity at 10.1 s-1 0.125 0.127 0.106 0.120 

B) viscosity at 700.1 s-1 0.512 0.495 0.443 0.483 

B/A: 4.082 3.887 4.168 4.03 
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